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Preface

It is an impossible task to bring together, under a single cover, the many facets of human-
computer interaction. After all, we have come a long way in the past several decades, to a
point where we consider not only what may be intuitive to the designer, but rather the user,
the environment, and the intent of our efforts. No single person can claim expertise across
the entire field, which now brings together professions that formerly did not share the same
vocabulary and still, in many cases, do not share the same philosophy. It is only appropri-
ate that the study of human-machine interaction reveals a greater complexity within human-
to-human interaction.

In these 34 chapters, we survey the broad disciplines that loosely inhabit the study and
practice of human-computer interaction. Our authors are passionate advocates of innova-
tive applications, novel approaches, and modern advances in this exciting and developing
field. It is our wish that the reader consider not only what our authors have written and the
experimentation they have described, but also the examples they have set. This book brings
together the work of experts around the world who have used their expertise to overcome
barriers in language, culture, and abilities, to name only a few challenges.

The editors would like to thank the authors, who have committed so much effort to the
publication of this work.

Editor

Shane Pinder

Director of Research
Defiant Engineering
Canada
shane.pinder@defy.ca
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Technology Enabled Learning Worlds

Ray Adams! and Andrina Grani¢?

ICIRCUA, School of Computing Science, Middlesex University
2Faculty of Science, University of Split

TUnited Kingdom, *Croatia

1. Introduction

We live in a dramatically evolving knowledge society that is founded on the assumption of
equal access to relevant skills and technology-dispensed knowledge. If so, then effective
inclusion in society requires powerful new learning resources. In this newer social context,
organisations may increasingly become learning organisations and employees may
increasingly become knowledge workers. At the same time, new levels of accessibility are
equally important to motivate the identification and removal of new barriers to inclusion
created inadvertently by new technologies. On this basis, our purpose here is to identify and
evaluate some of the key issues that are essential to the new types of learning that will be
needed by knowledge workers in learning organisations. To do so, we combine expertise in
cognitive science and computing science.

First, we present and evaluate three different approaches to human learning supported by

technology:

o definition of learning resources; learning resources are defined as information that is
stored in a variety of media that supports learning, including materials for example in
print, video and software formats,

o definition of (technology-enhanced) learning environments; learning environments, as places
arranged to enhance the learning experience, are defined on an interdisciplinary basis
comprising three essential components: pedagogical functions, appropriate
technologies and social organization of education and

o definition of learning worlds; learning worlds are partially immersive, virtual milieu that
deploy smart and adaptive teaching and learning technologies to create novel
experiences based on sound pedagogical and psychological principles.

Second, we present and evaluate some key issues that include:

e The changing role of digital libraries to meet the increasing thirst for knowledge.

e How can learning environments be designed and evaluated for accessibility, usability and
ambient smartness?

e The design and development of more effective, technology-enhanced learning
environments.

¢  How can ubiquitous learning environments be developed?

e What new assessment methods must be developed to guide the design and
development of such systems?
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e How can new technologies such as virtual reality applications and brain computer
interfaces be applied to effective human learning?

We show how a simple but innovative synthesis of key disciplines such as computing

science and cognitive science, can be deployed in combination with such topics as

ergonomics, e-learning, pedagogy, cognitive psychology, interactive system design,

neuropsychology etc to create new learning worlds that boost human learning to meet the

demands of the 21st century.

2. A framework for different approaches to human learning supported by
technology

There are at least three different perspectives on human learning, namely learning
resources, technology-enhanced learning environments and learning worlds as defined in
turn below. As our primary focus is on human learning, our treatment of learning
resources, technology-enhanced learning environments and learning worlds etc will also
need to have a focus on the human. To do so, we introduce a simple and convenient
structure that may help you to see the key issues and what needs to be done with them in
the dual context of human learning and e-learning technologies. Only the relevant details
will be presented here, but you may wish to follow up any issues of interest or where you
need greater clarity, by referring to our reference list.

At a simple but effective level, a human technology system can be captured by a

consideration of:

e A user model (a depiction of the requirements, preferences, strengths and weaknesses
of the intended users / students)

e A technological model (a description of the key parameters of the technological
platforms to be used, permanent, default or current)

e A context-of-use model (a model that captures the relevant aspects of the context or
contexts for which the system is intended; namely software such as the operating
system, the physical context such as at home or in a street, the psychological context
such as working as part of a small or large team and the social / cultural context such as
a Western European country or a South American location).

e A task model (a model that captures the nature and features of the task or tasks that the
system is intended to support, such as a traveller dealing with emails or a tourist
storing and displaying photographs). Here, of course, we are particularly looking at the
subset of tasks that are to do with the human acquisition of new knowledge and skills.
Also, in this sub-context, the user is more likely to be referred to as a student, learner
etc.

To make the above structure a little more concrete, we now present a little more of a typical

user model structure. To do so, we have chosen our own user model structure, not because

it is the best, but because it is both typical and relatively simple.

As you will see from the diagram (see Fig. 1), Simplex Two is a theory that seeks to capture

the key aspects of human information processing by identifying nine components of human

cognition and related processes. These nine components have been validated in two
recently published studies (Adams, 2007) that show that Simplex Two captures many, if not
all, vital, global aspects of human psychology. Readers should consult this flagship paper if
they want to consider the justification and natures of each component or module. The theory
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is set out below as a flow diagram in which the human is depicted, in part, as a processor of

information. Information enters the system through the senses into a sensory / perceptual

system or into a feedback system and then into the Executive Function. This Executive

Function orchestrates all conscious activities of the system and the eight other modules.

However, each module possesses both memory and the capacity to process and transform

any information that it holds. The Executive Function creates the necessary coordination

required between the different functions so that a specific task can be carried out.

Each module of Simplex Two captures an important aspect of the human learner’s

psychology. Each module has been selected for three reasons. First, it is an important

overall aspect of human psychology, second it is reflected in the concerns of interactive

system designers and third it is identified in the meta-analyses reported by Adams (2007).

The nine modules are summarised as follows:

1. Perception / input module. This module deals with the initial registration and
evaluation of incoming sensory information and, in conjunction with other modules,
initial attempts at sense making.

2. Feedback management. Surprisingly, the human brain seems to have at least two
perceptual systems (Milner & Goodale, 1995), including a second input system that
deals with the feedback that arises as a consequence of our own actions (both physical
and cognitive). This dichotomy is also found in the interests of system designers and
current work on system design (Adams, 2007). This module processes the feedback
provided to the learner from the environment and from e-learning resources.

3. Working memory. When we carry out any task, we often have to hold information in
our head whilst doing so. For example, we hold a phone number, a password or sets of
instructions. This is referred to as working memory (Baddeley and Hitch, 1974;
Baddeley, 2000). Timescales vary, but many tasks would be impossible were it not for
this function (Ericsson & Kintsch, 1995). Working memory is an important component
of Broadbent’s Maltese cross theory (Broadbent, 1984), a theory from which Simplex has
developed. This module of Simplex keeps and processes the information that we need
to hold in mind whilst carrying out our tasks.

4. Emotions and drives. When we are dealing with incoming information, it is often of
some significance to us, rather than being neutral. It may be interesting, threatening,
stressful, frustrating, relevant etc. The human mind is quick to determine if something
in our environment is a threat or an attraction and to respond accordingly. This module
deals with the emotional and motivational responses to events, imbuing them with
significance and meaning. Even with e-learning, the student’s emotions and
motivations become engaged and exert a significant influence on learning and
performance. For computer learning systems, the designer must take significant
account of the intended learners’ emotional and motivational responses. Do they enjoy
using the system or is it irritating or frustrating? Do they find the system a source of
motivation or discouragement?

5. Output. This module stores and selects the correct responses that a student needs to
make in a given context to a given stimulus. To do so, it must set up and hold the
required response in memory and to build up a long-term repertoire of possible
responses associated with specific context and stimuli.

6. Output sequences. In many cases, the learner must construct a complex sequence of
responses as an important aspect of new skill acquisition. For example, we often learn a
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sequence of keystrokes on a computer that are required to carry out a task, such as
sending out an email. The complex sequence of actions seems to “fire off” without
reference to specific contexts or stimuli for specific actions. Both researchers and
designers make the distinction between responses and complex response sequences.

7. Long term memory. This module provides the long term storage and processing of the
knowledge that we require to carry out everyday activities such as studying and
developing skills. It is the major source of declarative knowledge i.e. knowledge that
we can declare. It also provides that information to support the tasks that need it. For
example, consider when a symbol on a computer screen reminds us of something we
saw once before or when we need to remember what a specific symbol means. Some
tasks require only a little of our knowledge (for example, simple same different
judgements) whilst other tasks depend upon much greater quantities of learned
information, for example language translation.

8. Mental models. This module provides the capacity to create and retain the mental
models that are required to conduct specific tasks, such as navigating around the
University Library or around a supermarket, solving logical problems (Some As are Bs,
some Bs are Cs; are some As also Cs?) or counting the windows in your home.

9. Executive functions. The Executive Module transfers information between the different
modules, transforms information, retains a record of current progress and records the
transactions / structures that are required to carry out a task or set of tasks. It also
learns to create more efficient transactions / structures with feedback. The Executive
Function is far from being a homunculus (a fictional person in your head that tells you
what to do) but is an important component of human cognition. It is often associated
with the frontal lobes of the human brain such that injuries to these areas can result in
disastrous failures of executive functions.

WORKING EMOTIONS
MEMORY & DRIVES
PERCEPTION OUTPUT
—— e el I il —_—e
- FINPFUL = = EAEUUIIVE - = -
— PFUMNC LIS UI_III"L,I
—p | FEEDBACK =~ | oy = | SEQUENCES | ey
MIADNAL P VIEDY |
coeniTive | [ LoNG TERM
MODELS MEMORY

Figure 1. Simplex two
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3. Learning resources for e-learning students

Learning resources are defined as information that is stored in a variety of media that
supports learning, including materials for example in print, video and software formats.
Considering the nine-point approach to Simplex Two, resources can be classified
accordingly, relating to each of the nine components. The educationalist should consider
each of the following nine fields when designing learning resources for their intended
students.

1.

Input resources refer to the different human senses with which information is received
and understood. For example, information may be presented in different ways (e.g.
audio or visual) or through multimedia (e.g. audio, visual and video). Each type of
input has different types of features that may be more or less helpful for different tasks.
For example, sound may be dramatic and impressive but visual materials are more
persistent.

Feedback is considered to be essential to successful learning by most experts (e.g.
Annett, 1994; Juwah et al, 2004). But it can be delivered in many different ways and
through many different modalities (sight, hearing etc). Juwah et al suggest that
principles of effective feedback can be identified. They tentatively suggest the
following seven features of good feedback. It will facilitate self-assessment and
reflection, stimulate teacher and peer dialogue, clarify the nature of good performance,
(goals, criteria, standards expected), give opportunities to close the gap between actual
and required performance, deliver high quality information to support positive
thinking and give teachers the information that they can use to enhance teaching.
Working memory is now recognised as an important contributory factor to intelligent
human performance and learning (for example Engle, Tuholski, Laughlin and Conway,
1999; Baddeley, 2000; Oberauer, Schulze, Wilhelm and Suf, 2005). If so, the
educationalist should be careful to allow the intended students to work within their
working memory capacity most, if not all, the time. Learning resources should be
presented in bite-sized chunks and be relatively digestible.

The emotions and drives of the students are important for learning success. O'Regan
(2003) has concluded that emotions are central and essential to e-learning. Sankaran
(2001) stressed the importance of motivation in e-learning. Clearly, learning resources
must be chosen carefully to aim for a positive-emotion student experience and be
suitably motivating, especially when using controversial or sensitive materials.

The response requirements of the developed learning resources should enable students
to make appropriate responses that are neither too difficult nor arbitrary.

The learning resources should support the students in their attempts to develop
complex and skilled response sequences.

The learning resources should not make unrealistic demands on the prerequisite
knowledge that students must possess before they can participate in the proposed. They
should not overload long-term memory.

The learning resources should be organised and presented to as to enable students to
create suitably adequate mental models with which to structure newly acquired
knowledge.

The students need to be supported so that they can deploy and develop their executive
skills to develop overall learning strategies.
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4. Technology-enhanced learning environments

Learning environments can be characterized as places arranged to enhance the learning
experience. They are defined on an interdisciplinary basis based on three essential
components: pedagogical functions, appropriate technologies and the social organization of
education.

Widdowson (posted 21st May, 2008) asks “We can only create effective learning
environments once we are clear about learning itself. What learning should young people be
engaged in and what should learning be like for our 21st century learners, both today and in
the future?” The author goes on to suggest some critical questions. They include (our
wording) the following. What learning spaces are needed to create better opportunities for
active, practical, collaborative, individual and constructive learning that engages the
students? How can we design learning spaces to enable learners to develop and progress?
How can measure learning environment effectiveness? Do our learning environments
challenge and inspire young people? How do our learning environments support flexibility
and student diversity?

We suggest that systematic and substantial answer to these questions and other related
questions depends, in part, upon the development of a framework such as Simplex Two, or
something better. As Widdowson (2008) concludes, the design of a learning space must be
based upon an understanding of learning itself. We would also add that it should also be
based on an appreciation of the diverse skills, requirements and preferences of the intended
students (Adams, 2007; Adams and Grani¢, 2007). Clearly, learning environments must be
fit for purpose (Day, 1995). One way to ensure fitness for purpose of e-learning materials is
the creation and maintenance of different versions that are suitable for the different student
populations (i.e. versioning: Brooks, Cooke, and Vassileva; 2003). Second, they should also
inspire a sense of wonder about learning itself. To quote Albert Einstein “The most beautiful
thing we can experience is the mysterious. It is the source of all true art and science. He to
whom this emotion is a stranger, who can no longer pause to WONDER and stand rapt in
awe, is as good as dead: his eyes are closed”

(http:/ /www.quotationspage.com/quote/1388.html; accessed August 08).

For example, McGinnis, Bustard, Black and Charles (2008) have argued “e-learning should
be enjoyed in the same way (insert: as computer games) and can be enhanced by
incorporating games techniques in e-learning system design and delivery.” However, Burg
and Cleland (2001) have cautioned that poorly implemented computer based learning can
also destroy any sense of wonder in learning. Third, learning environments must also be
accessible. For example, Williams and Conlan (2007) would counteract cognitive
accessibility problems by providing a means whereby users can visualize the complex space
in which they are learning. In fact, accessibility problems can be found at any of the nine
components of human information processing presented by Simplex Two (see above). A
complementary approach is offered by Adams, Grani¢ and Keates (2008), as shown in Table
1 below. They proposed five levels of accessibility that can be applied to an e-learning
system and parallel them with the Internet layered model. They are hardware access
(problems caused by lack of access to the necessary technology), connectivity access
(problems with access to systems and resources), interface access (design of the interface
creates accessibility difficulties), cognitive access (problems of navigation and accessing the
contents of an application or website) and goal / social access (Where a system allows you to
access your goals). The e-learning system developer should find it a simple process to
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monitor these five aspects of the accessibility of their system. These five aspects can be
applied to both the specific requirements of their intended users and to the challenges set by
the design of the e-learning system itself.

Comparing;: Accessibility types Internet layered model
1 hardware access physical

2 connectivity access data link

3 interface access network

4 cognitive access transport

5 goal / social access application

Table 1. Accessibility and the Internet layered model

5. Learning worlds

Learning worlds (or environments) are partially immersive, virtual milieu that deploy smart
and adaptive teaching and learning technologies to create holistic and novel experiences
based on sound pedagogical and psychological principles. The learning world or
environment provides the learner with a consistent, familiar and over-arching context in
which the user can access a range of different learning experiences and systems. They can
also be personalised to match the requirements, strengths and weaknesses of an individual
learner, creating higher levels of accessibility whilst still supporting collaborative working.
For example, van Harmelen (2006) argues that learning environments can support different
pedagogic methods, be collaborative or personal, easily extended or not, capable of
supporting customisation or not and controlled by teachers or students or some balance of
both. Learning worlds can vary significantly in a number of dimensions. First, learning
worlds vary significantly in size. For example, Warburton and Pérez-Garcia (2008) present
the concept of the massive multi-user virtual environment (MUVE), whilst Blanc-Brude,
Laborde and Bétrancourt (2003) present a learning micro-world. Second, learning worlds
can be outdoors and mobile. For example, Chang, Shih and Chang (2006) present outdoor
mobile learning, whilst most applications are located within traditional physical settings.
Learning worlds can focus on different aspects of learning. Whilst, some learning worlds
focus on cognitive skills (Jackson and Fagan, 2000) others focus on social factors. Skog,
Hedestig and Kaptelinin (2001) report the Active Worlds system that is designed to support
social interactions in 3D virtual learning spaces for distance education. The aim is to build
on tacit aspects of social knowledge that are seen as critical for effective learning. A long list
of these dimensions could be constructed, but the main point to be drawn is that learning
worlds have the power to serve a wide variety of different learning objectives. The two
caveats we would add are as follows. (a) The sheer power of the learning world concept
means that it needs very careful handling. Technology for its own sake can detract from the
learning experience unless learning world designs are learner centred. (b) Learning world
designs should be sensitive to the accessibility requirement of the intended users.
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6. The changing role of digital libraries to meet the increasing thirst for
knowledge

It is clear that digital libraries contribute substantially to the provision of structured,
declarative knowledge to online communities of students and scholars, who need to have
substantial, accessible cognitive resources at their fingertips. Such libraries represent a major
investment of both applied computing science and pedagogic expertise. They proffer
potentially very valuable support for learning through the building of smart learning
environments. At the moment, sad to say, digital libraries are often set behind monolithic
interfaces that can offer an overwhelming richness of data. But that should not blind us as to
their potential to provide smart, accessible, cognitive support for human learning in the
context of the inclusive knowledge society.

There is no doubt that Digital Libraries can be an exciting and impressive way for students
to glean new knowledge without straying too far from the study. They certainly offer
considerable volumes of declarative knowledge to students working within the context of
the modern Information Society. At the same time, some of our students find Digital
Libraries to be difficult to use and the contents of Digital Libraries difficult to access. There
is a considerable volume of work if we are to go beyond the simply impressive nature of the
size and contents of Digital Libaries to develop the extent to which current and future
digital libraries, can be made sufficiently usable, accessible and smart to support an
inclusive information society and the aspiration of universal access (for example; Adams
and Granié, 2007). These authors used a set of converging methods (separate measures of
usability, accesibility and system smartness) to evaluate a random sample of digital libraries
through their websites. They concluded that, whilst Digital Libraries are both substantial
and functional repositories for knowledge, they can be improved significantly, particularly
in their accessibility and smartness. They presented substantial statistical significance levels
in their data. A new measure of system smartness is introduced and found to provide a
useful metric for present purposes, though it is clear that further work will be needed.

7. How can learning environments be designed and evaluated for
accessibility, usability and ambient smartness?

Many digital libraries are impressive in principle but often difficult to use in practice. If so,
what comes after the present generation of digital libraries? One more future-proof concept
is the notion of the ubiquitous knowledge environment or post-digital library. It is defined
by its aims. They include the achievement of suitable levels of accessibility, usability and
smartness for their structures, contents and their user interfaces. A second aim is to make
the post-digital library available on a more ubiquitous and mobile basis. The first step
towards such developments has been the evaluation of current digital libraries to identify
their potential to support inclusive, smart ubiquitous knowledge environments (Adams and
Grani¢, 2007). Clearly, the second step is begin to develop new designs for these ubiquitous
knowledge environments, in the light of the specific design issues raised by current work.
Can digital libraries become smarter and more accessible, in so doing creating ubiquitous
knowledge environments? The concept of the ubiquitous knowledge environment seeks to
capture the potential for convergence between current and future technologies, moving
towards towards ambient intelligence and ubiquitous computing. Such knowledge
environments move beyond the desktop or laptop to form part of our physical
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environments. Thus we should consider the creation of smart settings, with ubiquitous
knowledge environments as a vital component. Access to the knowledge encapsulated
would be processed through smarter everyday artifacts that deploy sensor data based
responses in order to provide the users with relevant, user-model specific, situation-aware
and context-of-use-aware knowledge at the point of use.

8. The desigh and development of more effective, technology-enhanced
learning environments

Clearly, there is a long way to go in the development of better technology-enhanced
learning environments. On the one hand, there is potential applicable power of new
technologies that deliver learning materials and support student / system interactions in
ways that are impressive, at least to the system designers and educators, if not always to all
of the intended students. On the other hand, there is a growing awareness of the
importance of insights into (a) the psychology of human learning coupled as well as into (b)
the diversity of human learning requirements and related user modelling to capture that
diversity. The danger is that we depend upon the impact of new technologies, 3D effects,
virtual worlds, augmented realities, ambient intelligence in support of trivial applications
etc. On the contrary, we must attain a basic level of understanding of the diversity of
human learning and how to create user-sensitive methods with which to learning
environments.

As discussed above, learning environments must, inter alia, be fit for purpose, usable and
accessible, also responding to learner interactions in smarter ways. Drawing upon emerging
technologies that are subjugated to learning objectives, the development of ubiquitous
knowledge environments must also draw upon advanced design and development
methodologies. Such advanced methodologies should pay sufficient attention to the
evaluation of system relevance, fitness for purpoe, usability and acessibility based upon
robust measurement methods.

9. How can ubiquitous learning environments be developed?

If higher standards of user satisfaction, usability, accessibility and system smartness can be
achieved, then it would be possible to create convergence between technologies such as
digital libraries, artificial intelligence (in the weaker sense of simulating human behaviour),
ambient intelligence and ubiquitous computing. The substantive contents of such
knowledge environments could be unleashed into the external, physical world rather than
staying on the desktop or laptop. If so, the present methods of questionnaire based
evaluation would focus not only on significant components of the smart environment like
the smart digital library, but more so on an evaluation of the overall, smart environments
themselves. These methods, or their successors, could be used to design and evaluate better
ubiquitous knowledge environments. Access to the knowledge encapsulated would be
accessed and processed through smarter everyday artefacts that deploy sensor data based
responses in order to provide the users with relevant, user-model specific, situation-aware
and context-of-use-aware knowledge at the point of use.
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10. What new assessment methods must be developed to guide the design
and development of such systems?

Clearly, Digital Libraries provide a useful and invaluable source of knowledge on a wide
range of subjects, for a significant number of scholars and students. There can be few
working scholars who do not make use of them. Digital Libraries are, at the moment, set
behind monolithic interfaces that are typically accessed from the desktop or laptop
environments in working or academic buildings. Surprisingly, however, the sample of
libraries evaluated here clearly needed improvements in both accessibility and smartness.
(These questionnaires are available from the authors). Clearly, if digital libraries are to form
the basis for the realization of ubiquitous knowledge environments, they will become
smarter and more accessible. We strongly recommend that Digital Library developers and
redevelopers should evaluate their systems for user satisfaction, usability, accessibility and
system smartness. One approach would be to use expert judgements but an equally
important approach is to involve a sample of intended users, building useful user models in
the process.

11. How can new technologies such as virtual reality applications and brain
computer interfaces be applied to effective human learning?

Exciting new technologies, such as virtual reality applications and brain computer interfaces
offer new potentialities for e-learning for the twenty first century. Virtual reality
applications (VRAs) allow us to create virtual learning worlds in which dangerous, risky,
expensive or unexplored skills can be explored and acquired. However, it is clear that the
design of such virtual worlds is not easy. Whilst design heuristics can guide their design, it
turns out that VRA effectiveness depends on different design points than, say, a website.
This, in turn, means that developers should use VRA specific design heuristics.

In the above discussions and analyses, we have shown how a simple but innovative
synthesis of key disciplines such as computing science and cognitive science, can be
deployed in combination with such topics as ergonomics, e-learning, pedagogy, cognitive
psychology, interactive system design, neuropsychology etc to create new learning worlds
that will augment and boost human learning to meet the demands of the 21st century.

12. Conclusions and Recommendations

There are a number of important recommendations to both the practitioner and the
researcher in the advancing world of e-learning environments. First, perhaps most
importantly, advances in technology per se should not be confused with advances in human
learning capabilities enhanced by technology. Whilst it is clear that technological
innovations offer the potential of exciting new developments in e-learning in functionality,
usability and accessibility, it is also now clear that new technologies can create new
problems for e-learning system design. For new technologies, new design heuristics may be
needed, since the critical success factors of design change, not only with different groups of
intended students but also with different types of technologies. Second, this first point leads
to the second point, namely the importance of user-sensitive design, where both the student
and the teacher should be viewed as users of the system. The system design should not
only support the requirements of each type of user, but also support true collaboration
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between them. The importance of prototyping, user and expert evaluations and iterative
design methods should all be used to support user sensitive design. Third, powerful,
effective but simple methods of evaluation of e-learning systems should be used, including
functionality, fitness for purpose, usability, accessibility and system smartness. We have
used a series of questionnaires that we can give you to support expert and user judgement.
Clearly, there is potentially a great diversity of different types of e-learning environments,
with an equally diverse range of learning objectives to be achieved. These diversities should
not be seen, in themselves as problems, but rather as opportunities to make the current and
growing diversity of the teachers, students, researchers and practitioners who wish to use
the best and mot relevant -learning system available to them
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1. Introduction

In this chapter we present the current advances in the field of adaptive user interfaces,
analysing the different research efforts, the challenges involved as well as the more recent
and promising directions in this field. Initially, we introduce the foundations of adaptive
user interfaces, also referred in technical literature as Intelligent User Interfaces (IUIs), then
we move to explore the motivation and rationale for their use, and finally we discuss the
challenges they currently have to deal with. In this context, IUls are presented as a multi-
disciplinary field, with relevant research and cross-fertilized ideas derived from different
areas, however special emphasis is put on the approaches taken by three core disciplines:
Artificial Intelligence (Al), User Modelling (UM) and Human-Computer Interaction (HCI).
After providing the foundations for IUls, an in-depth revision for each approach is
presented including the most recent findings in models, algorithms and architectures for
adaptive user interfaces.

Although, adaptive user interfaces are considered a recent research field, this chapter is
enriched with a state-of-the-art of IUIs applications. The material included presents the most
relevant developed IUIs applied in different real domains either as a research prototype or
as a complete system. A methodological analysis of these systems is presented, contrasting
its advantages, limitations and domain-dependence for its success and acceptance by users.
The analysis aims to uncover common principles for effective IUI design. Also, this chapter
details our proposed taxonomy which is applied for the comparison of the different IUIs
systems.

Finally, the chapter presents the gaps left by the approaches under analysis and concludes
with a discussion of the challenges currently open, presenting a number of possible future
research directions.

Las interfaces de usuario para los sistemas de computacién han cambiado mucho en los
altimos 20 afios. Las primeras interfaces basadas en texto que utilizaban la linea de comando
para acceder a los recursos del sistema operativo, han sido sustituidas por interfaces graficas
que son manipuladas a través de dispositivos de entrada como el teclado y ratén. En la
actualidad, la interfaces buscan ser mas intuitivas al usuario al presentar elementos grafico
de facil asociacion con elementos reales mediante el uso de metaforas (Dix et al., 2003).
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Un paradigma de interaccién utilizado de manera extensa en los sistemas operativos
actuales es el uso de multiples ventanas para presentar informacién, el uso de iconos para
representar elementos del entorno como son carpetas, archivos, dispositivos, etc, junto con
el uso de mends y botones, que faciliten la interaccién con el sistema. A este paradigma se le
conoce como WIMP (Windows, Icons, Menus, Pointers) desarrollada por Xerox PARC en los
80’s, y utilizado inicialmente por las computadoras Apple Macintosh y actualmente
disponibles en otros sistemas como Microsoft Windows, OS/Motif, Risc OS y X Window
System (Shneiderman & Plaisant, 2004). Sin embargo, atn con estos avances y la
funcionalidad ofrecida por las interfaces de usuario de los sistemas actuales, la mayoria de
ellas atn siguen siendo limitadas en cuanto al manejo de las diferencias que existentes entre
los diversos usuarios de la interfaz, quedando clara que existe una limitacién en el
desarrollo de sistemas que puedan ser personalizados y adaptados al usuario y al entorno.
Las Interfaces Inteligentes de Usuario (IUI, por sus siglas en inglés) es un sub-campo de HCI
y tiene como objetivo mejorar la interaccién humano-computadora mediante el uso de
nueva tecnologia en dispositivos de interaccion, asi como a través del uso de técnicas de
inteligencia artificial, que le permitan exhibir algin tipo de comportamiento inteligente o
adaptivo.

2. Uso de las IUls

Las IUIs tratan de resolver algunos de los problemas que las interfaces tradicionales,
llamadas de manipulacién directa (Shneiderman, 1997) no pueden afrontar.

o Crear sistemas personalizados: No existen dos usuarios que sean iguales y cada uno
tiene diferentes habitos, preferencias y formas de trabajar. Una interfaz inteligente
puede tomar en consideracién estas diferencias y proporcionar métodos
personalizados de interacciéon. La interfaz conoce al usuario y puede usar ese
conocimiento para establecer el mejor medio de comunicacién con el usuario.

e Problemas de filtrado y exceso en informacion: Tratar de encontrar la informacién
necesaria en una computadora o en Internet puede resultar una tarea complicada.
Aqui una interfaz inteligente puede reducir la cantidad de informacién relevante
en grandes base de datos. Al filtrar informacién irrelevante, la interfaz puede
reducir la carga cognitiva del usuario. Adicionalmente una IUI puede proponer
nuevas y ttiles fuentes de informacién desconocidas al usuario.

e Proporcionar ayuda para nuevos programas: Los sistemas de informacién pueden
llegar a ser muy complicados de usar al inicio. Es comiin que conforme el usuario
empieza a entender las funcionalidades del programa, nuevas versiones o
actualizaciones aparecen, incluyendo nueva funcionalidad. En esta situacién un
sistema inteligente de ayuda puede detectar y corregir usos incorrectos o sub-
6ptimos para realizar una tarea, explicar nuevos conceptos y proporcionar
informacién para simplificar las tareas.

e Hacerse cargo de tareas por el usuario: Una IUI puede ver que es lo que esta haciendo
el usuario, entender y reconocer su intento y ocuparse de la ejecucién completa de
ciertas tareas, permitiéndole al usuario enfocarse en otras.

e Otras formas de interaccion: En la actualidad los dispositivos mds comunes de
interaccion son el teclado y el ratéon. Una linea de investigacién de IUI conocida
como interfaces multimodales investiga nuevas formas de interaccion a través de
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otras modalidades de entrada y salida para interactuar con el usuario. Al
proporcionarse multiples formas de interaccion, la gente con discapacidades podra
utilizar sistemas complejos de computo.

3. Definicion y areas relacionadas

A través de los afios numerosas definiciones de inteligencia han surgido para definir
sistemas y comportamientos, sin embargo no existe un consenso sobre qué se debe
considerarse inteligente. No obstante, la mayorfa de las definiciones mencionan la habilidad
de adaptacion ( aprender y lidiar con nuevas situaciones), la habilidad para comunicarse y
la habilidad para resolver problemas (Russell & Norvig, 2003).

Una interfaz “normal”es definida de manera simple como la comunicacién entre un usuario
(humano) y una maquina (Meyhew, 1999). Una extensién de esta definicién para una
interfaz inteligente es que utiliza algtn tipo de componente inteligente para llevar a cabo la
comunicacién humano-computadora. Por eso también se les conoce como interfaces
adaptivas, porque tienen la habilidad de adaptarse al usuario, comunicarse con él y
resolverle problemas. Una definicién mds formal es: Las interfaces inteligentes de usuario
buscan mejorar la flexibilidad, usabilidad y poder de interaccion humano computadora para
todos los usuarios. Al hacerlo, explotan el conocimiento de los usuarios, las tareas,
herramientas y contenido, asi como los dispositivos para soportar la interaccién con
diferentes contextos de uso (Maybury99].
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Figure 1. IUIs y sus diferentes disciplinas

Debido a que la adaptacién y la resolucién de problemas son temas centrales de
investigacién en inteligencia artificial, muchas IUIs estdn fuertemente orientadas al uso de
técnicas de IA, sin embargo no todas las IUIs tienen capacidad de aprendizaje o resoluciéon
de problemas. Muchas interfaces que se denominan inteligentes se enfocan al aspecto del
canal de comunicacién entre el usuario y el sistema (maquina) y generalmente aplican
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técnicas nuevas de interaccién como procesamiento de lenguaje, seguimiento de mirada
(gaze tracking) y reconocimiento facial. Lo cierto es que muchos campos de investigacién
tienen influencia en las IUIs tales como la sicologia, ergonomia, factores humanos, ciencias
cognitivas y otras como se muestra en la figura 1.

Una de las propiedades més importantes de las [UIs es que son disefiadas para mejorar la
comunicacién entre el usuario y la maquina.

No importa mucho que tipo de técnica sea utilizada para conseguir esta mejora. Una lista de
varios tipos de técnicas que son usadas en las IUIs son:

o Tecnologia de entrada inteligente: se refiere al uso de técnicas para obtener la entrada
del usuario. Estas técnicas incluyen lenguaje natural (reconocimiento de habla y
sistemas de dialogo), seguimiento y reconocimiento de gestos, reconocimiento de
expresiones faciales y lectura de labios.

e Modelado de usuario: aqui se incluyen las técnicas que le permiten a un sistema
mantener o inferir conocimiento acerca de un usuario basado en la entrada de
informacion recibida.

o Adaptividad de usuario: comprende todas las técnicas que permiten que la
interacciéon humano-computadora sea adaptada a diferentes usuarios y diferentes
situaciones de uso.

e Generacion de explicaciones: comprende todas las técnicas que permiten que la
interacciéon humano-computadora sea adaptada a diferentes usuarios y diferentes
situaciones de uso.

e Personalizacion: Para poder personalizar las IUIs normalmente incluyen una
representacion del usuario. Estos modelos de usuario registran datos acerca del
comportamiento del usuario, su conocimiento y habilidades. Nuevo conocimiento
del usuario se puede inferir basado en las entradas y el historial de interaccién del
usuario con el sistema.

e Flexibilidad de Uso: Para ser flexibles muchas IUIs utilizan adaptaciéon y aprendizaje.
La adaptacién toma lugar en el conocimiento almacenado en el modelo del usuario
al hacer nuevas inferencias al usar la entrada actual. El aprendizaje ocurre cuando
cambia el conocimiento almacenado para reflejar las nuevas situaciones
encontradas o nuevos datos.

4. Inteligentes y Sistema Inteligentes

Con frecuencia se comete el error de confundir lo que es una IUI con lo que es un sistema
inteligente. Un sistema que muestra alguna forma de inteligencia no necesariamente es una
interfaz inteligente. Existen muchos sistemas inteligentes con interfaces de usuario muy
simples que no son inteligentes. Asimismo el hecho de que un sistema tenga una interfaz
inteligente no nos dice nada acerca de la inteligencia que existe en el sistema. Ver figura 2.
Desafortunadamente la frontera entre un sistema y su interfaz de usuario no siempre es tan
claro como en la figura y muchas veces la tecnologia utilizada en una IUI también es parte
del sistema, o la IUI representa en realidad la totalidad del sistema. Asimismo muchas veces
se pone poco énfasis en la interfaz y su separacién para ser desarrollada por un grupo
especializado en interfaces y ergonomia, no siempre son una realidad. A menudo al
desarrollar un sistema se le da mayor importancia a la parte interna y de algoritmos,
dejando la parte de la interfaz como en componente més del sistema (Hook, 1999).
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5. Beneficios y criticas

El campo de las IUIs en ninguna manera se encuentra maduro y adn existen problemas
abiertos que deben resolverse. Quiza esta se una de las razones por la cuél las IUIs (gracias a
la TA) ha recibido escepticismo de una parte de HCI. El problema central radica en que las
IUIs violan principios de usabilidad aceptados dentro del desarrollo de sistemas de
manipulacion directa. Los trabajos de Maes en el MIT (Maes, 1994) y otro de Wernn (Wernn,
1997) advierten sobre el potencial de las interfaces inteligentes y sus capacidades, ponen de
manifiesto los puntos que deben ser resueltos antes de que las IUIs sean aceptadas y usadas
de manera extendida.

Para Shneiderman (Shneiderman,1997) un sistema adaptivo es impredecible y menos
transparente que una interfaz tradicional. Si un sistema puede adaptar su respuesta y no da
la misma salida dos veces ante la misma entrada, el sistema entonces se vuelve
impredecible. Otro problema similar es el control sobre la interfaz. Las posibilidades son si
el usuario toma el control y decide la siguiente accién a realizarse o si el sistema de manera
auténoma con base a su conocimiento parcial toma el control y decide la siguiente accién.
Esta situacién ha sido abordada desde diferentes enfoques dando lugar a especializaciones
dentro de las interfaces de usuario inteligentes.

Las interfaces adaptables permiten que el control lo tenga el usuario y sea él quien dirija y
controle la adaptacion a través de opciones para poder personalizar y adaptar la interfaz. En
el otro lado encontramos las interfaces adaptivas donde el sistema tiene la inteligencia
suficiente y realiza la evaluacién del estado para llevar a cabo algtn tipo de adaptacion sin
la intervencién del usuario. Un esquema de interaccién que ha recibido aceptacion es el de
iniciativa mixta o combinada, donde se comparte le interaccién entre el usuario y el sistema
(Armentano, 2006). Una discusién mas extensa entre expertos del area de interfaces sobre las
ventajas y desventajas entre las IUIs y la interfaces de manipulacién directa la encontramos
en el trabajo de Birnbaum (Birnbaum, 1997).
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6. Aprendizaje Computacional en las IUls

El uso de técnicas de inteligencia artificial para disefiar IUIs ha sido un enfoque que ha sido
aceptado en la comunidad de interfaces y aplicado a diferentes dominios y aplicaciones.

Las técnicas reportadas en la literatura van desde los tradicionales sistemas de produccién
(basados en reglas) hasta técnicas mas modernas como son planificaciéon y modelos
probabilisticos graficos (Horvitz, 1998). Técnicas mds recientes de IA también se han
utilizado en las IUIs tales como agentes auténomos (Rich & Sidner, 1996), (Eisenstein &
Rich, 2002).

Todas estas técnicas han sido utilizadas para generar diferentes grados de inteligencia o
adaptabilidad y aprovechar el conocimiento que se tiene del usuario y sus tareas para
proporcionar una mejor interaccién y experiencia de uso del sistema.

Las técnicas y algoritmos de aprendizaje computacional (Machine Learning (ML) han tenido
un rapido desarrollo ganando aceptacién dentro de la comunidad de Al El aprendizaje
computacional ha sido aplicado con relativo éxito en varias dominios, principalmente en
aplicaciones Web para colectar informacién y minar datos sobre el historial de interaccién y
de navegacién de los usuarios (Fu, 2000). Asimismo el aprendizaje ha sido utilizado como
un medio para inferir modelos de usuario (Stumpf et al., 2007) basado en datos pasados con
el objeto de descubrir patrones desconocidos y adaptar el comportamiento de la interfaz.

En términos de ML, una interfaz inteligente puede ser conceptualizada como “un
componente de software que mejora su capacidad para interactuar con el usuario mediante
la construccién de un modelo basado en la experiencia parcial con ese usuario” (Langley,
1999). Esta definicién muestra claramente que una interfaz inteligente estd disefiada para
interactuar con usuarios reales y humanos. Atn mas, si la interfaz debe ser considerada
como inteligente, entonces debe mejorar su interaccién con el usuario al pasar el tiempo,
considerando que una simple memorizacién de esas interacciones no es suficiente, sino que
la mejora debe provenir como resultados de una generalizacion en experiencias pasadas
para establecer nuevas interacciones con el usuario.

Es posible identificar dos amplias categorias de interfaces inteligentes dentro del enfoque de
ML, las cuales difieren en el tipo de retroalimentacién que debe proporcionar el usuario:

e Informativas: Este tipo de interfaz trata de seleccionar o modificar informacién para
el usuario al presentar sélo aquellos elementos que el usuario pueda encontrar
interesantes o ttiles para la tarea que estd realizando. Los ejemplos mas comunes
son los sistemas de recomendacién de productos (i.e la librerfa en linea
Amazon.com) y filtros de noticias, donde se dirige la atenciéon de los usuarios
dentro de un amplio espacio de opciones. En este tipo de sistemas la
retroalimentacion del usuario generalmente incluye marcar las opciones de
recomendacién como deseables y no deseables y evaluarlas asignando alguna
puntuacion. Sin embargo esta clase de interfaces distrae la atencion de la tarea
central, pues el usuario debe proporcionar retroalimentaciéon. Se reporta en la
literatura la existencia de métodos menos intrusivos para obtener retroalimentacion
al observar el proceso de acceso (Sugiyama, 2004).

e Generativas: Este tipo de interfaces estan enfocadas principalmente a la generacién
de alguna estructura tutil de conocimiento. Aqui se incluye programas para la
preparacién de documentos, hojas de célculo, asi como también sistemas para
planificaciéon y configuracion. Estas dreas soportan un tipo de retroalimentacion
mejorada ya que el usuario puede no sélo ignorar alguna recomendacién, sino
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sustituirla por otra. Los tipos de retroalimentacion estdn amarrados a los tipos de
interaccién que soporte la interfaz. Varios sistemas requieren que el usuario corrija
acciones no deseables, lo cual es un problema de interrupcién, sin embargo
sistemas recientes incorporan esquemas menos instrusivos mediante la observacion
de las acciones del usuario. (Franklin et al., 2002).
También se reporta en la literatura que minar los registros del uso en Web es un enfoque
factible para construir interfaces Web adaptivas . El historial de acceso Web constituye una
fuente abundante de informaciéon que permite experimentar con conjuntos de datos reales.
Los sistemas Web adaptivos le facilitan al usuario la navegacién al proporcionarle accesos
directos a sitios de manera personalizada. Durante el proceso de adaptacién, los datos de
acceso del usuario son la fuente central de informacion y es utilizada para construir el
modelo del usuario, que refleja el patrén que el sistema infiere para los usuarios y describe
varias caracteristicas de los mismos. La mineria de datos usando reglas de asociacién se ha
utilizado para minar el historial de navegaciéon de sitios Web y también para proponer o
sugerir nuevas ligas basada en un filtrado colaborativo.(Mobasher et al., 2001).

7. Modelado del usuario en la IUls

La interfaz de usuario y el modelado del usuario (UM) pueden ser vistos como como dos
lados de un mismo componente. El modelo de usuario consiste en los algoritmos que son
implementados en los componentes de software mostrando el concepto de personalizacion
desde la perspectiva del sistema. Por otro lado, la interfaz inteligente es la interfaz grafica
(GUI) y le presenta al usuario un contenido generado por el UM, mostrando la
personalizacién desde el punto de vista del usuario como se muestra en la figura 3.

Datos del usuario ‘
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Figure 3. Dos perspectivas del modelos del usuario

Las aplicaciones de modelado de usuario pueden ser definidas como aplicaciones donde
“usuarios con diferentes objetivos, intereses, niveles de experiencia, habilidades y
preferencias pueden adecuar a la medida el comportamiento del programa a necesidades
individuales generalmente mediante el uso de un perfil de usuario” (Kobsa, 1994)

El propésito del UM es colectar, procesar y mostrar datos adaptados al nivel de la interfaz
mediante una recopilacién de conocimiento de informacién de dos tipos.
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e Implicita: Esta recopilacién de datos involucra examinar archivos de registros como
historiales de navegacién o los “cookies” en un navegador (Fu, 2000). EIl
descubrimiento de patrones en los datos permite el filtrado de contenidos y su
direccionamiento y entrega basada en suposiciones hechas sobre el
comportamiento del usuario. Por ejemplo, si un usuario regularmente revisa ciertos
elementos (items) particulares, el UM identificara el patrén y puede alterar la
interfaz para desplegar esos elementos y asociar el contenido en una pagina Web
de acceso al usuario. Esta es una técnica automatizada de UM que no requiere de
ninguna retroalimentacién directa del usuario para identificar un patrén de
comportamiento y modificar el contenido de acuerdo a éste.

e  Explicita: La captura de datos explicitos involucra el anélisis de datos metidos por
el usuario, proporcionando informacién acerca de sus preferencias mediante el
llenado de un perfil de usuario. Ejemplos de estos datos son la edad, sexo, ciudad,
historial de compras, preferencias sobre contenidos y distribucién de la
informacién en pantalla. Esta técnica también se conoce en el drea de modelado
como una técnica UM informada. Esta técnica requiere la entrada de datos por
parte de los usuarios y un mecanismo para reconocer patrones en las preferencias
de los usuarios con el objeto de modificar la interfaz basada en esas preferencias.

Los modelos de usuario pueden ser utilizados para crear servicios personalizados mediante
la adaptacion a necesidades individuales usando informacién o técnica de filtrado
colaborativo (Carenini, 2003). Los usuarios pueden tomar control sobre su interaccién al
elegir contenidos de manera explicita basada en perfiles de usuarios o a través de sistemas
de recomendacién que establezcan asociaciones entre un historial de compra individual o de
navegacioén con el de otros usuarios similares (Kirsh-Pinheiro et al., 2005).

Una interfaz adaptiva presenta los modelos de usuario al nivel de la interfaz al desplegar
contenidos personalizados (Eirinaki & Vazirgiannis, 2003). Asimismo los usuarios también
tienen la oportunidad de interactuar directamente con el modelo de usuario cuando lo crean
o al editar los perfiles. El modelado de usuario y la interfaz adaptiva esencialmente
presentan vistas personalizadas de contenidos que pueden ahorrar tiempo para localizar
informacion o guiar a los usuarios a contenidos disponibles y desconocidos al usuario.

En resumen, el UM es una alternativa sélida para la presentacién de contenidos
personalizados y es considerado una herramienta ttil para el usuario que permite el uso de
datos explicitos. Por otro lado existe escepticismo acerca del uso de datos implicitos para
crear estereotipos imprecisos basados en complejos algoritmos de inferencia (Peyton, 2003),
ya que una gran cantidad de de literatura reporta pocas pruebas con usuarios. “Una rdpida
mirada de los 9 primeros afios de UMUALI revela que sdlo una tercera parte de los articulos incluye
algiin tipo de evaluacion. Esto es un porcentaje muy bajo” (Chin, 2001).

8. HCl en las IUls

El enfoque de HCI para resolver los problemas de interacciéon se ha centrado en el uso de
diferentes modos de interaccién o modalidades para comunicar al usuario con el sistema. La
idea central es realizar esta interacciéon de la manera mas parecida a como lo hacemos los
humanos. Si tomando en cuenta que los humanos percibimos el mundo a través de los
sentidos (tacto, vista, oido, olfato y gusto), parece l6gico la idea de unificar esta informacién
en una computadora que sea capaz de procesarla a través de diferentes modos de acuerdo a
los dispositivos disponibles (teclado, micréfono, camara, etc.) dando lugar a una interfaces
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multimodal. Las interfaces multimodales combinan dos o mdas modos diferentes de
comunicacién con el objeto de mejorar el canal de interaccién entre el humano y el sistema.
Las interfaces multimodales actuales pueden procesar dos o méis modos de entrada
combinados usando tecnologias basadas en reconocimiento, con el objeto de identificar con
precision o interpretar las intenciones de comunicacién del usuario (Reeves et al., 2004).
Existen varios tipos de sistemas multimodales, incluyendo aquellos que procesan voz y
entrada manual con ldpiz o a través de pantallas sensibles al tacto y audiovisual. Las
tecnologias de vision computacional y procesamiento de voz son fundamentales al
desarrollo de este tipo de interfaces y son revisadas extensamente en (Oviatt et al., 2000).

Un enfoque novedoso en las interfaces multimodales es la integracién de tecnologia de
agentes, componentes multimedia y de realidad virtual junto con técnicas de inteligencia
artificial para desarrollar personajes similares a humanos que interactdan con los usuarios
de una manera mas natural. Mediante el uso de de visién computacional y procesamiento
de voz, estos personajes animados o agentes conocidos como ECAS Embodied Conversational
Agents representan una linea de investigacién que integra varias dreas (Cassell, 2000). En
estos ambientes virtuales de los ECAs, las interfaces enfrentan nuevos retos de disefio para
HCL

9. Sistemas relacionados

A continuacién se presentan algunos de los sistemas reportados en la literatura de interfaces
inteligentes que presentan algunas de las caracteristicas de adaptacién relevantes a la
propuesta doctoral presentada en este documento.

9.1 Sistema SurfLen

Una de los elementos centrales de las interfaces adaptivas es su capacidad para anticipar las
tareas que realizara el usuario basada en observar las acciones actuales, su comportamiento
y el modelo del usuario. Una linea de investigacion reportada en la literatura de IUI se basa
en establecer acciones (tareas, navegacion, planes, estrategias, etc.) futuras considerando el
andlisis del historial de las acciones pasadas del usuario (o también de un conjunto de
usuarios) mediante el uso de técnicas de IA con el objeto de llevar a cabo algin tipo de
razonamiento sobre dicha informacién e inferir la accion a seguir. El trabajo de (Fu, 2000) se
ubica dentro de esta categoria, pero estd enfocado a un sistema de recomendacion de
informacién basado en Web.

La hipétesis planteada por los autores es que el historial de navegacién del usuario contiene
informacion suficiente para descubrir conocimiento acerca de paginas de interés al usuario,
sin la necesidad de que el usuario le asigne una calificacién o tecleé informacién adicional, lo
cual es una desventaja de los sistemas actuales. Los autores plantean que de manera activa
pero silenciosa es posible mantener el seguimiento de lo que el usuario ha leido, recolectar el
historial de navegacién en un repositorio centralizado y aplicar técnicas de IA para
descubrir conocimiento. Por ejemplo, si dos usuarios han leido varias paginas similares,
podemos inferir que ambos usuarios tienen intereses similares. Este conocimiento sobre la
similaridad de patrones de navegacién, es usado para generar (inferir) las recomendaciones.
Para probar los planteamientos, los autores desarrollaron un prototipo de un sistema de
recomendacién llamado SurflLen que sugiere paginas de interés a usuarios sobre topicos
especificos. El prototipo utiliza el algoritmo de Agrawal propuesto por los autores para
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generar el conjunto de reglas de asociacién con el uso de una optimizacién apriori. La
evaluacién del prototipo reporta que el nimero de sugerencias correctas por usuario
aumenta conforme el historial de navegacion se vuelve més representativo de sus intereses.
La parte relevante del articulo es el uso del algoritmo de optimizacién A-priori de Agrawal
aplicado al historial de navegacién pero con el objeto de realizar recomendaciones.
Asimismo el esquema propuesto con reglas de asociacién ofrece ventajas sobre sistemas
similares al no requerir intervencién por parte del usuario. La parte débil del articulo es que
las pruebas son simuladas y en un entorno controlado. En los resultados de las pruebas del
prototipo se menciona que ofrece ventajas sobre otras técnicas, sin embargo no hace ninguna
comparacioén con un sistema similar. Por otro lado, la creacién de los datasets conforme se
va aumentando el nimero de URLs y de usuarios debe resultar costoso en tiempo de
procesamiento, atin con la optimizacién propuesta, tema que no se menciona.

El presenta articulo es relevante a a la propuesta doctoral al exponer el uso de técnicas de A
para analizar la manera en que los operadores navegan la interfaz de un sistema de
supervision y control, con el objeto de implementar el mecanismo de adaptaciéon. Una
posibilidad seria analizar el historial de navegacién para operadores (experto, novato,
intermedio) en situaciones (normal, emergencia) o en fases (arranque, operacion, paro), para
crear un patrén de navegaciéon que me permita predecir (recomendar) el siguiente
despliegue (o accién) basado en el historial de un operador (o de varios operadores
similares)

9.2 Interfaces Adaptivas para Control de Procesos

El sistema reportado en (Viano et al., 2000) resulta relevante debido a que aborda el tema de
las interfaces adaptivas, enfocado a interfaces de usuario para operaciones criticas tales
como el control de procesos. Adicionalmente el prototipo presentado por los autores se
plantea para ser utilizado en dos aplicaciones: un sistemas para el manejo de redes eléctricas
y un sistema para la supervision de una planta de generacion termoeléctrica.

Los autores argumentan que debido a la complejidad cada vez mayor en los sistemas de
control, las limitaciones de los operadores para manejar grandes cantidades de informacion
en tiempo real y en situaciones de falla, junto con las exigencias para mantener la
continuidad en la operacién, permite considerar el enfoque de los sistemas adaptivos, los
cuales pueden alterar su estructura, funcionalidad o interfaz con el objeto de acomodar las
diferentes necesidades individuales o grupos de usuarios. El enfoque adaptivo que
proponen permite asistir al operador en adquirir la informacién mas relevante en cualquier
contexto particular.

El planteamiento central del articulo es que el disefio de la interfaz del operador es rigido, es
decir, se establece durante el tiempo de disefio, tomando en cuenta las mejores guias o
practicas recomendadas por HCI, sin embargo, una vez establecido, se mantiene durante la
ejecucion de la aplicacion. Este mapeo entre el tipo de informacion que se esta recibiendo de
campo y la forma (y medios) utilizado para presentarlo al usuario, no es tnica, sino que el
disefiador selecciona la que considera més efectiva y eficiente, sin embargo otros posible
mapeos son descartados. Asi, sin importar que tan bueno sea el disefio, serd fijo con las
desventajas asociadas tales como una estructura rigida, no disefiado para situaciones de
emergencia, etc. La arquitectura de interfaz adaptiva propuesta considera la adaptacién en
la presentaci” on de informacién. Los autores denominan su modelo como de “Mapeo
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Flexible” basado en el estado actual del proceso, el ambiente y el conocimiento de factores
humanos.

El articulo propone una arquitectura multi-agentes, con agentes para las siguientes
funciones: modelo del proceso, medios, resolucién de despliegue, presentacién, base de
datos de factores humanos y operador. Asimismo se contemplan dos principios para iniciar
el mecanismo de adaptacién: cuando se detecte desviacion del proceso y en la desviacion del
operador (no reacciona de acuerdo al procedimiento esperado).

Al inicio los autores mencionan que los beneficios del enfoque propuesto se evaltian en dos
prototipos, sin embargo en la seccién 6 (Prototipos), se precisa que los dos prototipos estan
en desarrollo no se presenta ningun tipo de evaluacién. La parte de aportacién de este
articulo a mi trabajo de investigacion es la descripcién de las necesidades en los sistemas de
control de procesos donde un esquema adaptivo es necesario.

La parte fuerte del articulo es la arquitectura propuesta, ain cuando la explicacién dada
sobre los componentes y la interaccién entre ellos sea escasa. Por otra parte los autores no
mencionan los mecanismos de coordinacién, aspecto importante y que representa un reto en
los sistemas multi-agentes. En términos generales los autores no profundizan en ningtn
aspecto y el estado del arte que presentan es basico.

9.3 Sistema ADAPTS

El sistema ADAPTS presentado por (Brusilovsky & Cooper, 2002) aborda la utilizacién de
diferentes modelos (tareas, usuarios y entorno) para adaptar contenido y navegacién en un
sistema adaptable de hiper-media. Estas caracteristicas son similares a las de la propuesta
doctoral, donde se plantea realizar un modelo de interfaz adaptiva de iniciativa combinada,
aplicada al dominio eléctrico dentro de un sistema inteligente de ayuda con el objeto de
adaptar el contenido de la informacién presentada, tomando en cuenta las caracteristicas del
usuario y el estado de la planta.

Los autores describen el sistema ADAPTS Adaptive Diagnostics And Personalized Technical
Support, un sistema electrénico de soporte para técnicos de mantenimiento compuesto por
una guia adaptiva a partir de un sistema de diagn” ostico con acceso adaptivo a informacién
técnica, abarcando ambos lados del proceso: qué hacer y cémo hacerlo. Es un proyecto
extenso resultado de la colaboracion de investigadores de la Naval Research Airs Warfare
Center, Aircraft Division, Carnegie-Mellon University, University of Connecticut y la
compania Antech Systems Inc.

Un componente importante del sistema lo constituye el IETM Interactive Electronic
Technical Manuals, el cual proporciona una gran cantidad de informacién acerca del
sistema: Coémo estéd construido, su operacién y qué hacer en caso de problemas especificos,
etc. ADAPTS es un sistema adaptivo complejo que ajusta la estrategia de diagnoéstico en
base a quién es el técnico y qué es lo que estd haciendo, adaptando dindmicamente la
secuencia de configuraciones, pruebas, procedimientos de reparacién/reemplazo basado en
las respuestas del técnico. Asimismo integra conocimiento del dominio, tareas de
mantenimiento y las caracteristicas de usuario.

El modelo del usuario propuesto por los autores determina qué tarea se debe realizar, qué
informacion técnica seleccionar para describir la tarea y cémo presentar de la manera maés
adecuada dicha informacién para un técnico particular. La problematica planteada en el
articulo es que la cantidad de informacioén potencialmente relevante en un momento dado
dentro del proceso de reparacién puede llegar a ser muy grande y es un reto para los técnico
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encontrar la informacién mds adecuada a su experiencia y contexto de trabajo. Para esto es
necesaria llevar a cabo de manera permanente una valoracién dindmica del conocimiento
del técnico, su experiencia, preferencias y contexto de trabajo. En el modelo propuesto la
experiencia es calculada a partir de varias evidencias sobre el nivel de experiencia del
técnico que son recolectadas por el sistema al interactuar con el técnico. Asimismo ADAPTS
utiliza un modelo de usuario tipo sobreposicién multi-aspectos ( Multi-Aspect Overlay
Model) el cual resulta mas expresivo, pero al mismo tiempo mdas complejo de generar y
mantener.

Los autores presenta el sistema ADAPTS, sus modelos propuestos y cémo pueden ser
utilizados para construir un sistema adaptivo, sin embargo no especifican (justifican) porque
los 20 aspectos propuestos utilizados para evaluar la experiencia de los usuarios son
suficientes o los adecuados. Un aspecto cuestionable es que los autores asumen en su
modelo que si un usuario solicita un despliegue del IETM necesariamente lo lee, sin
embargo convendria incluir algin nivel de probabilidad o tiempo para establecer esta
afirmacién, como lo hacen otros sistemas similares ante esta situacién. Llama la atencién que
no se presentan datos sobre experimentos de validacién, su evaluacién, utilidad real,
aplicacién en campo, satisfaccion de los usuarios, etc., a pesar de que se trata de un sistema
extenso y completo..

9.4 Modelo de decision

El enfoque propuesto en (Stephanidis et al., 1997) presenta a las interfaces inteligentes de
Usuario como componentes que se caracterizan por su capacidad de adaptarse en tiempo de
ejecucién y tomar varias decisiones de comunicacién referente al “qué”, “cuando”, “por
qué” y “cémo” para interactuar con el usuario, todo esto mediante el empleo de una
estrategia de adaptacion.

El uso de modelos como una parte central para ampliar el entendimiento sobre los procesos
involucrados en la adaptacién de las interfaces se presenta en (Puerta, 1998), donde se hace
una clara diferencia entre un modelo y una arquitectura y los objetivos que persiguen cada
uno.

Los autores conceptualizan la estrategia de adaptacién como un proceso de toma de
decisiones, caracterizada por atributos que involucran aspectos de la interfaz de usuario que
estdn sujetos a adaptacién y denominados por los autores como “constituyentes de
adaptaciéon”. Asimismo la adaptaciéon en tiempo de ejecucion implica cierto tipo de
monitoreo de la interfaz con el objeto de evaluar el estado de los elementos criticos de la
interaccion llamados “determinantes de adaptacién” y sobre los cuales se condicionan las
decisiones de adaptacién. Otro aspecto abordado son los Objetivos propios del proceso de
adaptacion. En el esquema propuesto por los autores, se establece que las adaptaciones
seran realizadas mediante un conjunto de reglas, llamadas “reglas de adaptacion” que en
esencia y de manera simplificada lo que hacen es asignar ciertos ““constituyentes de
adaptacién” a “determinantes de adaptacion” especificos, dado un conjunto de “Objetivos
de adaptacion”.

Una de las motivaciones es el hecho que aunque varios enfoques han sido reportados en la
literatura, actualmente no existe consenso respecto a las caracteristicas, comportamiento y
componentes esenciales que deben conformar las interfaces inteligentes. El problema que
plantean es que los elementos criticos del proceso de adaptacion (determinantes,
constituyentes, objetivos y reglas) difieren sustancialmente en los sistemas actuales. Asi
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tenemos que los sistemas existentes adaptan ciertos constituyentes predefinidos, basado en
un conjunto predeterminado de determinantes, a través del uso especifico de reglas, con el
fin de alcanzar objetivos pre-especificados. Con lo anterior argumentan que el proceso de
adaptacién no es flexible y que no puede ser transferido facilmente entre aplicaciones. Para
enfrentar las limitaciones anteriores los autores proponen:
1. Utilizar un enfoque metodolégico que permita la personalizacién del conjunto de
determinantes de adaptacién y constituyentes de adaptaci” on.
2. Laincorporacién de los objetivos de adaptacién como parte integral del proceso de
adaptabilidad y.
3. la modificacion de las reglas de adaptacién, de acuerdo a los objetivos de
adaptabilidad.
La idea central del enfoque propuesto estd basada en una clara separacioén de los atributos,
del proceso de adaptacion. También se plantea que al establecer esta separacién, permite
que los atributos de la estrategia de adaptacién puedan ser personalizados facilmente a los
requerimientos de diferentes dominios de aplicacién y gruposde usuario, con lo cual
podrian ser reutilizados con modificaciones menores en otras aplicaciones.
Los autores presentan una arquitectura general de una interfaz inteligente, describiendo los
componentes,la interaccién entre ellos y su relacién con la estrategia de adaptabilidad.
Asimismo se presenta de manera formal una representacién de los elementos de adaptaciéon
utilizados. Concluyen el trabajo con los beneficios del enfoque propuesto, los cuales parecen
ser cuestionables en varios puntos, principalmente porque no ofrecen pruebas de sus
afirmaciones.

9.5 Sistemas de Iniciativa Combinada

Los sistemas de iniciativa combinada ha surgido como una alternativa a los esquemas de
interaccién que permite manejar la iniciativa desde una perspectiva mas flexible, aunque
mas compleja.

El sistema presentado por Bunt (Bunt et al., 2004) describe la importancia del soporte
adaptivo, un tema central dentro del campo de las interfaces adaptivas de iniciativa
combinada (Horvitz, 1999), en las cuales es necesario que en ocasiones el sistema realice las
adaptaciones de manera automética, asumiendo los respectivos problemas asociados tales
como falta de control, transparencia y predictivilidad, y en otras, ofrecer los mecanismos
para que el usuario mismo tome control y lleve a cabo la adaptacién; sin embargo hay
evidencias de que muchas veces el usuario no las realiza, y cuando lo hace, no es claro si lo
hace de una manera efectiva (Jameson & Schwarzkopf, 2002). El articulo expone la
necesidad de ofrecerle a los usuarios un esquema adaptivo que les apoye en la tarea de
personalizacién de una interfaz.

Los autores proponen una solucién de iniciativa combinada, en donde si el usuario es capaz
de personalizar eficientemente por si mismo, no se requiere adaptacién iniciada por el
sistema. En caso contrario, el sistema puede intervenir para proporcionar asistencia.
Asimismo se analiza el valor de la personalizacion y cémo ofrecer lo que llaman soporte
adaptivo (ayudar a usuarios aprovechar ventajas de una Interfaz Adaptable). Se presenta un
estudio experimental y se examinan los aspectos necesarios para que los usuarios lleven a
cabo una personalizacién efectiva de una GUI basada en ments.

Resulta interesante el andlisis que se hace sobre las caracteristicas de las tareas y los
comportamientos de personalizacién que afectan el desempefio. También se realiza un
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estudio con una simulacién del modelo del proceso (GOMS) basado en un modelado
cognitivo que genera predicciones del desempefio del usuario. Los autores analiza con datos
de prueba si vale la pena realizar la personalizacién de la interfaz y si realmente existen
beneficios.

Para probar su trabajo, se realizan 2 experimentos exploratorios utilizando el simulador
GLEAN (Baumeister et al., 2000). En el primer experimento se lleva a cabo una comparaciéon
de diferentes estrategias de personalizacién que varfan respecto al momento de su
realizacién, es decir cuando son realizadas y también analizan si el “overhead” de
personalizar retribuye en algo. En el segundo experimento se enfocan a comparar
estrategias que difieren en términos de qué funcionalidades elige agregar el usuario a la
interfaz personalizada y sus implicaciones.

Como aportacion del trabajo podria considerarse el uso de un modelo GOMS que le permita
simular y evaluar el impacto en la personalizacién tomando en cuenta de manera conjunta
los factores de la estrategia de personalizacién basada en el momento que se realiza, la
frecuencia de ejecucién de las tareas, su complejidad y el nivel de experiencia del usuario.
Finalmente los resultados obtenidos de los experimentos muestran la importancia de
personalizar la interfaz, y consecuentemente se fortalece la justificacion de “guiar” al
usuario a personalizar su interfaz como una linea importante de investigacién.

10. Discusion

De la revision de la literatura de IUIs presentada en este capitulo se observa que la mayoria
de los sistemas analizados son aplicados a sistemas basados en Web y de oficina o de
propésito general. El sistema presentado por Viano (Viano et al., 2000) representa uno de los
pocos sistemas para aplicaciones criticas, tales como las de operacién y control, sin embargo
a diferencia del modelo que proponemos (MIA-IC), su sistema es adaptivo y es aplicable a la
visualizacién de contenidos tinicamente, no incluyendo navegacién adaptable. Asimismo el
sistema MIA-IC es especifico a tareas poco frecuentes y criticas, nicho que ninguno de los
sistemas presentado aborda.

El sistema ADAPTs (Brusilovsky & Cooper, 2002) es similar en algunos aspectos al modelo
que proponemos, ya que utiliza varios modelos para realizar la adaptacién, como son un
modelo de usuario, un modelo del dominio y otro de tareas similar al MIA-IC. Asimismo
ADAPTs utiliza un sistema inteligente que le reporta el diagnéstico de fallas y utiliza un
manual electrénico para encontrar la informacién que le explique al usuario cémo realizar la
reparacion. Esta situacion parece similar a la del MIA-IC, que se conecta al sistema SAO de
ayuda y realiza adaptacién tanto de contenidos como de navegacion.

Una diferencia importante es que ADAPTSs es un sistema adaptivo, mientras que en el MIA-
IC proponemos un esquema de iniciativa combinada, ofreciendo mayor flexibilidad en la
interaccion con el usuario. Por otra parte el énfasis del sistema ADAPTs es su complejo y
novedoso modelo de usuario multi-aspectos que permite de manera dindmica establecer el
nivel de experiencia del usuario en todo momento. En nuestro modelo, al tener un modelo
integral se busca que la informacién de los diferentes modelos sea el componente que nos
permita hacer mas preciso el proceso de adaptacién, no par la cantidad de informacién de
los diferentes modelos, sino por la informacién més adecuada al operador y al estado de la
planta. Otra diferencia es que ADAPTs una guia adaptiva para mantenimiento y no es para
situaciones poco frecuentes o criticas.
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Dado que las IUIs construyen modelos al observar el comportamiento de sus usuarios, es un
reto abierto atin el generar modelos ttiles mediante algoritmos que realicen un aprendizaje
de manera rapida. El punto aqui no se refiere al tiempo de procesamiento en el CPU, sino al
nimero de ejemplos de entrenamiento necesarios para generar un modelo preciso de las
preferencias del usuario. La mayoria de las aplicaciones de mineria de datos suponen que se
tienen cantidades considerables de datos, suficientes como para inducir conocimiento
preciso. En contraste, las interfaces adaptivas dependen del tiempo del usuario al utilizarlas
y entonces se requiere de mecanismos de induccién que puedan proporcionar una alta
precision a partir de un conjunto pequefio de datos de entrenamiento.

Otro reto abierto es la cantidad limitada de evaluacién empirica que actualmente existe para
los sistemas adaptivos, por lo que mds investigacion es necesaria para establecer de manera
medible si una interfaz adaptiva es mejor comparada a una no inteligente. Varios métodos
empiricos de evaluaciéon de usabilidad han sido utilizados y adaptados en el contexto de
interfaces adaptivas, tales como entrevistas, cuestionarios, el protocolo Think Aloud (Dix at
al., 2003), y otros que en esencia constituyen algunos de los métodos mas usados en la
validacién y pruebas de los sistemas tradicionales, sin embargo su aplicabilidad a los
sistemas adaptivos se considera limitado.

11. Conclusion

Aunque hemos presentado en este capitulo la investigacion en el area de IUlIs, sus retos y
enfoque de solucién con especial énfasis en el hecho que es un campo multidisciplinario, se
observa que los tres enfoques que actualmente se utilizan con mayor éxito para enfrentar los
retos de las IUls atn muestran una falta de intercambio en los hallazgos y problemas
enfrentados entre las disciplinas involucradas.

De la revision de literatura se detecta que es necesaria una mayor integracion e intercambio
de ideas entre las diferentes disciplinas que conforman el area de interfaces inteligentes de
usuario. Creemos que la investigacién en el desarrollo de nuevos modelos de interfaz que
integren componentes de varias disciplinas ayudara a encontrar soluciones diferentes, pues
en general se observa que actualmente la investigacién que se realiza tiende a favorecer el
uso de los mismos conocimientos, técnicas y metodologias probadas y aceptados dentro de
una misma disciplina, y la llamada fertilizacién cruzada atin es necesaria. -.
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1. Introduction

This Chapter describes an infrastructure for multi-modal perceptual systems which aims at
developing and realizing computer services that are delivered to humans in an implicit and
unobtrusive way. The framework presented here supports the implementation of human-
centric context-aware applications providing non-obtrusive assistance to participants in
events such as meetings, lectures, conferences and presentations taking place in indoor
“smart spaces”. We emphasize on the design and implementation of an agent-based
framework that supports “pluggable” service logic in the sense that the service developer
can concentrate on the service logic independently of the underlying middleware.
Furthermore, we give an example of the architecture’s ability to support the cooperation of
multiple services in a meeting scenario using an intelligent connector service and a semantic
web oriented travel service.

The framework was developed as part of the project CHIL (Computers in the Human
Interaction Loop). The vision of CHIL was to be able to provide context-aware human
centric services which will operate in the background, provide assistance to the participants
in the CHIL spaces and undertake tedious tasks in an unobtrusive way. To achieve this,
significant effort had to be put in designing efficient context extraction components so that
the CHIL system can acquire an accurate perspective of the current state of the CHIL space.
However, the CHIL services required a much more sophisticated modelling of the actual
event, rather than simple and fluctuating impressions of it. Furthermore, by nature the
CHIL spaces are highly dynamic and heterogeneous; people join or leave, sensors fail or are
restarted, user devices connect to the network, etc. To manage this diverse infrastructure,
sophisticated techniques were necessary that can map all entities present in the CHIL
system and provide information to all components which may require it.

From these facts, one can easily understand that in addition to highly sophisticated
components at an individual level, another mechanism (or a combination of mechanisms)
should be present which can handle this infrastructure. The CHIL Reference Architecture
for Multi Modal Systems lies in the background, and provides the solid, high performance
and robust backbone for the CHIL services. Each individual need is assigned to a specially
designed and integrated layer which is docked to the individual component, and provides
all the necessary actions to enable the component to be plugged in the CHIL framework.
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2. The CHIL Project

The architecture presented in this chapter is a result of the work carried out in the FP6
research project CHIL (IP 506909) partially funded by the European Commission under the
Information Society Technology (IST) program.

2.1 Project Goals

The main idea behind the CHIL project is to put Computers in the Human Interaction Loop

(CHIL), rather than the other way round. Computers should proactively and implicitly

attempt to take care of human needs without the necessity of explicit human specification.

This implies that a service is aware of the current context of its users in order to react

adequately to a user’s situation and environment. Computers are repositioned in the

background, discretely observe the humans and attempt to anticipate and serve their needs
like electronic butlers.

To realize this goal and to overcome the lack of recognition and understanding of human

activities, needs and desires as well as the absence of learning, proactive, context-aware

computing services, research in the following areas was carried out within the CHIL project:

e  Perceptual Technologies: Proactive, implicit services require a good description of
human interaction and activities. This implies a robust description of the perceptual
context as it applies to human interaction: Who is doing What, to Whom, Where and
How, and Why.

e Software Infrastructure: A common and versatile software architecture serves to
improve interoperability among partners and offers a market driven exchange of
modules for faster integration.

e  Services: Context-aware CHIL services assisting humans interacting with each other are
designed, assembled and evaluated. Prototypes are continuously developed and their
effectiveness explored in user studies.

2.2 CHIL Services

CHIL focuses on two situations, in which people interact with people and exchange

information to realize common objectives: meetings and lecture rooms. In order to support

the interaction between humans in these scenarios, the following context-aware services
have been implemented:

¢ The Connector attempts to connect people at the best time and by the best media
possible, whenever it is most opportune to connect them. In lieu of leaving streams of
voice messages and playing phone tag, the Connector tracks and knows its masters’
activities, preoccupations and their relative social relationships and mediates a proper
connection at the right time between them.

e The Memory Jog is a personal assistant that helps its human user remember and
retrieve needed facts about the world and people around him/her. By recognizing
people, spaces and activities around its master, the Memory Jog can retrieve names and
affiliations of other members in a group. It provides past records of previous encounters
and interactions, and retrieves information relevant to the meeting.

e The Travel Service provides assistance with planning and rearranging itineraries. It
detects if a user is going to miss a scheduled travel connection e.g. due to the delay of a
meeting, and automatically searches for alternative travel possibilities. Based on user
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preferences, it provides a selection of the “best” travel possibilities found. The Travel
Service can either be evoked directly by the user through one of his personal devices or
triggered by another CHIL service.
¢ The Meeting Manager handles all meeting related issues. For example, it keeps track of
organisational meeting data, e.g. the list of planned participants and the meeting
location. It can display a personalized welcome message, when a participant enters the
meeting room. Furthermore, the Meeting Manager Service provides support during a
meeting. One of its functionalities is to automatically start the corresponding
presentation when a presenter approaches the presentation area.
Other services such as a Socially Supportive Workspace were implemented by the various
CHIL partners. In addition, a series of basic services for common and elementary domain
tasks are available. CHIL, however, was not intended as a project to develop specific
application systems. It was intended to explore them as exemplary placeholders for the
more general class of systems and services that put human-human interaction at the centre
and computing services in a supporting function on the periphery, rather than the other way
round.

2.3 Project Results

The CHIL consortium (15 institutes and companies in 9 countries) was one of the largest
consortia tackling the above mentioned problems to-date. It has developed a research and
development infrastructure by which different CHIL services can be quickly assembled,
proposed and evaluated, exploiting a User Centred Design approach to ensure that the
developed services answer real users’ needs and demands. The CHIL project has pushed the
state-of-the-art in various perceptual technologies (Stiefelhagen & Garofolo, 2007;
Stiefelhagen et al., 2008). Furthermore, we have developed a highly flexible architecture
employing collaborative context-aware agents, which enable the implementation and
provision of the CHIL services. The effectiveness of the developed components and
technologies has been demonstrated by implementing a number of CHIL services.

3. Related Work

Developing architectural frameworks supporting ubiquitous computing projects is not a
recent trend. Major pervasive and ubiquitous computing projects have placed significant
effort in designing such platforms that can facilitate integration, debugging, development,
management and eventually deployment of the end-services.

The m4 project (multimodal meeting manager) (Wellner et al., 2005) presents a client-server
architecture using JSP-generated frames in a meeting browser to produce the output of
audio and video streams and services. The AMI Project (Augmented Multi-Party
Interaction) (AMI, 2008), probably the project most closely related to CHIL, focuses on
technologies which are integrated by a plug-in mechanism of a relatively simple, browser-
based framework that allows indirect communication between the modules. Both of them
concentrate on technologies and adapt existing software for integration purposes. CHIL in
contrast developed an architecture that is particularly designed for the integration of and
direct communication between context-aware services.

Other previous research focused on distributed middleware infrastructures (Roman et al.,
2002), on architecture frameworks for developers and administrators (Grimm et al., 2000),
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on the design process and the development of frameworks and toolkits (Dey, 2000), on
context-aware broker agents (Chen et al., 2004), on client-server architectures with a central
server and multiple clients to support the management of multiple sensor input for different
services (Johanson, 2002), on flexible, decentralized networks connecting dynamically
changing configurations of self-identifying mobile and stationary devices (Coen et al., 1999),
on architectures for coordination of I/O-devices and the exploitation of contextual
information (Shafer et al., 1998), and on systems that span wearable, handheld, desktop and
infrastructure computers (Garlan et al., 2002).

All these efforts justify the importance of ubiquitous computing architectures. At the same
time they manifest that there is no global unified framework addressing all needs. Rather,
the majority of these architectures concentrate on one or more application specific goals. A
fundamental limitation of these architectures is that they assume that all context-aware
components (e.g., perceptual components, situation modeling middleware) are contributed
by the same technology provider, which is not always the case. CHIL as well as other
emerging pervasive computing environments are composed by a variety of distributed
heterogeneous components from multiple vendors. Another drawback of these architectures
is that they were built upon legacy technologies and therefore do not benefit from emerging
technologies (e.g., the semantic web). The CHIL architecture presented in the following
sections is proposed as a reference model architecture for multi-modal perceptual systems.

4. The CHIL Reference Architecture

Due to the scale of the CHIL project with its large number of partners contributing with a
diversity of technical components such as services, event and situation modelling modules,
context extraction components and sensors, as well as the complexity of these components, a
flexible architecture that facilitates their integration at different levels is essential. A layered
architecture model was found to best meet these requirements and allow a structured
method for interfacing with sensors, integrating technology components, processing
sensorial input and composing services as collections of basic services.

In order to realize context-aware, proactive, and intelligent services, both context-delivering
and collaborating components have to be integrated. Context is any information that can be
used to characterize the situation of a person or computing entity that is considered relevant
to the interaction between a user and an application (Dey, 2000). In CHIL, context is
delivered both by perceptual components and learning modules. Perceptual components
continuously track human activities, using all perception modalities available, and build
static and dynamic models of the scene. Learning modules within the agents model the
concepts and relations within the ontology. Collaboration is enabled by a set of intelligent
software agents communicating on a semantic level with each other.

The result of the architecture design work is the CHIL Reference Architecture, which is an
architectural framework along with a set of middleware elements facilitating the integration
of services, perceptual components, sensors, actuators, and context and situation modelling
scripts. The framework and the associated middleware elements facilitate integration and
assembly of ubiquitous computing applications in smart spaces. Specifically, they mitigate
the integration issues arising from the distributed and heterogeneous nature of pervasive,
ubiquitous and context-aware computing environments.
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4.1 Layer Model

The layered system architecture that facilitates the integration of these various components
is presented in Fig. 1. According to the components” different functional levels such as audio
and video streaming, perceptual components, sensor control, situation modelling, services
and user interfaces, the architecture consists of 8 horizontal layers. They are completed by
two vertical layers, the ontology and “CHIL utilities”, which are accessible by all
components and provide elementary functions relevant to all layers.

CHIL Warkspace
parsonal devicex Usar front-and

Service agemtx,
wlamentary servicey,
proflle handling

Users, activitiex, Situation modelling
ohjacts, roley

Services and contral

Parson trackar,
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Duality of service,
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Figure 1. The CHIL architecture layer model

The lower layers deal with the management and the interpretation of continuous streams of
video and audio signals in terms of event detection and situation adaptation and contain the
perceptual components. The upper layers of the infrastructure enable reasoning and
management of a variety of services and user interfacing devices. “User-front-end” and
“Services and control” are implemented as software agents, thus the service and user
interface management is based on agent communication. All layers use a common ontology
as a backbone. A detailed description of the layers is given in the following section, the
agent infrastructure of the CHIL system is described in detail in section 6.

4.2 Description of the Layers

User Front-End: The User Front-End contains all user related components such as the
Personal Agents, Device Agents and the User Profile of a CHIL user. The Personal Agent
acts as the user’s personal assistant taking care of his demands. It interacts with its master
through personal devices (e.g. notebook, PDA, smart phone) which are represented by
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corresponding Device Agents. The Device Agents are the controlling interfaces to the
personal devices. The Personal Agent also provides and controls access to its master’s
profile and preferences, thus ensuring user data privacy. The User Profile stores personal
data and service-related preferences of a user.

Services and control: The Services and Control layer contains the components which
implement the different services as well as service-to-service information exchange and
user-service communication. The services are implemented through software agents. The
Service and Control layer comprises both the service agents and their management. The
interaction with other agents within this layer and the User front-end layer follows well-
defined standards and the communication mechanisms of the agent platform, while
communication with the other layers follows internal mechanisms. Services are both
reusable basic services as well as complex higher-level services composed of suitable basic
services.

Situation Modelling: The Situation Modelling layer is the place where the situation context
received from perceptual components is processed and modelled. The context information
acquired by the components at this layer helps services to respond better to varying user
activities and environmental changes. For example, the situating modelling answers
questions such as: Is there a meeting going on in the smart room? Is there a person speaking
at the whiteboard? Who is the person speaking at the whiteboard? This layer is also a
collection of abstractions representing the environmental context in which users act and
interact. An ontological knowledge-base maintains up-to-date state of objects (people,
artefacts, situations) and their relationships. Additionally it serves as an “inference engine”
that regularly deduces and generalizes facts during the process of updating the context
models as a result of events coming from the underlying layer of Perceptual Components.
The searched-for situations are dictated by the needs of active services, as for the detection
of the level of interruptability of a particular person in a room for whom a service has to
monitor incoming calls. In the CHIL Reference Architecture, the situation model takes its
information from the perceptual components and produces a set of situation events that are
provided to services.

Perceptual Components: Perceptual Components are software components which operate
on data streams coming from various sensors such as audio, video and RFID-based position
trackers, process it, interpret it, and extract information relating to people’s actions. Such
information may be the people’s locations, IDs, hand gestures, pose recognition etc.

The CHIL Project brought together perceptual component developers from different
partners; all of them were using customized tools, different operating systems, a wide
variety of signal processing (and other) libraries, and in general a plenitude of equipment
which was not agreed upon from the early stages of the project. However, the CHIL Project
had the vision to be able to combine the developed technologies and algorithms and deliver
state-of-the-art services which would exploit the whole underlying sensor and actuator
infrastructure and, ideally, would be independent of the technology provider. These
circumstances had to be considered when designing the Perceptual Components tier.

The design of the Perceptual Components tier does not define the parameters of the core
signal processing algorithm, but pertain to the input and output data modelling aspects of it;
it considers the Perceptual Component as a “black box”. The design specifies and gives
guidelines, how perceptual components shall operate, “advertise” themselves, subscribe to
receiving a specific sensor data stream and how they shall forward their extracted context to
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the higher layer of the CHIL Reference Architecture. This specification incorporates all the
interfaces for communicating with the sensors, the ontology and the services.

Logical Sensors and Actuators: Sensors and actuators are keys in the design and
implementation of multi-modal perceptual services. They act as the “eyes and ears” of the
system and provide a continuous flow of output data to the processing components which
extract pertinent information by applying algorithms able to extract elementary context.
This layer comprises several abstractions which wrap the sensor control and transmission
components for each one of the sensors in the smart space. Several APIs for initializing the
component, capturing the sensor data, for configuring the component, and for starting and
stopping it are provided. Each sensor is controlled by a specified sensor controller, which
provides the low-level commands to the sensor. The sensors, and therewith the logical
sensor components produce a continuous flow of information which is transmitted using a
particularly designed interface, the ChilFlow middleware (see below), to any consuming
component in the CHIL system. Finally, each logical sensor is able to communicate with the
framework’s knowledge base where it can register and “advertise” itself to the rest of the
framework.

Control/Metadata: Control and Metadata provide mechanisms for data annotation,
synchronous and asynchronous system control, synchronizing data flows, effective storing
and searching multi-media content and metadata generated by data sources.

Low-level Distributed Data Transfer: The Low-level Distributed Data Transfer layer of the
CHIL Architecture is responsible for transferring high-volume and/or high-frequency data
from sensors to perceptual components or between perceptual components. This layer is
implemented by the ChilFlow data-transfer middleware. This middleware is heavily used
by developers of perceptual components to distribute their components over several
networked computers in order to exploit more computational power. In order to free
developers from handling networking issues and managing the connections between
components, ChilFlow offers an easy to master, yet powerful object-oriented programming
interface, which provides type-safe network transparent one-to-many communication
channels for data exchange between components. These communication channels are called
flows. Flows provide higher abstraction level over ordinary network connections (e.g. TCP
sockets) that fit the communication characteristics of components and simplify the work of
the components’ developers significantly.

CHIL utilities: This layer provides basic functionality that is needed by components in all
layers of the framework. One particular example is global timing, an important issue in
distributed, event driven systems like CHIL where time-stamped messages and streams are
sent through the infrastructure.

Ontology: In order to enable the intended cognitive capabilities of the CHIL software
environment, it is necessary to conceptualize entities and to formally describe relations
among them. Through the ontology, CHIL software components both know the meaning of
the data they are operating on and expose their functionality according to a common
classification scheme.

The CHIL ontology is defined using the Web Ontology Language OWL (OWL, 2008). It
comprises several modules that are physically represented by separate Web resources with
distinct URLs, among them the fully integrated CHIL agent communication ontology. The
idea of modularization is that software developers only need to reference those parts of the
ontology that are relevant for them. Additionally, modularization increases performance, for
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example when deploying the agent communication subset of the ontology in order to
generate software agent code.

For managing the ontological data, as well as for reasoning and detecting inconsistencies,
access to an ontology is typically backed by a central knowledge base management system.
The CHIL Knowledge Base Server exposes the functionality of arbitrary off-the-shelf
ontology management systems by a well defined API based on OWL. As such, it provides
unified access to the central ontological knowledge base for heterogeneous platforms,
programming languages and communication protocols. Together with this API and the
CHIL ontology, the knowledge base server constitutes the Ontology layer of the CHIL
architecture.

5. Sensor Infrastructure & Context-Awareness

Sensing infrastructures are a key prerequisite for realizing context-aware applications.
Within CHIL several sites have constructed in-door environments comprising multi-sensor
infrastructures called “smart rooms”. They include:

¢  Microphones and microphone arrays (Brandstein & Ward, 2001)

e  Cameras (fixed, active with pan, tilt and zoom (PTZ) or panoramic (fish-eye))

e  RFID-based location trackers (Ubisense, 2007)

Based on these sensor infrastructures, a variety of perceptual components have been built
and evaluated such as 2D and 3D-visual perceptual components, acoustic components,
audio-visual components, RFID-based location tracking, as well as output components such
as multimodal speech synthesis and targeted audio.

Perceptual components derive elementary contextual information; however in general they
lack information about the overall current status of the people’s interactions and
environmental conditions. To be able to “fuse” many of these perceptual components
together in order to determine more sophisticated and meaningful states, additional
middleware interfaces have been developed to facilitate the intercommunication of these
components. The middleware acts as a receptor of the whole range of the elementary
context cues and processes them in order to map the resulting contextual information into a
complex situation. This process is called situation recognition and is a major part of every
human-centric ubiquitous application. Situation recognition in our implementation follows
the “network of situations” approach. This scheme allows the interconnection of distinct
cases (situations), which are connected with edges, forming a directed graph. A transition
from one situation to another occurs if given constraints are satisfied. As soon as this
transition is feasible, the service logic is applied, and the active state is reflected by the
newly reached one. Context-awareness is hence modelled by this network. Fig. 2 illustrates
such a network of situations which can be used to track situations during meetings in a
“smart room”.

A meeting is a sequence of three main situations: “MeetingSetup”, “OngoingMeeting” and
“MeetingFinished”. Starting with the initial “MeetingSetup” and its sub state “Arrival”, the
situation changes to “WelcomeParticipant” when the person identification perceptual
component signals that a person is entering the room; the new person will be welcomed by
displaying a message. Based on location and activity information of all attendees, the
“Meeting Detector” perceptual component recognizes the start of the meeting and triggers
the transition to the next main situation “OngoingMeeting”. During the meeting, the body
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tracker perceptual component tracks the locations of the participants, detects when a person
approaches or leaves the presentation area and switches the situation accordingly between
the “Discussion” and “Presentation” state. The Meeting Detector again determines the end
of the meeting and triggers the transition to the final “MeetingFinished” situation.
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Figure 2. A “network of situations” model for tracking meetings in a smart room

6. Agent Infrastructure for Context-Aware Services

Context-aware services are usually based on complex heterogeneous distributed systems
comprising sensors, actuators, perceptual components, as well as information fusion
middleware. In such sophisticated systems agents are preferred (Huhns & Singh, 1999),
since they are equipped with a large set of capabilities. An agent is “...any entity that can be
viewed as perceiving its environment through sensors and acting upon its environment through
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effectors” (Russell & Norvig, 2003). Incorporating that “An agent is a computer system, situated

in some environment, that is capable of flexible autonomous action in order to meet its design

objectives.” (Jennings et al., 1998) and an intelligent inter-agent communication, a multi-agent

system seems to perfectly meet the challenges of such complex human-centric systems.

Autonomous agents are computational systems that inhabit some complex dynamic

environment, sense and act autonomously in this environment, and by doing so, realize a set

of goals or tasks for which they are designed (Maes, 1994). Hence, they meet the major

requirements for the CHIL architecture: to support the integration and cooperation of

autonomous, context-aware services in a heterogeneous environment. Summarized in this

short term, the major goals for the infrastructure span discovery, involvement and

collaboration of services as well as competition between services in order to perform a

certain task the best way possible. Standardized communication mechanisms and protocols

have to be considered to raise information exchange onto a semantic level and to ensure

location transparency.

To this end, we have devised a multi-agent framework that meets the following target

objectives:

e Facilitate the integration of diverse context-aware services developed by numerous
different service providers.

e Facilitate services in leveraging basic services (e.g. sensor and actuator control)
available within the smart rooms.

e Allow augmentation and evolution of the underlying infrastructure independent of the
services installed in the room.

e  Control user access to services.

e Support service personalization through maintaining appropriate profiles.

¢  Enable discovery, involvement and collaboration of services.

e  Provide the human-oriented services to the end user the best way possible.

The JADE (Java Agent DEvelopment Framework) platform (JADE, 2008) was selected to be

the backbone of our system as it is equipped with many features, which make it a highly

flexible and secure platform. As seen in (Altmann et al., 2001), JADE performs adequately in

many of the evaluation criteria which include agent mobility capabilities, administration,

network traffic issues, stability, security, debugging capabilities etc. Finally, JADE is

compliant to the standards for agent communication, agent management and message

transfer of the IEEE Computer Society standards organization FIPA (Foundation for

Intelligent Physical Agents) (FIPA, 2008).

The following sections describe the CHIL agent infrastructure and how we achieved our

objectives. Moreover, they demonstrate how we realized a multi-agent system that is

capable to “solve problems that are beyond the individual capabilities or knowledge of each problem

solver” (Jennings et al., 1998).

6.1 Agent Description

The CHIL software agent infrastructure, shown in Fig. 3, is composed of three levels of
agents: personal and device agents that are close to the user and offer the functionality and
results of the human-centric services to the end user, basic agents providing elementary
tasks like service discovery, collaboration and agent communication to the service
developers, and service agents, which implement or cover the functionality of the various
context-aware services.
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Figure 3. The CHIL software agent infrastructure

User-related Agents

Every person in the CHIL environment has a dedicated Personal Agent that acts as a
personal secretary for him. Personal Agents are assigned during a login procedure and
manage the complete interaction between its user and the CHIL system, supported by
specialized device agents, which are bound to specific input and output devices. The
Personal Agent knows what front-end devices its master has access to, how it can best
receive or provide information and what input and notification types he prefers (notebook,
cell phone call, SMS, targeted audio, etc.). Moreover, the Personal Agent is permanently
aware of its master’s context (location, environment, activity) by communicating with the
Situation Watching Agent, in order to act or react in an appropriate way. Furthermore, the
Personal Agent provides and controls access to its master’s profile and preferences, thus
ensuring user data privacy.

Similar to a user and his Personal Agent, each device has its own Device Agent that
manages the complete communication between the device and a user’s Personal Agent. The
Notebook Device Agent handles the interaction between the graphical user front-end on the
user’s notebook and the user’s Personal Agent, the Cell Phone Device Agent controls the
communication between the Personal Agent and the user’s cell phone. The Cell Phone
Listener Agent supervises all incoming cell phone based requests: it watches a specific port
and in case of an incoming call, it creates a Cell Phone Device Agent and passes over the
socket connection to it. The newly created agent will then handle all further communication
between the cell phone and the user’s Personal Agent.
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Basic Agents

The major basic agents in the CHIL environment are the CHIL Agent and the CHIL Agent
Manager. The CHIL Agent is a subclass of the JADE Agent, which itself is the elementary
agent in the JADE agent platform, and acts as the fundamental abstract class for all agents in
the CHIL agent framework. It provides methods for essential agent administrative
functionality (agent setup and takedown), for ontology-based messaging (create, send,
receive messages, extract the message content), utility jobs like logging, and, in cooperation
with the CHIL Agent Manager, for directory facilitator service (DF service) tasks such as
register and deregister agents, modify agent and service descriptions and search service-
providing agents based on a semantic service description. Special importance is attached to
keep the agent communication conform to the FIPA (FIPA, 2008) specifications: the
complete message transfer is compliant to the FIPA Interaction Protocols and the FIPA
Communicative Acts and is based on a well-defined communication ontology, as
recommended in the FIPA Abstract Architecture Specification.

The CHIL Agent Manager is a central instance encapsulating and adding functionality to the
JADE Directory Facilitator (DF) and coordinating the selection and use of agents. Each CHIL
agent registers its services with the CHIL Agent Manager, so the agent manager is, at any
time, aware of all available agents, their abilities and the required resources. The CHIL
Agent Manager can act both as a matchmaker and a broker. In case of an incoming service
request, it knows which agents can solve the problem and which resources are needed. If the
requested service can be provided by a single agent, it returns - serving as a matchmaker -
the agent identifier of the capable agent to the requester, which in turn may contact the
service providing agent. As a broker and in the case of a more complex problem, the CHIL
Agent Manager decomposes the overall problem into sub problems, computes a problem
solving strategy and invokes the subtasks on appropriate service agents. Having received all
necessary partial results, it computes the overall solution and returns the final result to the
initial requester.

Service Agents

Each Service Agent is associated with a specific service and provides access to the service
functionality both to users and other agents. Service agents register the service functions
with the CHIL Agent Manager using ontology based service descriptions, thus mapping the
syntactical level of services to the semantic level of the agent community. These service
descriptions can be queried both by Personal Agents in order to provide the service to
human users and by other service agents, which may compose various functions from other
services to supply their own one.

The basic Service Agent is an abstract ancestor class for all specific service agents; it
provides the methods for the registration of service features including the necessary
resources. Specialized service agents comprise the core functionality of the associated
service whereas the service itself may be implemented as agent or may be covered by an
agent, which then provides a suitable interface to the service. This applies to the Connector
Agent, the Memory Jog Agent, the Travel Agent and the Meeting Manager Agent; the
associated services have already been described in the section “CHIL Services”.

Two special agents provide common abilities, which are useful for the whole agent society:
the Smart Room Agent and the Situation Watching Agent. The Smart Room Agent controls
the various optic and acoustic output devices in the smart room. It may communicate
general messages to all attendees in the smart room by displaying them on the whiteboard
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or transmitting them via loudspeaker. Furthermore, it is able to notify single participants
without affecting other attendees, using the steerable video projector or targeted audio,
dependant on the user’s preferences.

The Situation Watching Agent wraps the Situation Model of the smart room. It monitors the
smart room and tracks situation specific user information such as the current location,
movement and activity on different semantic levels (simple coordinates as well as hints like
“attendee X approaches whiteboard”). Moreover, it can provide location information of
important artefacts like notebooks, whiteboards, tables etc. Other agents may query the
current situation at the Situation Watching Agent as well as subscribe to events; both
information retrieving methods are supplied by well-defined access and subscription APIs
to the Situation Model.

6.2 Intelligent Messaging

As proposed in the FIPA Abstract Architecture Specification (FIPA, 2008), the complete
information exchange between agents is based upon a well-defined communication
ontology. Thus, the semantic content of messages is preserved across agents, a concept that
becomes highly important by the fact that various services are implemented by a great
number of developers in different places and the necessity of these developers to
understand each other correctly.

The CHIL Communication Ontology is completely defined using the Web Ontology
Language OWL (OWL, 2008) and fully integrated in the overall CHIL domain ontology. It is
based upon the “Simple JADE Abstract Ontology”, an elementary ontology provided by
JADE, which must be used for every ontology-based message exchange within the JADE
agent management system. The communication ontology extends the CHIL domain
ontology by tokens which are indispensable for agent communication, particularly agent
actions for requesting services and response classes to hold the results of the services and
return them to the requesters. The ontology classes are used in the Java environment by
means of the JADE abs package, found in jade.core.abs. Their handling is implemented by the
basic CHIL Agent, providing it to the agent community by methods for ontology-based
encoding, sending, receiving and decoding ACL (Agent Communication Language)
messages.

A second level of intelligent messaging is achieved by the implementation of advanced
agent coordination. Coordination of agents can be performed using well-defined
conversation protocols (Cost et al., 2001). As a first approach, we use the interaction
protocols and communicative acts specified by FIPA (FIPA, 2008). The communication
support methods of the basic CHIL Agent, supplemented by initiator and responder classes
for submitting and receiving messages, ensure that the agent communication is strictly
compliant to the FIPA specification. Together with the central CHIL Agent Manger as the
agent coordinating instance, the FIPA compliance and the ontology-based message transfer
form a highly sophisticated approach of Intelligent Messaging.

6.3 Multiple Scalable Services

In the CHIL project, several complex context-aware services have been implemented in
different places and had to be integrated in one system. To minimize the integration effort
and to allow the service developers to concentrate on the core service functionality, a
framework for the integration of services has been highly important. Hence, one of the



44 Advances in Human-Computer Interaction

major goals of the CHIL agent infrastructure was to provide a mechanism that allows the
distributed development of services, an easy integration and configuration and the
cooperation and communication of multiple services in the CHIL system.

A simple service can easily be integrated by creating an agent which handles the framework
tasks and the service control, and integrate the agent in the CHIL system. In this way the
agent acts as a wrapper for the service; the agent could also embed the service logic itself.
But usually a service is more complex and requires particular functionality from other
agents. For example, the Connector Service needs, in order to establish a connection the best
way possible, knowledge about the user’s connection preferences (phone call, SMS,
notebook, audio) and the social relationship between two ore more participants (VIP,
business or personal contact). For the sake of privacy, these personal information tokens
must be held by the Personal Agent, although they are only used by the Connector Service.
Thus, a service may require exclusive service specific functionality that is or must be
realized by another agent than the service agent itself. Implementing such functionality in
the agent itself implicates that all service providers which use this agent would have to
synchronize the agent’s code. This technique would quickly raise significant problems
coordinating the implementation and configuration of software components.

6.3.1 Pluggable Behaviours

To this end, a plug-in mechanism has been designed that allows an easy integration of

service specific functionality in other agents without modifying the agents’ code: service

specific agent behaviours are moved to pluggable handlers, which are agent independent

and plugged into appropriate agents during their start-up phase. Using this mechanism, the

agents themselves remain service independent, contain only the common methods and

attributes all partners have agreed on, and thus become stable modules. Three types of

pluggable handlers have been considered to be necessary, namely:

1. Setup handler: are responsible for service specific initialization and will be executed in
the setup phase of an agent.

2. Event handler: are triggered by events from outside the agent world, e.g. the user’s
GUI, a perceptual component, the situation model or a web service.

3. Responder: are added to the agent’s behaviour queue and react on incoming ontology-
based ACL (Agent Communication Language) messages sent by other agents.

At start-up time each agent parses the service configuration files, determines which

behaviours have to be instantiated and adds them to its behaviour queue. Since the code for

this mechanism is concentrated in the basic CHIL Agent, the plug-in mechanism is available

for all agents without additional implementation work for the agent developer. Moreover,

the source of the configuration data could easily be switched; instead of using XML-based

files, the service configuration could similarly be imported from a knowledge base.

Table 1 shows a sample implementation of a pluggable handler; the example is about a

responder, which informs a user (i.e. the user’s Personal Agent) about connection requests

from other users.

The interface structure allows implementing the handler and the behaviour in two different

classes; the handler will be recognised by the plug-in mechanism and provides the actual

behaviour that will be added to the agent's behaviour queue. In this example, both are

joined in one class: the responder implements the PluggableResponder interface and its

getAcceptedMessages and getBehavior methods in order to be handled correctly by the plug-in
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mechanism as well as extending a generic CHIL responder behaviour and overwriting the
prepareResponse and prepareResultNotification methods.

public class InformAboutConnectResponder
extends CHILSimpleAchieveREResponder implements PluggableResponder {
public InformAboutConnectResponder(Agent agent) {
super(agent, ((Personal Agent)agent).matchAbsOntoRequestAction
(new AbsAgentAction("InformAboutConnect")));
}
public MessageTemplate getAcceptedMessages() {
return getPA().matchAbsOntoRequestAction(
new AbsAgentAction("InformAboutConnect"));
}
public Behavior getBehavior() {
return this;
}
protected ACLMessage prepareResponse(ACLMessage request)
throws CHILFipaRefuseException {
// create the response message
return responseMessage;
}
protected ACLMessage prepareResultNotification ACLMessage request,
ACLMessage response) throws CHILFipaFailureException {
// create the result message
return resultMessage;

}
}

Table 1. An example of a pluggable responder for the Personal Agent accepting ontology-
based messages

GetAcceptedMessages returns a JADE message template, i.e. a pattern that specifies all types
of messages the responder will react to. In this case, it returns a template that accepts
messages of type request containing the ontology-based agent action InformAboutConnect, the
same message template that is used in the constructor. GetBehavior returns the actual
behaviour, which realises the responder’s functionality and which is added to the agent's
behaviour queue. In this example it’s the responder itself, but the developer may also create
and return a separate behaviour object.

The prepareResponse and prepareResultNotification methods ensure FIPA compliance by
implementing the agree/refuse and the failure/inform path of the FIPA Request Interaction
Protocol respectively. The (optional) prepareResponse method receives the original request
and informs the initiator, if the request is agreed to or refused. Additionally, it may start to
compile the request. The (mandatory) prepareResultNotification completes the processing of
the request and returns the results, or, in case of an error, a failure message to the initiator.

6.3.2 Scalable Services
The Pluggable Behaviours mechanism allows a service provider to plug new service specific
functions in multiple agents without the need for recompilation (see Fig. 4(a)). However, to
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fully exploit the features of all CHIL services and to raise the functionality of the whole
system beyond the sum of its components, a service must be able to define new messages,
which can be understood and compiled by other services. This means that each service
provider should be able to define his own service specific ontology. As a consequence, each
agent participating in such a multi-service communication has to be able to handle messages
from different services and to work with several service ontologies, as illustrated in Fig. 4(b).
Hence, service specific ontologies have to be handled in the same way as Pluggable
Behaviours: the framework must be capable to plug them in without the need for
recompiling the agent’s code. To this end, the Pluggable Behaviours mechanism has been
extended to Scalable Services by realising a plug-in technique for service specific
communication ontologies.
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Figure 4. Pluggable Handlers and Scalable Services

A new service is specified and integrated into the CHIL system by means of a XML-based
configuration file. Table 2 shows an example of a service using its own ontology and adding
an event handler to the service agent and a responder to the Travel Agent. The file defines
all agents participating in the service, their behaviours and the service ontology. Each
pluggable handler is specified by its type (setup, event and responder) and its class name. A
priority value assigned to each handler can be used to determine the order of execution,
which is particularly important for setup behaviours. The service ontology is specified by a
name, the namespace, the location and the class name of the ontology class. Furthermore,
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the configuration file provides an additional feature to system developers and
administrators: it allows enabling/disabling certain functionality by simply
adding/removing the appropriate configuration elements in the configuration file, without
having to recompile the source code.

<?xml version="1.0" encoding="UTF-8"?>
<serviceconfig version="1.1"
xmlns:xsi=http:/ /www.w3.org/2001/XMLSchema-instance
xsi:noNamespaceSchemalocation="CHIL_ServiceConfig_1.1.xsd">
<service name="YourService">
<agent name="YourAgent">
<handler type="event" priority="1"
classname="yourNamespace.yourService.yourAgent.YourEventHandler" />
</agent>
<agent name="Travel Agent">
<handler type="responder" priority="1"
classname="yourNamespace.yourService.travel Agent.YourServiceResponder" />
</agent>
</service>
<ontology
name="YourOntology"
namespace="http:/ / www.owl-ontologies.com/ YourServiceOntology.owl"
locationPath="$ChilHome/lib/yourService jar"
className="yourNamespace.ontology.YourOntology">
</ontology>
</serviceconfig>

Table 2. Sample service configuration file using multiple agents and a service-specific
communication ontology

Similar to a service configuration file informing a service about all participating agents, the
CHIL system is informed about all participating services: a master configuration file, also
based on XML, specifies the services that are activated on system start-up by their names
and the location of their configuration files. A sample can be seen in table 3.

<?xml version="1.0" encoding="UTF-8"?>
<services version="1.0" xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
xsi:noNamespaceSchemaLocation="../xmlschema/CHIL_Services_1.0.xsd">

<service name="CoreService" configFile="CoreService.xml"/>
<service name="MeetingService"  configFile="MeetingService.xml"/>
<service name="ConnectorService" configFile="ConnectorService.xml"/>
<service name="TravelService" configFile="TravelService.xml"/>
<service name="MemoryJog" configFile="MemoryJog.xml"/>
<service name="SmartroomService" configFile="SmartroomService.xml"/>
<service name="SitWatchService"  configFile="SitWatchService.xml"/>
</services>

Table 3. Master configurations file for services
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6.4 Personalisation

A CHIL computing environment aims to radically change the way we use computers.
Rather than expecting a human to attend to technology, CHIL attempts to develop computer
assistants that attend to human activities, interactions and intentions. Instead of reacting
only to explicit user requests, such assistants proactively provide services by observing the
implicit human request or need, much like a personal butler would.

Each CHIL user is described by a user profile, which contains a set of personal attributes
including administrative data relevant to the CHIL system (e.g. access rights, user
capabilities and characteristics) and individual personality information like professional and
personal interests, contacts and the social relationships between the contacts and the user
(VIP, business or personal) as well as interaction, device and notification preferences such as
notebook, PDA, cell phone call, SMS, MMS, targeted audio, etc. The administrative part of
the user profile is maintained by the system administrator; personal data can be added and
modified by the user exclusively by means of a suitable GUL

Access to and control of the user profile is managed by the user's Personal Agent. Thus, the
Personal Agent does not only operate as a personal assistant, but also as a privacy guard to
both sensitive and public user data. Since the Personal Agent is the only one having access
to the user’s profile, it ensures user data privacy.

The Personal Agent controls, via dedicated Device Agents, the complete interaction between
its user and the CHIL system: it knows what front-end devices its master has access to, how
it can best receive or send information to and from its master and what input and
notification types its master prefers. Furthermore, the Personal Agent communicates (using
both requests and subscriptions) with the Situation Watching Agent to be permanently
updated about its master’s current context (location, activity, state of the environment) and
the availability of the various devices in a dynamically changing situation. Based on the
static data of the user profile and the dynamic context information, the Personal Agent
handles user input and connection and notification requests to its master the best way and
with the most appropriate media possible.

6.5 Qualitative Advantages of the CHIL Agent Framework

The benefits of the CHIL multi-agent framework are manifold. On the one hand, the
architecture undertakes a wide range of tedious tasks, easing the deployment of new
services, and on the other hand it provides a transparent layer to the developer in terms of
information retrieval. It offers high flexibility, scalability and reusability and it facilitates the
integration of components at different levels, like

e  Services,

e Perceptual Components,

e  Sensors and Actuators, and

e  User Interfaces.

Particularly the plug-in mechanism for agent behaviours constitutes a powerful technique
for the development, test, integration, configuration and deployment of new services and
components. Developers may create new agents and behaviours and use this mechanism for
easy behaviour integration and agent configuration, thus facilitating and accelerating the
process of development and testing. They may benefit from the reusability feature of the
agent framework by including own behaviours in already existing agents in order to use the
functionality of these agents. And they may profit from the flexible configuration facility,
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allocate behaviours to different agents, turn behaviours and even complete services on and
off, in the development and test phase as well as in the deployment and integration phase.
Another important quality factor is the use of an ontology based agent communication.
Elevating the collaboration of components on a semantic level does not only augment the
robustness of the system in terms of mutual understanding of internal components, but also
reduces the error-proneness when integrating new components and enhances the
interoperability with external systems significantly. A high level of scalability is ensured by
the fact that all agents can be distributed to a theoretically unlimited number of computers.
Furthermore, the described technology for service composition enhances the scalability of
the CHIL agent framework in terms of functionality. Additionally, detailed guidelines for
service integrators are available, which help service developers to integrate their services
into the CHIL architecture framework.

7. Prototype Implementation

The CHIL agent-based infrastructure has been utilized for implementing several non-
intrusive services (cf. section 2.2) which demonstrate how this framework is appropriate for
developing context-aware cooperating applications. The following paragraphs present one
of the implemented example scenarios.

7.1 Example Scenario

This scenario incorporates the two CHIL services Connector Service and Travel Service and
a number of elementary services such as Meeting Service and Smart Room Service. Both
CHIL services are integrated into the CHIL architecture using the before described plug-in
mechanism.

A meeting takes place in a CHIL smart room equipped with sensors and output devices. The
presence of each meeting participant is considered to be crucial for the outcome of the
meeting. Hence, the meeting will be delayed, if one of the participants is late. All meeting
participants are known to the CHIL system and have CHIL-enabled personal devices, i.e.
notebooks, PDAs or smart phones with a CHIL software client. Most of the participants
have itineraries with flights or trains leaving shortly after the scheduled end of the meeting.
One of the participants realizes that he will be late for the meeting. He uses one of the
functionalities of the Connector Service by sending an ”"I'm late”-notification (together with
the expected arrival time) to the CHIL system from his personal device (e.g. a smart phone,
see Fig. 5, left). The system then informs the other participants about the delay via the smart
room devices or personal devices, dependent on the current location of the participant, user
preferences and the available output media.

The Personal Agents of the other participants know the planned itineraries of their masters.
Triggered by the delay message each Personal Agent determines whether the delay is likely
to let its master miss his return connection. If this is the case the Personal Agent providently
initiates a search for alternative connections. It provides the Travel Agent with the necessary
information including user preferences, e.g. if its master prefers to fly or take a train. The
Travel Agent processes the request by retrieving information from online services of railway
operators, airlines and travel agencies. Eventually, it sends a list of possible connections to
the Personal Agent which notifies its user. Notification is done unobtrusively taking into
account the current environment situation of its master (e.g. “in meeting”), the currently
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available output devices (i.e. personal devices like smart phones, PDAs, notebooks and
output devices of the smart room, e.g. targeted audio or steerable video projector) and the
preferred way of notification (e.g. pop-up box or voice message).
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Figure 5. Smart phone version of the CHIL service access client

A possible outcome of the search could also be that the Personal Agent informs its master
that he should leave the meeting as planned, since there was no suitable alternative
itinerary. In case the CHIL user is not satisfied with any of the proposed itineraries or wants
to look up travel connections himself, he can use his CHIL-enabled personal device to do so.
Fig. 5, right, shows the query mask on a smart phone. An equivalent user front end is
available for notebooks.

8. Conclusion

Developing complex sensing infrastructures, perceptual components, situation modelling
components and context-aware services constitute extremely demanding research tasks.
Given the tremendous effort required to setup and develop such infrastructures, we
strongly believe that a framework ensuring their reusability in the scope of a range of
services is of high value. This is not the case with most ubiquitous, pervasive and context-
aware systems, which tend to be very tightly coupled to the underlying sensing
infrastructure and middleware (Smailagic & Siewiorek, 2002; Ryan et al., 1998). It is however
expedient in projects like CHIL, where a number of service developers concentrate on
radically different services.
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In this chapter we presented a reference architecture for context-aware services. We put the
main focus on the distributed agent framework that allows developers of different services
to concentrate on their service logic, while exploiting existing infrastructures for perceptual
processing, information fusion, sensors and actuators control. The core concept of this
framework is to decouple service logic from context-aware and sensor/actuator control
middleware. Hence, service logic can be “plugged” in a specific placeholder based on well
defined interfaces. The agent framework has been implemented based on the JADE
environment and accordingly instantiated within real life smart rooms comprising a wide
range of sensors and context-aware components. The benefits of this framework have been
manifested in the development of different cooperating applications providing assistance
during meetings and conferences as well as facilitating human communication.
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1. Introduction

As ubiquitous computing provide up-graded smart environments where humans desire to
create various types of interaction for many kinds of media and information, the research in
the area of Human-Computer Interaction (HCI) is being emphasized to satisfy a more
convenient user interface. In particular, the gesture interaction technique has been one of the
important research areas under ubiquitous computing environment since it can only utilize
widespread consumer video cameras and computer vision techniques without the aid of any
other devices to grasp human movements and intentions(Park, 2004; Jung, 2007). Among the
gesture interaction techniques, recognition of hand poses and gestures has especially
received attention due to great potential to build various and user-centric computer
interfaces. The applicability of hand pose recognition is very high in applications where
system users can not use existing interface devices such as a keyboard and a mouse since
they are required to wear heavy protective gloves for industrial processes. Various types of
gesture interfaces have been also presented in three-dimensional games based on virtual
reality and these interfaces have enhanced an interest level and creativity within these
environments for the users. Humans can distinguish hand poses very quickly through their
complex optical systems, while it is very difficult for a computer system to rapidly and
accurately understand hand poses. Therefore, many researchers have tried to simulate the
human optical system, which can extract objects of interest from complex scenes and
understand the context among objects. One of the major factors that disturb automatic
gesture recognition is illumination change. The sudden illumination changes lead to the
misunderstanding of background and foreground regions.

We propose a robust hand recognition technique that can stably extract hand contours even
under sudden illumination changes. Figure 1 shows the flowchart for our proposed method.
The proposed method acquires the background images for a restricted duration and
calculates the mean and standard deviation for the hue and hue-gradient of each pixel
within the captured background images. That is, a background model for each pixel is built.
The hue and hue-gradient of the input images captured in real-time are calculated and
compared to those of the background images. The foreground objects are extracted based on
the difference magnitude between those of the input image and the background image. To
accurately extract the tight object region of interest, we calculate the eigen value and eigen
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vector for the initially extracted object region and extract the object-oriented bounding
box(OBB) on the optimized hand region based on the two eigen vectors. Then, the OBB
region is divided into 16 sub-regions and the hand region profile is produced based on the
histogram created from the number of edges for each sub-region. The profiles of nine hand
poses are trained and each hand pose is recognized using a multi-class SVM algorithm.

7 N,
{ \

Input image

Create Background Image I ™\

Figure 1. System flowchart

2. Previous Work

Current research of hand pose recognition can be classified into hardware sensor based
methods that mostly utilize datagloves and image processing based methods that utilize
two-dimensional pattern information or three-dimensional models. Since methods that use
datagloves obtain three-dimensional data through sensors directly attached to the gloves in
real-time, these methods make hand gesture analysis easy. However, more or less expensive
equipments are required and there are problems in implementing natural interfaces since
the cables are necessary to connect the equipments to the computing system. As image
processing based methods, restricted approaches that uses red or green gloves to skip the
complex pre-processing of the hand regions extraction have been presented (KAIST,2004).
Other approaches have attempted to recognize hand movements based only on images
captured from video cameras under normal lighting conditions without any specialized
equipments (Park et al., 2002; Jang et al., 2004; Han, 2003; Jang et al., 2006; Tanibata et al.,
2002; Licsar et al., 2005). To support general and natural interfaces, an interest in the hand
pose recognition without the use of any specialized equipments or gloves have increased.
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A variety of hand features have been applied for hand pose recognition. In the research
proposed in (Park et al., 2002), the direction and size of the hand region was considered to
determine the area of interest window and the improved CAMSHIFT algorithm was used to
track the coordinates of the hand tip. The focal point of their research was in recognizing the
pointing direction by extracting the coordinates of the hand tip from a single hand pose
instead of various hand poses. In (Jang et al., 2004)’s research, they defined three main
features for the hand pose. First, the normalized hand region on the direction and size was
calculated and then from the center point of the normalized hand region, straight lines were
beamed on the rotation at the regular angle. The distance on the straight line beamed from
the center of the region to the outer boundary of the hand was used as the feature. The ratio
of the length of the minor axis to that of major axis was also used as the hand feature. In
(Han, 2003)’s research on hand pose recognition, they first estimated the entropy on the
frame difference between adjacent frame images and through the distribution on the skin
color, then they extracted only the hand region from the frame image. Nest, the contour of
the hand was detected using a chain-code algorithm and an improved centroidal profile
method was applied to recognize the hand pose on a speed of 15 frames per second. In (Jang
et al.,, 2006)’s research, they proposed a method that divides the hand pose features into
structural angles and hand outlines. They defined the relation between these hand features
by using enhanced learning. Through their research, they proved the appropriateness of
their proposed method by applying their method to a hand pose recognition system that
uses not one but three cameras. As shown above, although many methods have been
proposed for hand pose recognition, most of the research is carried out in limited situational
environments with no change in lighting or the background. Thus, environment-dependent
research results have been produced(Park et al., 2002; Jang et al., 2004; Han, 2003; Jang et al.,
2006; Tanibata et al., 2002; Licsar et al., 2005). In contrast to the research, the application
areas for hand pose recognition techniques call for environments that can handle
illumination changes. Thus there is an increased demand for research on robust hand pose
recognition under illumination changes. In addition, a variety of hand features that
characterize the hand pose have been proposed in order to improve the success rate of the
recognition, however, these features are quite complex making it difficult for real-time
processing. This calls for better research in defining hand features that can efficiently and
accurately represent hand poses.

3. Hand Region Extraction

3.1 Hue and Hue-Gradient Distribution of the Hand Region

The RGB color model is an additive color model that adds the three additive primaries -
R(Red), G(Green), B(Blue) to create a desired color. RGB color model is sensitive to light and
shadow making it difficult to extract object outlines during image processing(Kang, 2003).
On the contrary, HSI color model is a user-oriented color model that is based on how
humans perceive light. This model is composed of H(Hue), S(Saturation), and I(Intensity).
Figure 2. Shows the HSI color model is depicted as a basic triangle and color space. Hue is
expressed as an angle ranging from 0° to 360°and saturation is the radius ranging from 0 to
1. Intensity is the z axis with 0 being black and 1 being white(Kang, 2003).
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Figure 2. HSI color model

The hue component in the HSI color model represents the object’s inherent color value
independently from the brightness or saturation of an object. This model can be converted
from the RGB model through Equation (1)(Kang, 2003). Figure 3 shows the hue and
saturation difference between the hand region and the background region.
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Figure 3. Hue and hue-gradient in hand region and background region

In HSI color model, components related to the color are represented by hue and saturation,
and brightness is represented by intensity, which makes it easier to separate a region of
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interest regardless of illumination change. HSI color models are widely used in the field of
interpretation of images from cameras because when there is a change in the color, all three
RGB components in the RGB model are changed, whereas in the HSI model, only the hue
are mainly changed. Table 1 shows the histograms for the hue image and saturation image
under changes in the illumination. When there is a sudden change in the lighting condition,
we can see that the histogram of the saturation is completely changed. On the other hand,
although there is some change in the histogram, the distribution characteristic of the
histogram of the hue is relatively preserved.

Original

Saturation Histogram Hue Histogram
Image

_

—

L i ek e e

o

Table 1. Change of saturation and hue in response to illumination change

3.2 Background Subtraction Based On Hue and Hue-Gradient

Background subtraction is an object detection method that first obtains the average
background image from frame images inputted for a set period of time, and then carries out
a pixel comparison between the average background image and the incoming input image
(Haritaoglu, 1998). This method is summarized as follows.

if ([1a(x)-Ba(x) | >Tn(x))

x is a foreground pixel
else ©)
x is not a foreground pixel

Bn(x) is the background image pixel. In other words, if the difference between the
background image pixel and the current image pixel I,(x) is bigger than the threshold Tn(x),
then the background pixel is regarded as the foreground pixel. In contrast to the frame
subtraction methods that can only detect areas of movement in a short period of time during
a scene change, background subtraction methods can detect the overall region of the moving
objects. Thus object detection can be efficiently carried out if the background image well
represents the current environmental condition without much change. However, if there
are changes to the environment such as illumination changes and the background image
does not accurately represent the actual environment anymore, the objects cannot be
successfully detected using the background subtraction method. Therefore, the accuracy of
the background subtraction method is highly dependent on how accurate the background
model represents the current background. For accurate object detection, the background
image needs to continuously learn the changing environment over time.
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The hue component represents the color of the image itself and minimizes the illumination
effect. The hue-gradient image maintains the background image’s features and on the other
hand eliminates the illumination changes and shadow effects. This section introduces a
background subtraction method based on hue and hue-gradient. First, to acquire the
background model image in the HSI color space, a background model that has been trained
for a certain period of time is built with hue and hue-gradient of the background region.
Through this model, the object is extracted by first calculating the hue and hue-gradient
values when the object is inputted and then separating the foreground region from the input
image by comparing the threshold defined based on the background model (Choi, 2007).

Figure 4. The procedure of background image creation

During the background learning stage, learning is carried out on both the hue component
and hue-gradient value for each pixel. To measure the color change caused by general
illumination changes, the background image is first acquired for a time period of T; and then
the mean and variance values for each pixel’s hue is calculated.

Likewise, a sequence of background images inputted for a time period of T; is used to
calculate the hue-gradient background image. The individual pixels are used with the
adjacent pixels to calculate the gradient size of the hue component value. Another averaged
background image is then built with the hue-gradient component value.

The equation to calculate the hue gradient size (7H ) of each pixel in the background image
is shown in Equation (3).
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The equation to gradually calculate the mean and variance of the hue component for each
pixel for time t is shown in Equation (4).
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The equation to gradually calculate the hue-gradient component’s mean and variance for
each pixel for time t is shown in Equation (5). u{7H;{Z}" is the hue-gradient mean’s initial
value and p{VH;(t)} is the mean at time t. ¢*{¥H;(2}} is the hue-gradient variance’s initial
value and o=f £y is the variance of hue-gradient at time t.

Mean Update :
u(7H; (8)} = 7H;(0) t=0
p(TH (D) = (1 - aip(PHi(t — 1)) + «VH (D) t21
Variance Update : )
t=1
1t22

The inputted images which include the object are converted from the RGB color space to the
HSI color space. If difference between the converted hue value of each pixel and that of
background image is greater than the variance of background hue image, it is regarded as
the object candidate region. Likewise, if difference between the hue-gradient of each pixel of
the input image and that of the background image is greater than the variance of
background hue-gradient image, it is regarded as the object candidate region. The region
that satisfies with both conditions is extracted as the object region. The procedure of the
proposed object extraction is shown in Figure 5.
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Figure 5. The Procedure of the proposed object extraction

The comparison to extract the object region is shown in Equation (6).
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H;(x) and VH;ix} represent the hue and hue-gradient value of pixel i of the current input
image, respectively. Hy, (x), THy, (x), 7| Hbifxf!\_ﬁ, and o { VHy (x) ) represent the means of
the hue and hue-gradient, variances of hue and hue-gradient of the background model,
respectively. w; and w each represent the weight value for the threshold region.

4. Hand Pose Recognition

4.1 Hand Pose Feature Extraction

This section presents a hand pose recognition method that recognizes the 1-9 hand sign of
the sign language regardless of its direction and size. Figure 6 shows the 1-9 hand sign. 18
scalar feature values, that is, two normalized eigen values of the OBB for the detected hand
region, the number of hand edge points in 16 subregions that are defined in the detected
OBB, are used as features of a hand pose.

Figure 6. Numbers 1 to 9 using hand signs

4.1.1 Extraction of the eigen value and eigen vector

The detected object has different directions and sizes making image recognition difficult. To
increase the success rate of the recognition of hand poses regardless of hand’s direction and
size, the object-oriented bounding box(OBB) is calculated by extracting the two eigen
vectors for the detected hand object. The eigen vetors are preserved even though the object
is rotated or scaled. Eigen value and eigen vector always form a pair (Kreyszig, 1999a). The
eigen value and eigen vector are derived from the covariance matrix that expresses the
specific object’s fluctuating value.

Covariance matrix is the statistical criteria, which represents the changing aspect of each
fluctuating value when two or more fluctuating data is given. The covariance matrix is
calculated using the following equation when the samples’ random data is bivariate x; and
¥;(Kreyszig, 1999b).
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The covariance cow,, is equal to the variance of x, var, and the cev,, value is equal to the

variance of y, var,. The covariance matrix is always symmetric and has the same number of

eigen vectors as the dimension of the covariance matrix. Eigen vectors are always
perpendicular to each other as shown in Figure 7.

Figure 7. Example of eigen vectors for one hand pose

4.1.2 Definition of feature values

Figure 8 shows the flowchart for the OBB extraction process for a hand pose. Figure 8 (a)
shows the target OBB region for the hand pose and Figure 8 (b) shows mean point A and the
major/minor eigen vectors. Figure 8 (c) represents the transform to move the object
coordinates to x-y coordinates. That is, the mean point is moved to the origin, and major
vector and minor vector are aligned to x axis and y axis, respectively. Figure 8 (d) shows
that the origin is translated to the center of the window.

To align the major and minor eigen vectors of the hand region to x axis and y axis, the
matrix W is defined by eigen vectors, «; and ;, as Equation (9). The contour points can be
transformed to the x-y coordinates by using Equation (10).

W= luy ou,] )
v= W'x (10)

After the main axes of the object are transformed, a maximally possible OBB is defined
based on the variances of x and y, #. and 3.. The reason for holding a maximally possible
OBB region with the variance 5, and Z; in advance is to prevent the size of OBB from being
extremely misestimated due to image noise that exist outside the hand region. The OBB is
adjusted by finding the maximum contour point from the starting point on both the x and y
axis” positive and negative directions within the maximally possible OBB. By defining the
maximally possible OBB in advance with the variance and optimizing the OBB based on the
contour point within the OBB, the error rate for false ROI extraction due to background
noise can be reduced. Figure 8 (e) shows the result of the optimized OBB detection.

18 feature component values are used to recognize the hand signs representing 1 to 9 from
the hand images. First, the eigen values from the two directions of the hand region is
normalized using the variances of x and y within the OBB. The OBB is then subdivided into
16 regions as shown in Figure 9 and the number of overall contour pixels contained in each
region is counted. Two normalized eigen values and the number of contour points for each
sub-region are used as the feature information.
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Figure 9. Sixteen sub-regions of an OBB

4.2 Recognition using SVM

SVM (Support Vector Machine) is a method that was developed by Vladimir Vapnik and his
research team at AT&T Bell Research Lab. It is an object identification method that is widely
used from the field of data mining to pattern recognition application areas such as face
recognition(Han, 2005; Cristianini, 2000; Weida, 2002). A linear SVM is a Statistical Learning
Theory(SLT) which classifies the arbitrary data based on the decision function being defined
by PDF(Probability Density Function). PDF is obtained by the learning process of the
training data and the categorical information.

Figure 10. Procedure of hand shape recognition using SVM

SVM is an alternative learning method to polynomial, radial basis function and multi-layer
perceptron. SVM can abstract patterns into higher level feature space and make globally optimal
classification to be possible. Most of traditional pattern recognition methods such as neural
network and statistical methods are based on empirical risk minimization(ERM) for optimal data
execution, while SVM is based on the structural risk minimization(SRM), which minimizes the
probability to misclassify unknown data set(Han, 2005). Originally the SVM was conceived for
only dual class, but it has been expanded to multi-class classification responding to need.
Expanding the SVM from a dual class to multi-class involves combining the dual class SVMs. In
this section, nine hand poses are categorized using the multi-class SVM(Crammer, 2001). The
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multi-class SVM technique is used on the feature values extracted from the hand poses in section
4.1 to produce the learning model. The hand pose is extracted from the real-time input images
and the feature values are extracted to classify the hand pose based on the hand learning model.
Figure 10 shows the process for hand pose learning and recognition using the SVM.

The training data created for the SVM learning algorithm is sorted as the class name, feature
classification number, and feature value. Learning is executed in off-line by the multi-class
SVM learning function. The class name is the hand sign number from the hand signs 1 to 9’s
classification and each class defines 18 feature values which are sorted as the feature
classification number and the extracted feature value. The feature values contain the two
normalize eigen values and the overall number of pixels for OBB’s 16 sub-regions.

5. Experimental Results

5.1 Hand Region Detection Under lllumination Change

The testing environment set up for this experiment was implemented with Visual C++
software on a Windows XP with a Pentium-IV 3.0 GHz CPU and 1 GB of memory. Logitech
Quickcam Chat camera was used to acquire input test images for the hand tracking. The
images are 320 x 240 in size captured as a 24bit RGB color model.

The hue based background image was produced by converting the RGB color space into the
HSI color space, and then calculating the hue and the hue-gradient’s mean and variance.
During the next step, the hue and hue-gradient values are extracted from the image pixels
captured in real-time. The hue and hue-gradient values of the input image are compared
with those of the background images. As a result, the binary image including the contour of
the hand is produced. In other words, the contour of the hand is marked as white and the
background is marked as black.

©
(a) (b)RGB Normalized (d) Hue (e) Hue and
inputimage | color model | RGB Color H-Gradient
Model

Bright
Illumination

Dark
Illumination ¥

Table 2. Comparison of background subtraction methods based on different color models
under sudden illumination changes

For the experiment, we compared the results of the existing methods with that of the
proposed method under the exact same illumination from when the initial background was
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built. Then we also compared them under drastically different illumination conditions from
the initial illumination.

To create the illumination change, one condition used a 80 Im/W normal white fluorescent
lighting together with a 18W 63.1 Im/W white desktop lamp directly on the hand region.
The other condition eliminated the 18W 63.1 Im/W white desktop lamp and carried out the
experiment to extract the hand region without rebuilding the background model for the
varying illumination.

Object Covariance Matrix Eigen Value Eigen Vector
0 0 1 0
none 0 0
0 0 0 1
589.96 216.33 0.91 -0.4
1 49433 1079.3
216.33 983.66 04 0.91
619.37 293.45 0.96 -0.29
2 531.11 1595.08
293.45 1506.82 0.29 0.96
566.75 182.57 0.98 -0.21
3 527.82 1423.06
182.57 1384.14 0.21 0.98
751.79 99.61 0.99 -0.14
4 738.21 1482.39
99.61 1468.81 0.14 0.99
931.3 5.57 0.02 -1
5 585.24 931.39
5.57 585.33 1 0.02
913.41 117.5 0.76 -0.65
6 813.78 1051.99
117.5 952.35 0.65 0.76
831.65 154.6 0.95 -0.3
7 783.37 1326.71
154.6 1278.43 0.3 0.95
832.16 28.46 1 -0.05
8 830.77 1414.51
28.46 1413.11 0.05 1
1037.26 -73.61 0.98 0.2
9 1022.4 1402.02
-73.61 1387.16 -0.2 0.98

Table 3. Covariance Matrix, Eigen Value and Eigen Vector’s Mean on the Hand Signs 1 to 9

As shown in Table 2, when the dark and bright illumination conditions are compared, we
can see that applying the proposed method better preserves the hand contour. Table 2. (b) is
the binary image produced from the difference between the background image based on the
RGB color model and the input image. It is the most sensitive to light change. Table 2. (c) is
the result of applying normalized RGB color model as the background model. Here the
contour of the hand is roughly preserved but the hand’s internal noise as well as shadow
noise is more prominent. Table 2. (d) is the binary image based only the HSI color model’s
hue value. There is an improvement from the RGB color model but it reacts to the shadows
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due to the illumination changes. Table 2. (e) shows that even under sudden illumination
changes, the region information can be stably extracted using the proposed method.

(a) Hand Sign 1 (b) Hand Sign 2 (c) Hand Sign 3
Eigen
Vectors
Optimized
OBB
(d) Hand Sign 4 (e) Hand Sign 5 (f) Hand Sign 6
Eigen
Vectors
Optimized
OBB
(g) Hand Sign 7 (h) Hand Sign 8 (i) Hand Sign 9
Eigen
Vectors
Optimized
OBB

Table 4. Optimized OBB detection results on the hand signs (1-9)
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Table 3. shows all the covariance matrix values as well as the eigen values and eigen
vectors on the hand signs 1 to 9. Each hand sign has an eigen value proportioned to the
input image object’s ROI size. Figure 11 compares 90 samples for the hand signs
representing from 1 to 9. When image interpretation is carried out using the correlation
analysis on the major and minor eigen values, we can see that an initial classification is
possible on the 1 to 9 hand signs. Table 4 shows the optimized OBB detection result for
the object in the input image. The first row shows eigen vectors to be extracted from the
result image of background subtraction and the second row represents the OBB optimized
by transforming object coordinates using eigen vector matrix and by detecting object’s
outermost points.

Eigen Value Analysis: A
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Figure 11. Two-dimensional distribution on the eigen value for hand signs 1 to 9

Figure 12. Optimized OBB on hand sign 1 from different directions. (Left) Input image
(Middle) ROI and eigen vectors prior to optimization (Right) Optimized OBB
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Figure 12. shows the OBB that has been optimized on the same hand sign 1 expressed from
different angles. As we can see, even with changes in the hand direction, the normalized
OBB'’s direction is steadily maintained and enabling stable hand recognition independent of
hand direction.

5.2 Hand Recognition

The data used for this experiment consists of 1620 images - 180 images per hand sign (1 to
9). All 6 subjects individually changed hand poses on each of the hand signs resulting in 30
captured images per hand sign. 18 different hand features were learned through the SVM
learning algorithm and hand recognition was performed. The result of the hand recognition
is summarized in Table 5. This includes the result of failed recognition by one subject on 1,2,
4, and 7. The mean success rate of recognition on the 9 hand signs showed 92.6%.

For movies incoming at 30 frames per second, the proposed hand recognition method was
able to extract and recognize hand poses at 20 frames per second. The hand recognition
processing time on one frame showed 1.260 msec enabling real-time processing.

class Number of Tests Reljc());r?’zlon Rei::;rlgion Recognition Rate
1 180 150 30 83.3
2 180 150 30 83.3
3 180 180 0 100
4 180 150 30 83.3
5 180 180 0 100
6 180 180 0 100
7 180 150 30 83.3
8 180 180 0 100
9 180 180 0 100

Sum 1620 1500 120 92.6

Table 5. Optimized OBB Detection Result on hand signs 1 to 9

6. Conclusions

This chapter introduced a hand pose recognition method to robustly extract objects under
sudden illumination changes. The introduced method constructs the background model
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based on the hue and the hue-gradient, and then robustly extracts the object contours
from images obtained from a fixed camera by the background subtraction. It was shown
that this method stably detects the object even under various lighting conditions set by
the experiment.

This research carried out a comparison experiment on the different color models for
image recognition systems. The HSI color model minimizes the illumination and shadow
effects and by using the hue and hue-gradient values from this color model for the
background subtraction method, it showed that the proposed method sharply decreases
the noise and shadow effects caused by sudden illumination changes. The optimized OBB
that was produced from the extracted region is then divided into 16 sub-regions.The
number of edges of the hand in that sub-region and the normalized eigen values are used
for defining the hand pose feature which are then trained by the SVM learning
algorithm.

This method was designed for use in gaming environments where illumination conditions
can change rapidly in the limited simple environment. When the proposed method was
tested in a complex environment, it was shown that if the hand region has similar color to
the background region, the hand’s contour was lost. In the future, this method will be
expanded to include stable hand pose recognition in complex background environments.
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1. Introduction

Regular expressions are an example of a regular language and are a subset of both the
context free and the context sensitive languages. As the syntactic structure of many
computer programming languages can be described using a context-free grammar, regular
expressions can be viewed as a simplified and restricted programming language. While
lacking many of the more sophisticated programming language features (e.g., types,
functions), regular expressions still provide users with sequencing, alternation, and iteration
constructs, and thus provide an abstract view of basic control-flow features. Concatenation
can be regarded as a form of sequencing where the elements of an expression containing
concatenation must occur in a specific, linear sequence. The “or” operator, represented with
a vertical bar |, provides alternation and permits one to choose between two options, just as
an “if-then-else” statement permits the choice of two alternatives. Finally, the Kleene
closure, represented by a superscript asterisk * functions as an iteration operator and
performs a role similar to looping constructs (e.g., “do”, “while”, or “for” in the C
programming language). Thus, regular expressions can be viewed as simple programs with
basic control-flow constructs, but with no explicit data management.

Alternatively, regular expressions are used in computer software, such as grep, vi, and Perl,
as a mechanism to describe the targets of search operations. For this role, regular
expressions provide a pattern description mechanism with pattern matches identifying
desired search solutions. For example, the expression [eE][nN][dD] identifies the term
“end” where the letters can independently be in upper or lower case (e.g., “eNd", “ENd”,
“END”).

Regular languages, while being highly formalized and restrictive with regard to their
expressiveness, are never-the-less a form of language. It has been documented that humans
develop the ability to read before they develop the ability to write (Salvatori, 1983).
Consequently, by comparing novice’s skills as they learn to read (i.e., applying) and write
(i-e., creating) regular expressions, one can examine the relationship of formal languages to
natural languages (e.g., English) and potentially permit research on the use of natural
language to be applied to computer programming. Increased understanding of regular
expression use can therefore provide understanding of how we, as humans, interact with
computers when using formal languages. That is, understanding the cognitive skills
associated with lower level formal languages provides insight on the use of higher level
imperative style languages such as Fortran, C++, or Pascal.
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While there has been significant research on algorithms for automated matching and
manipulation of regular expressions (Hopcraft & Ullman, 1979), there has been little
research on the human element of these systems. Insight into the manipulation of regular
expressions provides insight into the manipulation of formal languages, and hence on
computer programming—a foundational task in human-computer interaction. In this
chapter, we address this deficiency and explore the cognition underlying programming by
examining performance on the manipulation of regular expressions.

The remainder of this chapter is organised as follows. A brief overview of regular
expressions in the context of formal language theory is first provided. Then, we present the
first of two studies that we conducted to investigate performance on expression application
(i.e., matching) and creation tasks. The results of the second, revised, study are then
presented, after which we describe a third study exploring the similarity between regular
and Boolean expressions. Finally, the chapter concludes with an examination of some future
research directions.

2. Regular Languages and Expressions

The Chomsky hierarchy of languages (Chomsky, 1959) orders languages into four classes
identified by number. Each class is properly included in all lower numbered classes giving
Class 0 the largest number of languages and Class 3 the smallest. In most of the literature,
the language classes are identified by alternative names: recursively enumerable or phrase
structured (Class 0), context sensitive (Class 1), context free (Class 2) and regular (Class 3).
Every language can be defined by a grammar or set of rules that describe valid constructions
in the language. The symbols that are combined to form valid constructions are known as
the alphabet, Z, of the language. Thus, given an alphabet and a grammar it is possible to
decide whether a specified sequence of symbols is a member of the language described by
the grammar. Furthermore, every regular language can be described by a regular expression
(Hopcraft & Ullman, 1979). Regular expressions are formed by combining the elements of £
using three operations: concatenation, alternation and repetition (i.e., the Kleene closure).
Figure 1 provides a recursive definition for well-formed regular expressions.

Given an alphabet X whereae X, b e X:

1) a is a regular expression

2 ab is aregular expression ~ (Concatenation)

3) a|lb  isaregular expression  (Alternation)

4) a* is a regular expression  (Repetition or Kleene Closure)
®) (a) is aregular expression  (Parenthesis)

Figure 1. Well-Formed Regular Expressions

Concatenation appends two regular expressions and is the mechanism by which longer
expressions are built from shorter ones. Alternation is a selection mechanism with the
expression a|b indicating a choice in selecting either the expression a or the expression b
but not both (i.e., exclusive or). Repetition describes the set of zero or more successive
occurrences of an expression. Parentheses may be used to modify the order that operations
are performed (i.e.,, precedence) or can be used to modify the scope of an operator’s
application. Every regular expression is equivalent to a grammar for the corresponding
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regular language and provides a mechanism for defining the language. Languages that are
defined using only concatenation and alternation have a finite number of members while
languages defined using repetition have an infinite number of members. Hence, for the
alphabet, £ = {a, b, ¢, d}, Figure 2 provides some examples of well-formed regular
expressions and their associated regular languages.

8

(1) ab defines {ab}

(2) a*b defines {b, ab, aab, aaab, ...}

(3) ab* defines {a, ab, abb, abbb, ...}
(4) (ab)* defines {A, ab, abab, ababab, ...}
() alb defines {a, b}

(6) abled  defines {abd, acd}

(7) (ab)|(cd) defines {ab, cd}

®)

(a] b)* defines {A, a, b, aa, ab, ba, bb, aaa, aab, aba, abb, baa, bab, bba, bbb, ...}

Figure 2. Example Regular Expressions and Their Languages

In Figure 2, it can be seen that A, the empty string, is a valid member of some languages. In
our studies, we wished to avoid issues in coding results that contain A. Consequently, we
use a modified version of regular expressions that replaces the *, zero or more, operator
with the *, one or more, operator. This change, apart from excluding A as an element of any
defined language, has no other effect on the expressivity of regular expressions.

Regular languages are simple enough to be easily defined but provide sufficient flexibility
for describing the results of searches. It is for this role that regular expressions are best
known in the field of computer science. Another mechanism for specifying search results is
Boolean algebra, as used in many information retrieval and world wide web search tools.
Boolean algebra also provides an alternation (i.e., or) operator, but replaces concatenation
with a conjunction (i.e., and) operator. The repetition operator does not exist in Boolean
algebra, but a negation (i.e., not) operator is available. The use of Boolean algebra to specify
search results has been previously studied by Green et al. (1990).

Although Boolean algebra, a logical calculus for two valued systems, and regular
expressions, a restricted class of formal language, are significantly different, the common
use of an alternation operator and their application for similar roles provides a link between
them. The studies presented here can be seen as a first attempt at examining the relationship
between the skills used in the manipulation of each system. Study 3 uses performance times
to explore this similarity.

To measure performance when manipulating (e.g., creating and applying) regular
expressions, we adopted the information retrieval measures of precision, otherwise known as
accuracy, and recall, which is also called completeness. Precision and recall have been
previously used to measure performance of Boolean search specifications (Turtle, 1994). For
a search that returns a set of solutions S, where C is the complete set of possible solutions, P
the precision of the search, and hence of the search specification, is defined as:

_Isel

S| )
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In the above equation, the notation |S| is used to identify the cardinality or size of the set S
(i.e., number of members in S). Precision measures the fraction of the search results that are
accurate or correct. Recall measures the completeness of the search result and is the fraction
of the correct results with respect to the total possible results. For the same set of solutions, R
the recall of the search, is defined as:

p=1S011

C| )

Specifically, our research addresses four distinct issues. First, we explore the effects of using
different granularities for measuring precision and recall. It is possible that evaluating
results at the character level is under-sensitive since small or single character errors may not
significantly affect results. Conversely, evaluating solutions as a whole and thus at a higher
level of granularity may be overly sensitive with respect to small errors. The exploration of
multiple levels of granularity is intended to identify experimental results that can be
attributed to overly sensitive, or conversely, insensitive measures. For example, given the
string:
XXXYZZZXXXYZZXX

and the pattern xyz, the participant response, where the participant has underlined the
matches to the pattern:

XXXYZZZXXXYZZXX

has a precision of .857 at the character level (6 of 7 characters correct) and a precision of .5 at
the substring level (1 of 2 solution substrings correct). The term substring is used to indicate
that match elements are substrings of the data string. To explore the relationship between
these granularities, precision and recall values were calculated at both the character and
substring level and then compared.

Second, we investigated the relationship between precision and recall to identify the use of
specific strategies from an information retrieval perspective. We explored whether
participants used a conservative strategy to improve precision at the expense of recall, or an
aggressive strategy that improved recall at the expense of precision. For example, the
conservative omission of a suspect, but correct solution, will have no effect upon precision,
but will lower recall. We believe that regular expression use is more like natural language
use than like information retrieval and will therefore demonstrate a consistent relationship
between precision and recall that is not found when performing an information retrieval
task.

As indicated by Salvatori (1983), writing skill can be increased by improving reading skill,
but the two skills are not completely related. That is, writing and reading abilities may
increase independently, which indicates their basis in different, but related, cognitive skills.
Rouet (2006) classes reading comprehension as a restricted form of literacy that precedes the
functional literacy needed to synthesise and express (i.e., write) ideas. Thus, it is likely that
there is a relationship between pattern matching, which resembles reading in that an
existing “sentence” must be understood, and pattern creation, which, like writing, requires
the development of new sentences. We expect novice’s matching ability to be better than
their pattern creation ability in the same way that one’s reading skills develop before one’s
writing skills.
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Third, we therefore hypothesise that the incidental learning that occurs during each study
will improve reading ability for regular expressions, but not writing ability, as writing skill
develops more slowly than reading skill and requires more developed cognitive abilities
(Salvatori, 1983). That is, participants may advance to the interpreting level of the Wilkinson
Cognition Measure (Wilkinson, 1979) for expression matching, but not to the generalising
level needed for accurate pattern formation.

In previous research, Ledgard et al. (1980) explored the hypothesis that making computer
languages more like natural languages improves their ease of use, thus suggesting that the
two types of language have some similarity that permits natural language skills to be
employed when working with formal languages. However, Blackwell (2000) found that
graphical notations for regular expressions exhibited improved usability over a
conventional textual notation. Blackwell's finding indicates that, although there is a
relationship between formal and natural language, the “content” of some formal languages
(e.g., regular expressions) is better represented using other notations. On consideration of
these findings, we believe that there is significant difference in the content of formal and
natural language.

Fourth, it is known that in Boolean algebra the alternation operator is more difficult to use
than the conjunction operator (Greene et al., 1990; Vakkari, 2000). We hypothesise that this
effect will also appear in the context of regular expressions. Finding this effect would
provide evidence of similar skills being applied when using the alternation operator,
regardless of the context of use.

3. Study 1

Study 1 was our initial attempt at exploring the relationship between pattern application
and pattern creation. The study provides some preliminary evidence that the manipulation
of regular expressions is dissimilar to information retrieval.

3.1 Participants

Participants, from a diverse set of ethnic and socioeconomic backgrounds, were recruited as
volunteers from various psychology classes at a major Canadian university located in a
large metropolitan city. The final sample included 36 participants (age in years, M = 20.65,
SD = 2.23), excluding 5 surveys we omitted due to a clearly indicated lack of task
comprehension. We considered a participant as not understanding the task if he or she had
less than 3 correct responses for 20 items. All participants reported that they had no
previous programming experience, therefore mitigating any confounds introduced by prior
experience or training in formal or programming language use.

3.2 Stimuli and Procedure

Participants were given a four-part survey. In part one, participants were given 3 minutes to
study an instruction sheet that explained the formation of regular expressions. The
instruction sheet was not taken from the participants and the experimenter suggested that it
could be consulted for reference when completing the remainder of the survey.

In part two, participants were given 5 minutes to complete a pattern matching task.
Participants were instructed to underline all occurrences of a pattern in a given string of
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characters. There were 10 items in the task, each having a different pattern and string.
Figure 3 provides an example of a matching item.

Matching Pattern: bg
String: acdbggbcgbgbedccdfabagabadefbgcccfeedbbbbbgebabedgeef

Creation A sequence of ¢’s containing one f and that begins and ends with a c.
e.g., cfc, ccfe, cfec, cecfe, ccfec, cfecg, ...

Figure 3. Sample Task Items for Study One

In part three, participants were given 5 minutes to complete a pattern creation task.
Participants were presented with a written description of a search solution and asked to create
a regular expression that matched the solution. For the last 7 (i.e., more complex) items,
examples of possible matches were provided to supplement the written description. An
example of a creation task item is shown in Figure 3. The order of presentation for the
matching and creation tasks was counter-balanced, such that half of the participants received
the matching task first, and the rest received the creation task first.

In part four, participants answered a few demographic and follow-up questions. The
demographic items addressed the age and sex of the participants while the follow-up
questions examined their satisfaction with the instruction sheet and opinions on the relative
difficulty of the tasks.

The generation of precision and recall values for the matching task is accomplished by
counting the number of attempted, and the subset of correct solutions, and forming the
appropriate ratios. For the creation task, the created strings were applied to a set of arbitrarily
constructed representative strings and the precision and recall values calculated. The
representative strings were generated by the same experimenter as the data strings of the
matching task with the intent that both sets of strings contain similar character orderings and
constructions.

3.3 Results

There were three hypotheses for Study 1. First, we predicted a difference in performance based
on the granularity of recording pattern matches. Second, we hypothesised the existence of a
relationship between precision and recall measures. Third, we predicted a relationship
between pattern matching and creation abilities. Due to the number of comparisons, we
adopted a conservative significance level of a = .01 to reduce the possibility of creating a Type
I error. As well, because of the unspecified direction of some hypotheses, all reported analyses
are two-tailed.

To test the first hypothesis, the possibility of differences in performance due to granularity, we
conducted paired-samples t-tests for precision and recall scores at the character and substring
levels. Individual mean performance on character precision was significantly higher than
substring precision, #(35) = 12.82, p < .000. Character precision yielded M = 0.88 (SD = 0.08)
whereas substring precision yielded M = 0.69 (SD = 0.12). Individual mean character recall was
also significantly higher than substring recall, #(35) = 13.67, p <.000; M = 0.74, SD = 0.12, and M
= 0.59, SD = 0.14, respectively. We additionally conducted paired-samples correlations to
examine the possibility that performance at the character level is related to performance at the
substring level. For precision, character and substring performances were significantly related,
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7(35) = 0.67, p < .000. There was a corresponding finding for recall, as character and substring
performances were significantly related, r(35) = 0.89, p <.000.

The relationship between precision and recall was analysed by collapsing the data across task
and granularity, thus generating an overall mean precision and recall value for each
participant, which were significantly different; #(35) = 8.20, p < .000. Individuals' recall values
were significantly lower than their precision scores; M = 0.67 (SD = 0.13) and M = 0.79 (SD =
0.09), respectively. In addition, there was a significant positive relationship between precision
and recall; 7(35) = .75, p < .000.

To examine the relationship between pattern matching and creation, we collapsed the data
across granularity and performance measures to generate an overall mean matching and
creation value for each participant. This comparison yielded a significant difference, #(35) =
3.71, p < .001. Creation scores were significantly lower than matching scores; M = 0.67 (SD =
0.16) and M = 0.78 (SD = 0.11), respectively. Furthermore, the scores were unrelated, r(35) =
0.17,p> .01

3.4 Discussion

The correlations between the scores at the character and substring levels, for both precision
and recall, indicate that either granularity can be used to measure performance. As
expected, the values at the substring level are lower than those for the character level as a
result of the fewer number of solutions and the sensitivity of the solutions to small, single
character errors.

It was found that the recall scores of each participant are significantly lower than their
precision scores. This effect can be partially attributed to the testing instrument, as we
observed that many participants successfully identified all but one of the possible solutions for
a particular item. The effect is likely the result of simple oversight and not due to an inability
to identify a correct solution. One explanation could be that the participants experienced a
form of repetition blindness (Kanwisher, 1987) for multiple, adjacent solutions.

As precision and recall positively correlate, there is no evidence of significant variation in
individual strategy. For example, an aggressive participant could have raised all their
character level matching task recall scores to 1.0 by simply underlining the entire data
string. This strategy would significantly lower their precision score as a result of generating
many invalid solutions. The significantly lower score for recall than for precision indicates
that a conservative strategy is consistently used by participants. It is likely that participants
were conscientious in their completion of the surveys and tended to err on the side of
caution. Alternatively, it is also possible that since the participants were students in an
educational system where performance is measured using precision, they tended to focus
more on precision than on recall. The second study uses a community sample to examine
this possibility. It should be noted that the high means reported for precision and recall are a
result of the survey design. The initial task items were intentionally easy and designed to
build confidence for the purpose of improving compliance.

The consistent application of the same strategy does not match typical information retrieval
behaviour. Individuals tend to show more variation in the trade-off between precision and
recall than they did in this experiment. Thus, there is evidence that when using regular
expressions, participants are thinking about the expressions and not the information that is
being retrieved (i.e., search targets).
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Although predicted, there was no correlation between the scores for matching and creation.
Examination of the completed surveys reveals that participants had considerable difficulty
in creating expressions. Furthermore, consultation with experienced regular expression
users indicated a belief that the creation task was much more difficult than the matching
task. The number of operators used in expressions for the matching task (26) was lower than
for optimal solutions in the creation task (33). The number of alphabet symbols used in
matching task expressions (27) was also lower than for creation task expressions (44). The
significantly lower mean on the creation task than on the matching task provides support in
the belief that creation is more difficult than matching.

4. Study 2

In Study 2 we aimed to replicate the findings from Study 1, as well exploring the differences
between alternation and repetition. The survey used was a revised version of that used in
Study 1, with modifications to increase the similarity of presentation between the matching
and creation tasks.

4.1 Participants

Participants were solicited from various community locations in the same city as Study 1,
and included a manufacturing company, business office, retail outlet, athletic facilities,
restaurant, and hospital. There were a total of 64 participants in the final sample (age in
years, M = 2551, SD = 8.84) excluding 1 participant who had previous programming
experience and 3 who demonstrated a clear misunderstanding of the tasks (i.e., matching or
creation scores less than 3). Participants' educational history, ethnicity, and socioeconomic
status were diverse.

4.2 Stimuli and Procedure

In Study 2, the timing restrictions were removed and participants were given as much time
as they desired for each section. As in Study 1, the tasks were counter-balanced and
administered in the reverse order to half of the participants. The instruction sheet of Study 2
was improved in accordance with the anecdotal reports obtained from participants during
debriefing for Study 1. The primary change was the inclusion of an example suite similar to
Figure 2. Other changes included minor improvements in wording, additional instruction
on the use of parentheses and deletion of the task alphabet definition. The revisions were
intended to permit participants to attain the describing level of the Wilkinson Cognition
Model (Wilkinson, 1979).

The matching task was structured similarly to Study 1, but the creation task was modified to
be more like the matching task. Figure 4 provides an example of a Study 2 creation task
item. The modified creation task presents participants with an underlined string, where the
underlined portions represent the solutions to an applied regular expression that the
participants must generate.

Creation String:  ZzZUUXyXYzZYZXZZXXYYZYXYXZZYXZYYYYYZYZZZYYZYWYXXWUWU
Solution:

Figure 4. Study Two Creation Task Item Sample
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For both matching and creation, the first 6 items were structurally identical (i.e., the same
operators arranged in the same order) to an element of the example suite on the instruction
sheet. Moreover, both tasks used the same 6 items but with the order varying. The
remaining 4 items did not appear on the instruction sheet and can be considered as slightly
more complex. The number of operators in both tasks was identical, although the creation
task expressions had 3 more alphabet symbols.

As the participants were from a community-based sample, the recruiting procedure was
different than for Study 1. Participants were approached by a female experimenter and
asked to complete a study on pattern and language formation. The remainder of the
procedure was identical.

4.3 Results

There were 4 hypotheses for Study 2, with the first and second intended to replicate the
findings of the first study. Therefore, we hypothesised a difference in performance due to
the granularity of recording pattern matches, and a relationship between precision and
recall. Due to the improved survey, we predicted a relationship between pattern matching
and creation abilities that we did not find in Study 1. Lastly, we hypothesised a difference in
performance on alternation items and repetition items. As in Study 1, we employed a
conservative significance level of o = .01 and all reported analyses were two-tailed.

A paired-samples t-test was used to examine the possibility of differences in performance
due to granularity for both precision and recall measures. Similar to Study 1, individuals'
character precision (M = 0.86, SD = 0.10) was significantly higher than their substring
precision (M = 0.70, SD = 0.17), £(63) = 13.87, p < .000. Likewise, mean character recall (M =
0.81, SD = 0.12) was significantly higher than substring recall (M = .68, SD = 0.17), #(63) =
14.01, p < .000. Paired-sample correlations revealed significant relationships between
character and substring precision, r(63) = 0.88, p <.000, and between character and substring
recall, r(63) = 0.94, p < .000.

To examine the relationship between precision and recall, we collapsed the data across task
and granularity to generate an overall mean for each measure. A t-test resulted in significant
differences, +(63) = 5.83, p < .000. As we found in Study 1, participants' recall values were
significantly less than their precision values; M = .75 (SD = .14) and M = 0.78 (SD = .14),
respectively. The relationship between precision and recall was again significant, (63) = .94,
p < .000.

The possibility of a relationship between pattern matching and creation was investigated by
collapsing the data across granularity and performance measures to generate an overall
mean for each task. Contrary to Study 1, a t-test did not yield significant results, #(63) = 0.87,
p > .01. Also in contrast with Study 1, there was a significant relationship between matching
and creation, r(63) = 0.64, p < .000. To ensure that these findings were not due to an order
effect, a repeated measures Analysis of Variance (ANOVA) was conducted. This analysis
yielded non-significant results for the main effect of task, F(1,62) = 0.72, p > .01, and for the
interaction of the task and version; F(1,62) = 0.16, p > .01.

To assess the relationships between the tasks of pattern creation and matching and the
performance measures of recall and precision, we performed four paired-samples t-tests.
First, we paired creation precision with matching precision to examine the influence of task
on precision scores, yielding #(63) = 1.67, p > .01. Second, we paired creation recall with
matching recall, again to investigate the influence of task on recall scores, yielding #(63) =
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3.03, p < .01. Third, we paired creation precision with creation recall to examine the
influence of performance within a task, resulting in #(63) = 1.05, p > .01. Fourth, we paired
matching precision with matching recall, again to assess the influence of performance within
a task, yielding #(63) = 7.33, p < .000. Paired-sample correlations resulted in significant
relationships for all comparisons (p < .000); creation precision with matching precision r =
0.63, creation recall with matching recall, r = 0.58, creation precision and recall, r = 0.97, and
matching precision and recall, r = 0.81.

Finally, we examined the differences in performance on items containing alternation or
repetition in the creation and matching tasks. For the creation task, analysis indicated
significant differences between alternation and repetition items, #(63) = 3.09, p < .01.
Alternation items resulted in lower values than repetition items, M = 0.71 (SD = 0.33) and M
= 0.83 (SD = 0.21), respectively. We also compared alternation items with items containing
both alternation and repetition, #(61) = 0.06, p > .01. A final comparison of repetition items
with items containing both alternation and repetition revealed a significant difference, #(61)
= 3.35 p < .01. Items with both operators resulted in significantly lower values than
alternation items, M = 0.70 (SD = 0.28) and M = 0.84 (SD = 0.20).

The same pattern emerged for the matching task. Analysis identified significant differences
between alternation and repetition items, £(62) = 3.75, p < .000. Alternation resulted in
significantly lower scores, M = 0.72 (SD = 0.19), than repetition, M = 0.82 (SD = 0.18). A
comparison of alternation with items containing both repetition and alternation revealed no
significant difference, #(58) = 1.28, p > .01. Finally a comparison of repetition with items
containing both repetition and alternation resulted in significant differences, #(39) = 5.29, p <
.000. Repetition resulted in higher scores, M = 0.82 (SD = 0.17), than items containing both
operators M = 0.68 (SD = 0.19).

4.4 Discussion

The modifications to the instruction sheet changed the participants' reported satisfaction
with the instruction sheet from 44.4% (Study 1) to 70.4% (Study 2). Anecdotal reports during
debriefing indicated that the addition of an example suite was the primary cause of the
participants' increased satisfaction.

The replication of the correlation between character level and substring level measures
provides additional evidence of the exchangeability of the two scores. Future researchers
may use either scoring technique without affecting results. However, it should be noted that
the high sensitivity of substring level scores, and the associated lower mean for substring
level than for character level scores, may obscure small effects in performance.

Replication of the correlation between precision and recall strongly suggests the absence of
any significant individual strategy differences. As a community sample was used, it is
unlikely that the correlation was due to any specific occupational factor (i.e., participants
being students). Participants tend to use a conservative strategy and favour accuracy over
completeness. While strategy differences may exist, they are displayed with respect to the
amount of conservatism a specific participant employed. No evidence exists for the use of an
aggressive strategy favouring recall over precision. During debriefing, participants
indicated that they focused on the actual formation of patterns and not on the strings
identified by the patterns. Thus, there was no evidence to indicate a relationship between
regular expression use and information retrieval skills.
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There was no significant difference in the means for the matching and creation tasks, unlike
in Study 1. Consequently, when the difference in task difficulty was removed, performance
on matching was found to correlate with that of creation. This correlation is suggestive of a
common skill set being used for both tasks. The lack of an order effect also indicates the lack
of a practice effect where the first task provides practice for the second. We believe that the
lack of feedback given after the first task prevented individuals from improving their skill in
expression manipulation.

As found by Salvatori (1983), humans develop the ability to read before they develop the
ability to write and that the abilities to read and write are related but not correlated. Thus, it
is unlikely that participants’ skills when manipulating regular expressions, and hence
formal language, are related to our skills for reading and writing natural language. The
historic relationship of computer science to mathematics provides evidence of the similarity
between the two fields. Debriefing of the participants determined that they viewed regular
expressions according to their formation rules and considered them as a rule-based system,
much like formal mathematics. Consequently, computer programming and formal language
manipulation is more akin to a rule-based system than to a new and novel language. As it is
not possible to speak or hear a formal language and thereby invoke the related cognitive
abilities, there is considerable difference between programming and natural languages. This
difference, along with how formal language is taught and presented, likely leads to the
application of different cognitive skills when programming as opposed to when using
natural language.

Our findings confirm the hypothesis that alternation is more difficult than concatenation or
repetition. To ensure that the alternation operator was the cause of the effect we divided
items into three groups, those containing only the alternation operator, those containing
only the repetition operator and those containing both. The results indicate that there was a
difference between the repetition and alternation group and between the repetition and both
operator group. However, there was no difference between the alternation and both
operator group. This finding indicates that it is the presence of the alternation operator that
is responsible for the difference and not some unidentified form of operator interaction.

5. Study 3

Study 3 further explored the differences between regular and Boolean expressions, for
which it has been found that using alternation is more time consuming, and hence difficult,
than using conjunction and negation. We expected to find an analogous result and
hypothesised that matching regular expressions containing alternation is slower than for
expressions involving concatenation and repetition.

5.1 Participants

Participants were computer science students solicited at a Canadian university. A total of 32
participants (age, in years, M = 22.56, SD = 3.68) completed the study, but 2 participants
were excluded as they were unable to correctly complete more than 3 of the 20 experimental
items. The participants were predominantly male (N = 2 for females) due to the current
under-representation of females in informatics disciplines.
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5.2 Stimuli and Procedure

Participants were asked to locate solutions to a given expression in a target string.
Customised software was used to present both the expression to match and the target string
containing potential solutions. Beneath the string, a sequence of 7 buttons was provided for
participants to select the number of matches in the target (None, 1, 2, 3, 4, 5, More than 5).
Twenty expressions were presented in random order, with participants controlling when
the exposure to each item was to begin and the software measuring the time needed to
identify a solution.

During analysis, only correct solutions were used since solution times for incorrect results
were believed to be inaccurate. The 20 items were divided into 4 subsets of 5 items: (C)
concatenation only, (CR) concatenation and repetition, (CA) concatenation and alternation,
and (CAR) concatenation, alternation, and repetition.

5.3 Results

We hypothesised that, similar to the reported results for Boolean expressions, users would
take longer to correctly identify matches containing alternation operators. Table 1 shows the
mean times in seconds for correctly identifying solutions to the 5 items in each subset.

Group N Mean SD
C 147 5.31 1.30
CR 139 7.52 1.74
CA 141 8.86 2.45
CAR 126 11.96 2.96

Table 1. Descriptive Statistics for Study Three

Paired-samples t-tests were used to examine the effect that alternation had on performance.
The mean time for items containing alternation (CA and CAR) was significantly longer than
for items not containing alternation (C and CR) #(29) = 14.18, p < .000. To ensure that the
difference was not due to expression complexity, the subsets CA and CR were compared
and CA was found to have a significantly longer solution times than CR, #(29) = 6.37, p<.000.

5.4 Discussion

Our results confirm the hypothesis that alternation is more difficult than repetition or
concatenation. Item groups containing the “or” operator had a significantly higher mean
solution time than those not containing the operator. This result was also supported by the
lower scores on items containing alternation for both the matching and the creation tasks of
Study 2.

We did not compare the number of items correctly solved, as we attempted to recruit
participants who were skilled at manipulating regular expressions and who we expected to
obtain mostly correct results. Furthermore, the expressions were not overly complex so that
the majority of participants would identify correct solutions, thus causing an expected
ceiling effect.

It is not surprising that participants had more difficulty manipulating expressions with
alternation than those without the operator since it is documented that a similar
phenomenon occurs in Boolean query systems (Greene et al., 1990). While Vakkari (2000)
reports that this effect decreases with improved conceptual representation of the search task
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domain, it is also possible that the reported improvement is due to increased skill in the use
of a Boolean system. Vakkari also describes the use of alternation as a “parallel search tactic”
due to the need to simultaneously identify solutions for both elements of the construct. The
data of Green et al. (1990) supports this concept of parallelism. Participants in their
experiment took twice as long, 44.8 versus 24.4 seconds, on queries with disjunction alone as
compared to conjunction alone. Chui and Dillon (1999) suggest that this effect is the result of
a greater level in difficulty for processing disjunctive information. This explanation is
supported by Johnson-Laird (1983) who postulates that human processing of logical
syllogisms is limited in the number of alternative models that can be simultaneously
maintained in working memory. When working memory is depleted, processing will have
to be performed sequentially, increasing the time needed to solve a task. It is possible this
effect is stronger in novices, as they may use working memory less efficiently while
developing their cognitive skills.

We contend that the similarity of Boolean and regular expressions, with respect to increased
solution times for expressions containing alternation, is due to the nature of the ideas that
they are used to represent. Both can be viewed as examples of rule-based systems where the
syntax and semantics are clearly defined by a set of rules. Unlike natural language, which
can contain ambiguous, ideomatic, or metaphorical expressions, Boolean algebra and
regular languages are clearly and concisely defined by a formalised set of rules. Thus, it is
likely that we use similar cognitive skills for rule-based systems, and that these skills are
more related to our faculties for reasoning than to those for language.

6. Future Work and Conclusions

The three experiments in this chapter consistently show that the lower recall performance
on matching tasks, as a result of missed solutions for adjacent single-character substrings, is
potentially due to some form of repetition blindness (Kanwisher, 1987). Performance may
thus be affected by phenomena unrelated to participants' skill level. Future research will
explore this hypothesis by examining the locations of missed solutions relative to similar
solutions.

Pane and Myers (2000) explored the issue of pattern creation and matching in the context of
Boolean algebra. They report no difference in matching performance as a result of the
format of a test item. While the use of a textual and a diagrammatic expression format had
no effect on matching performance, it did significantly affect creation performance. Their
data suggests, on the basis of a correct versus incorrect scoring system, that creation is an
easier task than matching. Participants in their study answered 72.5% of the matching tasks
correctly and 89.5% of the creation tasks correctly, when averaged over both expression
formats. No explanation was offered for their finding. In contrast, we obtained lower
creation than matching scores in Study 1 and equivalent scores in Study 2. This apparent
discrepancy in reported findings requires further investigation.

In comparison to the findings of Greene et al. (1990), our solution times for the use of
alternation do not show as great a difference to those for expressions without alternation.
Whereas repetition requires the location of an arbitrary number of sequential solutions,
conjunction requires the location of only two solutions and is potentially faster to solve. We
intend to explore this issue in future studies.

Although the research presented here has begun a highly needed exploration of the
cognitive skills needed to manipulate regular expressions, there is still much to be done. We
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have found evidence that, contrary to expectations, the manipulation of formal language has
interesting differences to the manipulation of natural language. While the domain of
language application, such as the use of regular expressions for describing search targets,
may influence skilled users, there was no evidence of its influence on novice users. Thus,
unlike natural language, which is based on mapping terms to real-world ideas, formal
languages are likely mapped to the rules that describe and define their syntax and
semantics. It might be considered that computer programming has more in common with
other rule-based systems such as music, game-playing, and mathematics than it has to oral
and written communication.
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1. Introduction

The objective of this chapter is to present an overview of experiential design through cases
which can guide designers in understanding relations between design values, use context
concerns, and interactive potentials when designing experience-oriented interactive
installations and environments. Experiential design projects are complex affairs in which a
number of resources and concerns are brought into play in the shaping of future design
concepts For this reason, the chapter presents an experiential design schema for interactive
environments which provides designers with a tool for capturing and comparing these
concerns, as well as relating them to the scope and objectives of designing specific
experience-oriented projects.

Recent years have seen an increasing interest in experience-oriented aspects of HCI, and
research contributions have presented a range of approaches to integrating features of user
experience in interface design. Being an emergent field of study, these approaches are
however quite diverse and without a persistent formal body of knowledge. This is due to
the interrelated issues that the subject can be addressed from a number of perspectives, and
that it is continuously evolving as new technologies are being bought into use in ever-more
use domains.

This chapter presents a practice-based approach to the field of experiential design by
outlining key facets of experiential design on the basis of the author's experiences from
designing seven diverse interactive installations for knowledge propagation and marketing
in cooperation with public institutions and private companies. These key facets are
combined in the experiential design schema for interactive environments which
encompasses underlying design intentions and values, domain locations and situations,
interaction styles, content types and means of engaging users.

The case installations range in scale from walk-up-and-use single-user installations to
building-size responsive multi-user environments, and the use domains cover a spectrum
from trade shows to open, public spaces. The common denominators for the cases discussed
are a shared focus on creating engaging experiences through innovative use of interactive
technologies in collaborative design processes that involve interaction designers, domain
experts, and end users.

These cases are examined through the lens of a pragmatist perspective on experiential
design, which is outlined and discussed on the background of recent contributions to
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experience-oriented interaction design. This perspective provides a theoretical foundation
for exploring the interrelations between experience, interaction and engagement.

2. Background and related work within experience-oriented HCI

The increasing focus on experience-oriented aspects of HCI is the result of a combination of
trends: on a societal scale, researchers and consultants have been exploring the impact of the
experience economy (Pine & Gilmore, 1999) for a number of years, and companies as well as
public institutions governments are increasing their endeavours to reap the benefits of this
trend; on a technological scale, new technologies with the potential to expand and enrich user
experiences are constantly being developed, and the experience-oriented potentials of
existing technologies are being re-examined; and finally, interactive technologies are being
employed in ever-more domains that transcend the workplace, moving into public spaces,
the entertainment industry, cultural institutions, leisure activities, and not least into users'
homes. With this diversity in mind, it comes as no surprise that the research community's
response to addressing experience-oriented aspects of interactive technologies is highly
varied. Given the intrinsic complexity of the subject, Davis (2003) contends that "experiential
systems design must be radically interdisciplinary" and combine efforts and insights the
fields psychology and the arts and humanities, as well as engineering and computer science.
Three approaches to experiential design are especially relevant for the theme of this chapter,
namely those that focus on products, aesthetics, or theories of experience: First, approaches
such as those of Jordan (2000) and Norman (2004), take as their starting point the notion of
pleasurable products and their design. Product-centered approaches often have their main
focus on the features and qualities of the interface itself, that which can be described and
studied in ostensibly objective terms. A rather different approach is to take as a starting
point the notion of aesthetics and explore what constitutes an aesthetics of interaction, as do
Petersen et al. (2004), how to engage in aesthetic criticism of interfaces, as do Bertelsen and
Pold (2004) or to examine what might come from designing post- or suboptimal
technologies with special regards to aesthetic qualities, as do eg. Dunne and Raby (2001).
Yet another approach is to establish theories of experience, either by drawing on existing
theories from psychology, by radically expanding or modifying these theories, or by
defining new ones altogether. Proponents of this approach include Alben (2004), Forlizzi
and Battarbee (2004), and Forlizzi and Ford (2000). These approaches are primarily
concerned with experience as it unfolds in human-computer interaction, or in computer-
mediated human-to-human interaction.

The pragmatist perspective on experiential design presented in this chapter lends partly
from the first of these approaches with reference to the concern for designing engaging
interactive systems, partly from the second approach with regards to an interest in exploring
the aesthetic aspects of interaction. However, it is mostly aligned with the third approach
through the definition and discussion of salient aspects of experience in interaction. Within
the theory of experience approach, Forlizzi and Battarbee (2004) provide a more fine-grained
sketch of the field of experiential design by making a distinction between three ways of
modelling experiences: First, product-centered models that focus on the qualities of the interface,
such as those explored in Desmet & Hekkert’s 'Framework of Product Experience' (Desmet
& Hekkert, 2007) which examines the interrelations between aesthetic, meaningful and
emotional experiences of products. Second, user-centered models of human capabilities and
motivations such as Hassenzahl's exploration of the user-product relation (Hassenzahl,
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2003). Third, models that focus on the interaction-centered models in a systemic perspective, as
do Forlizzi and Battarbee themselves in their understanding of experience (Forlizzi &
Battarbee, 2004) as well as Petersen et al. (2004) in their call for a holistic understanding of
aesthetic interaction. The pragmatist perspective on experiential design presented here is
best characterized as an interaction-centered one. It is for this reason that I employ the term
experiential design, rather than experience design which in some instances lends the belief that
the experience itself can be designed. In contra-distinction, experiential design stresses the
notion that designers may seek to imbue interactive installations and systems with certain
experiential qualities, but that experience is ultimately a subjective encounter in which the
experiencing user is a co-creator. This is not to say that designers cannot design with the
intent of bringing about specific kinds of experience, rather it is an echo of Petersen et al's
proposition that “aesthetic is not something a priori in the world, but a potential that is
released in dialogue as we experience the world.” Thus, a reflective combination of
understandings of users, use context, and technology in the design process may result in
products and systems that invite comparable experiences among a multitude of users, their
subjective past experiences notwithstanding.

In addition to the abovementioned contributions, a research perspective that has heavily
influenced the work presented here is that of Participatory Design (eg. Greenbaum & Kyng,
1991) which stresses the importance of integrating knowledge of users and use context in
the design process. The experiences from engaging in the seven design cases has however
made clear that traditional Participatory Design, which is rooted in understanding
workplace challenges and concerns, is also challenged by the emergence of experiential
design. In particular, methods and techniques for involving users and gaining insights into
use domains conventionally employed within this tradition are in need of revision or
replacement when designers move beyond the workplace. One promising recent method for
gaining experiential insights is Gaver et al.'s Cultural Probes (Gaver et al., 1999) which are
intended to provide designers with user-centered inspiration. The experiences drawn from
designing the seven cases presented in this chapter mirror Gaver et al. who propose that
user inputs are best regarded as a one of several sources of inspiration that designers draw
upon, somewhat downplaying the importance of specific user inputs and instead
emphasizing the role of the responsible and reflective designer whose job is to coalesce a
number of experiential concerns and resources in the final design.

Moving from theoretical sources of inspiration for this paper to case-oriented ones, Bullivant
has presented the most comprehensive compilation of interactive installations and
environments in (Bullivant, 2006) which presents cases ranging from responsive building
skins through interactive rooms to artworks. There is a clear trend in interaction design to
partake in design of large-scale environments as evidenced by eg. the Urban Screens
conference (www.urbanscreens.org). On a smaller scale, conferences such as Tangible &
Embedded Interaction (www.tei-conf.org) are primarily oriented towards installation-size
interactive systems. Manovich (2006) addresses this new domain of integrating interactive
systems into environments, which he dubs augmented space. Interestingly, Manovich argues
that some of the best examples of augmented spaces, namely Cardiff's Audio Tours and
Liebeskind's Jewish Museum in Berlin, are in fact not in themselves interactive, but rather
shaped by sensitivities towards digitally augmented spaces.
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3. A pragmatist perspective on experiential design

Based on experiences from practical experiential design projects as well as extensive
literature surveys, 1 propose that pragmatism may serve as a sound foundation for
establishing a framework for addressing experiential design and highlighting key concerns
across experiential design projects. First of all, pragmatism has at its core an understanding
of the reciprocal, interactive process of experiencing, thinking and acting through situated
inquiry and experimentation (Dewey, 1910) which can shed light on the design and use of
engaging interactive environments. Second, although pragmatism emerged long before
interactive systems, it has influenced a number of fields such as aesthetics and architecture,
and several recent contributions to the field of interaction design have employed pragmatist
concepts, which means that there are a number of sources to draw upon in developing the
framework. Of particular interest here are Schoén’s studies of the reflective design process
(Schon, 1983), McCarthy and Wright's (2004) and Petersen et al’s (2004) approaches to
aesthetics of interaction, and Dalsgaard's (2008) concept of inquisitive use of interactive
systems.

Pragmatism originated in the United States around the end of the nineteenth century. The
movement was founded by Charles Sanders Peirce, William James, and later on John
Dewey. Though their works share many standpoints, they are not fully congruent, for which
reason it must be emphasized that this chapter will refer to Deweyan pragmatism.
Pragmatism is so labelled due to the primacy of practice principle, a foundational pragmatist
proposition which holds that the meaning and "truth" of concepts and ideas are to be
evaluated on the basis of their consequences and implications in practice. In this light, our
theories and conceptualizations can be thought of as tools or instruments for coping with
the world; if they help us navigate and manipulate the world they have proved themselves
in practice, although we must always be open to the possibility that they may be replaced by
better-functioning theories. Pragmatism views the world as being in flux, "brimming with
indeterminancy” (Shalin, 1986, p. 10), and it is through the ongoing efforts of our thinking
and acting in practice that we establish order in concrete situations. In this respect,
pragmatism presents a highly situated perspective on human interactions. Just as we are
situated and draw upon our repertoire of habits and experiences, so are other phenomena
around us situated, most notably other human agents, but also technologies and spaces
which have also been shaped as tools and instruments for coping with the emergent
phenomena of the world. Deweyan pragmatism has been employed to address a number of
diverse domains ranging from education and art to democracy. Given the scope of this
chapter, I will however focus on pragmatist understanding of aspects of special relevance
for developing an experiential design schema for interactive environments, namely the
closely inter-related concepts experience, interaction and engagement.

Experience

Dewey makes a clear distinction between experience, which is the constant stream of
experience of being in the world, and an experience, a discrete event that stands out on the
background of continuous experience. Distinct experiences often stand out because we
perceive of them as being either especially problematic, in that they disturb our traditional
understanding of practice, or aesthetic, arousing a sense of fulfilment. Interestingly,
problematic and aesthetic experiences are often convergent, since the process of overcoming
a problematic experience can result in an aesthetic experience. Both types of experiences are
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highly situated in practice: continuous experience because it is that which ties us to and
makes us understand our history of being and acting in the world, and distinct experiences
both because we give them special notice on the backdrop of our existing experience and
because they are related to situations we are currently facing. The notion of distinct
experience is of special concern for experiential design, in that designers within this field
often seek to bring about specific and remarkable encounters through framing and shaping
interaction.

A pragmatist understanding of experience has several implications for design: The
continuous flow of experience prompts designers to integrate interactive systems not just
into the context of physico-spatial surroundings, but also into the flow of users” experience.
The notion of aesthetic experiences prompts designerly explorations into what may
constitute such experiences for intended users, and which types of interactions may bring
them about. Furthermore, the notion of problematic experiences prompts examinations into
whether it may be preferable to present users with problematic situations (since overcoming
them may ultimately lead to aesthetic experiences), and into how to design problematic
situations which do not scare off users before they engage in interaction.

Interaction

In the broadest sense, interaction can defined as a person acting in a situation in order to
effect certain changes while drawing upon personal and and external resources. In Deweyan
pragmatism, situation is the assemblage of the user, other human agents, physico-spatial
surroundings, available technoloies, and the established socio-cultural meanings and
structures in the domain: " Situations are an intimate, interconnected functional relation
involving the inquirer and the environment." (Dewey, 1938, p. 108) In this respect,
resolution of a problematic situation involves changes in one or more of these aspects. This
occurs over the course of time, and interaction can thus be understood as a transformations
of components in the assemblage and shifts in their relations.

With specific regards to experiential design of interactive environments, a pragmatist
understanding of interaction is thus highly systemic. This implies in that designers should
address not just the immediate human-computer interaction at the interface, but the whole
situation of interaction including the experiencing person, the physical environment
(including artefacts, technologies and spaces, man-made or otherwise), socio-cultural norms
and meanings, as well as other people whose intentions and actions may influence the
situation over the course of time. A key interaction concern when designing engaging
interactive environments is to thus to simultaneously frame a situation that invites or
provokes a user to interact and to scaffold this interaction by offering access to certain
resources. These resources may be inherent in the interactive system (eg. ways of controlling
visual elements such as characters in a game), or they may take the form of computer-
mediated access to other resources (eg. offering communication with other users). Inviting
or provoking interaction is dependent on the connection between situation and the user's
experience, and an effective strategy for establishing interaction is to frame a situation which
stands out for the user as something which is problematic and needs to be resolved in order
to achieve an experience of fulfillment.

Engagement
Based in a Deweyan understanding of experience and interaction, engagement can be
understood as a focused form of interaction in which the user enters into a reciprocal
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relationship which potentially effects changes in both the user and the situation.
Engagement relies on a certain mode of experiencing the world, namely inquiry: "Inquiry is
the controlled or directed transformation of an indeterminate situation into one that is so
determinate in its constituents distinctions and relations as to convert the elements of the
original situation into a unified whole... The resolution of a problematic situation may
involve transforming the inquirer, the environment, and often both. The emphasis is on
transformation.” (Dewey, 1938, p. 108) Engagement can thus be defined as a a mutual
process in which the user in an interactive environment encounters a problematic framing of
her experience, leading to inquiry into the situation through interaction with the intended
outcome of transforming the perceived practice. This change may be understood in a very
literal sense, eg. that an agent transforms her physical surroundings, it may be relational -
eg. that new social structures are established between people in a situation - or it may
concern aspects internal to one party in the situation - eg. that an agent gains new
knowledge about the situation which transforms it from problematic to comprehensible.

The notions of inquiry and transformation as key aspects of engagement prompts designers
to consider the ways in which they can challenge users - eg. through evoking curiosity or
establishing a competition between several users - and to examine to which extent the
different parts of the situation assemblage can be altered through interaction, either literally,
relationally, or internally.

This outline of a pragmatist understanding of experience, interaction and engagement
serves as the basis for the experiential design schema for interactive environments presented
and exemplified in the following sections.

4. A experiential design schema for interactive environments

The experiential design schema can be understood as a translation of the theoretical insights
from the previous sections into an instrument that can scaffold understanding and
designing engaging interactive environments. The schema contains the following salient
aspects of experiential design ranging from tangible to conceptual concerns: Scale, domain,
users, situation, interaction input, interaction output, intentions, values, content and means of
engagement. The first aspects are very concrete, eg. it is fairly trivial to describe the scale of
an interactive installation, whereas the latter aspects, particularly intention, values, content,
and means of engagement, are more abstract, eg. it may be a considerable challenge to
define the experiential values that an interactive environment is to evoke among users. The
aspects can be understood in the following way:

e  Scale denotes the magnitude of the installation or environment. The cases presented in
this chapter range from medium-sized interactive installations to huge building-sized
environments.

¢ Domain denotes the setting in which the installation or envirnment is placed. In this
chapter, the case domains range from trade shows to public parks.

e Users denotes the number of people using or experiencing the situation, in the case
examples ranging from 1 to 1000.

¢  Situation denotes the circumstances under which people will encounter the installation
or environment. In the case examples, this spans serendipitous encounters when
walking down a main street to consciously exploring museum exhibitions.
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¢ Interaction Input denotes the ways in which users can affect or control the interaction,
in the case examples ranging from facial camera tracking to tangible interaction.

¢ Interaction Output denotes the interface response, in the case examples rangning from
audio of spoken words to image visualization using color-changing concrete.

¢ Intentions denotes the concrete purpose for creating an installation or environment. In
the cases, this ranges from grabbing bypassing people's attention to promoting
autonomous learning in museums.

e  Values denotes the experiential qualities that an installation or environment is meant to
bring about through interaction. In the cases, the experiential values range from
playfulness to conveying solemn moods.

¢  Content denotes the subject matter presented in the installation or environment, in the
cases ranging from simple opacity-changing windows to complex visualization of
electricity production and consumption.

¢ Means of Engagement denotes the mechanisms and strategies employed to promote
engagement with the installation or environment, in the cases ranging from social
engagement to presented fragmented narratives that invite puzzle-solving or
storytelling.

The experiential design schema for interactive environments may be used for several
purposes: First, it may be used to document and compare a number of projects, as will be
done in the subsequent sections of this chapter. Second, it may be employed in the design
phase in order to capture and explore the relations between salient aspects of one or more
design concepts. As stated, the latter aspects in the schema are more specifically related to
experiential qualities, for which reason they will receive the most attention in the remainder
of the chapter. When I chose also to include generic aspects of design such as size and
domain, it is because aspects captured in the schema are to be construed systemically as
parts of a whole. This implies that changes in one aspect will most likely cause ripples
throughout other aspects in the schema. Employed actively in a design process, the schema
scaffolds the crucial design competence of moving from the part to the whole and vice-
versa. In capturing key aspects of a design in a compact form, the schema furthermore
supports shared overview and communication, both among design team members, and
between designers and other stakeholders in a design project. Viewed as a whole, the
schema implies that experiential design of engaging interactive environments should entail
the following design inquiries:

¢  Determining the over-all intentions for creating the installation or environment

¢ Establishing an understanding of the physico-spatial surroundings

e  Establishing an understanding of potential users

¢ Establishing an understanding of the situation in which users encounter the installation
or environment, including the habitual structures and practices

e Determining the experiential values that the installation is intended to evoke

e Exploring the potential for interactive installations to convey the intentions and values
to users through the means of engagement available to them

Table 1 contains the experiential design schema for the seven cases of engaging interactive

environments which will be presented and discussed in more detail in the remainder of this

chapter:
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Table 1. The experiential design schema summarizes salient experiential design aspects for
the seven interactive environments cases
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5. Case presentations

The seven cases are represented in the experiential design schema in table 1. The cases have
been selected on the following grounds: they all fall into the category of experiential design;
they employ interactive technologies to bring about engaging experiences, often in
innovative ways; the author has been involved in their design and thus has access to first
hand information; and finally, they represent a broad spectrum of uses of interactive
technologies for experiential purposes, for which reason they lend tehmselves well to
comparisons as well as to establish a broad overview of the field. In the following sections,
each environment is presented in the sequence of their scale.

The author has participated in the development of all of the cases, and with the exception of
Silence and Whispers, these have been developed at in collaboration with colleagues at
CAV], the Center for Advanced Visualization and Interaction, at the University of Aarhus,
Denmark. Several of the cases have been developed in collaboration with external partners
from industry, as described in the individual case presentations.

Four of the cases, the Gum Facade, the Salling Facade, Balder's Funeral Pyre and Aarhus by
Light, have been produced and been put into use as final products; Silence and Whispers
was developed and tested at a prototype level; the Energy Table was developed as a video
prototype; the Warsaw MoMA was developed as part of a comprehensive proposal for an
architectural competition. Due to these incongruences, as well as the very diverse scope of
the installations and environments, no directly comparable evaluations have been carried
out. Rather, each environment has been evaluated on its own specific domain- and
experiential-related terms.

With the scope and aim of this chapter in mind, the presentation of each case is kept at the
length of one page; several of the cases have been treated in greater detail elsewhere, and
this is noted in the respective sections. The descriptions focus on presenting the function of
the environments as well as intentions, values and means of engagement. This is done to
provide adequate grounds for discussing and comparing experiences from the cases later
on.

5.1 The Gum Facade

The Gum Facade (also treated in Dalsgaard & Koefoed, 2008) is an installation developed
for and in collaboration with Gumlink, a large, international chewing gum research and
manufacturing company, for their booth at the world’s largest annual candy and sweets
trade show in Cologne, Germany.

The gum facade is placed along one of the exterior walls of the booth. It consists of four
screens connected to form one large display. Above the display, a camera tracks people who
approach or walk past the stand. The video feed from the camera is processed by software
that identifies faces. The images of faces of passers-by are then captured and represented
live, in the shape of orbs on the display. The orbs exist in a 3D space showered by small gum
tablets. By moving around in front of the display, users control the orbs that interact with
the showering tablets and other orbs. The purpose is to create attention and attract visitors
who may otherwise not notice the stand, and the intended use-time for the console is 30
seconds to 5 minutes.

The main intentions for creating the installation was to catch the attention of bypassing
convention visitors while providing a brief an introduction to Gumlink products and
services.
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Figure 1. The Gum Facade in use at a trade show

The use context for the installations, the sweets convention, is characterized as being
simultaneously bustling and somewhat serious and restrained: A large number of visitors
are present, however they are all there for business purposes (the convention is professional
and not open to consumers), and as such observe certain formal behaviours, both relating to
dress-codes and behaviour. The users and the use context, coupled with the Gumlink
company values, thus put certain constraints on the type of installations that would fit into
the domain, and the experiential values defined as conveying an image of a serious
company while emphasizing Gumlink’s standing as hi-tech company driven by innovation.
The means of engagement employed were fairly straightforward, namely mirroring the face
of bypassers in the spheres, providing a simple gameplay, and inviting social interaction
among passers-by. The Gum Facade was moderately successful in that it functioned quite
well technically and served well as an ornamentation of the Gumlink stand; however, few
visitors engaged in interaction, likely due to concerns about losing face in a professional
business environment.

5.2 The Salling Facade - Dynamically Transparent Windows

The Dynamically Transparent Windows is a facade installation developed for and in
collaboration with Salling, a major Danish department store. The Dynamically Transparent
Windows are installed in a 5 meter section of the main street facade of Salling and respond
to movements of people passing by. Using a camera, passers-by are tracked, and the data is
processed by a system that controls custom-built interactive windows on the facade. The
windows are fitted with electro-chromatic foil that can change from opaque to transparent
when an electric current runs through it. By using thin strips of the foil, narrow bands on the
facade change in order to reveal what is on display in the store when people walk by in a
five-by-two-meter zone outside window. The facade uses various interaction modes in order
to lure the by-passers near and make them explore the display, primarily through hiding the
displayed items until people walk by.

Arguably the simplest of the installations presented in this chapter, the main intention of the
facade is to attract the attention of potential shoppers. The main values guiding this process
is to convey a sense of finesse and cutting-edge technology to by-passers. The main means
of engagement is the element of surprise to se a window that has the until now unseen
opacity-changing property, and in a straightforward sense the mirroring of by-passers: the
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facade is opaque, but when you enter in front of it, the it 'opens up' of you by making the
strips in front of you transparent. The installation was in place at Salling for five weeks,
during which we made a number of observations. The intentional use of the installation was
quite limited, one likely reason being that the strategy of obscuring the items until display
was overwhelmed by almost every other display on the main street, which in contrast
screamed out for attention. As such, the Dynamically Transparent Windows were largely
unsuccessful when employed in the main street setting.

Figure 2. The Salling Facade - images from a prototype and from the actual installation

5.3 Balder's Funeral Pyre

Balder's Funeral Pyre (also treated in Dalsgaard & Halskov, 2006 ) is an interactive
environment designed for and in collaboration with 7th Heaven, an organization whose
objective is stimulate reading among children. The environment was custom designed for
a centre for Scandinavian children’s literature as part of a series of interactive installations
in which visitors experience settings and moods of the stories from Norse mythology. The
Balder’s Funeral Pyre installation is a 7 meter long and 1.5 meter wide corridor, in which
one of the sides is a 6 meter long and 2 meter high rear projection of fire. The fire is
digitally produced using a particle system with hundreds of bit map images of fire, which
together with 14 on/off pressure sensors in the floor enable interaction with the fire.
When no one is in the corridor, the flames glow low above the floor, but when someone
enters the corridor, a lager fire erupts where the person is standing. As the person
proceeds down the corridor, more explosions erupt near them, and eventually the person
is immersed in flames.

The main intention of the environment is to Convey the story and mood of Balder’s
funeral at sea. Balder is a god figure from Norse mythology, in which his death marks a
dramatic narrative event: Balder is killed, and this spells the beginning of the end of the
mythological world, culminating in the apocalyptic Ragnarok that lays waste to the
heavens and the earth. At his funeral, Balder’s body is placed upon a ship that is ignited
and set off to sea.

The experiential values were developed to underscore this story in collaboration with 7th
Heaven: Convey an atmosphere that instils a solemn mood to emphasize the importance
of the story and provide provide room for reflection upon what it means in the broader
context of Norse mythology. The most direct means of engagement is the concrete
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experience of being slowly immersed in flames when entering and moving through the
corridor. A more subtle means of engagement was in part shaped by 7t Heaven, who
operate with a general strategy of conveying moods and atmospheres and hinting at story
elements rather than retelling stories word by word; this is intended to encourage
children to read the stories themselves. Thus, the environment creates a link to users' pre-
existing knowledge and experiences, partly by employing the imagery and evoking the
mood of the specific story, partly through placing the installation as a passing point at the
middle of the childrens' movement through the literature center, mirroring how the story
is in the middle of the over-arching narrative of Norse mythology. The environment was
moderately successful: users responded very well to the final concept in testing, however
the final production was marred by a limited budget for which reason it was perceived as
somewhat unfinished.

Figure 3. Users explore Balder's Funeral Pyre

5.4 The Energy Table

The Energy Table (also treated in Dalsgaard & Halskov, 2006) is a video prototype
developed for The Danish Electricity Museum, a science and cultural heritage museum.
The museum hosts varying special exhibitions and a number of permanent exhibit
varying from a fully functional water plant to large Tesla coils, small experimental setups,
electrical machinery etc. The museum visitors are include school classes and private
visitors who attend lectures, follow guided tours, and explore the museum’s exhibits on
their own.

The Energy Table is a full-room environment. At the centre is a table, above which are
mounted a camera and a projector. On the table are six miniatures of power generators,
e.g. a windmill and a water power plant. Additionally, there are five to ten miniatures of
devices that correspond to full-size devices placed around the table. When visitors stand
next to a miniature power generator, they activate it, indicated by a glowing aura
projected from above. They can now use physical icons, Electricons, to create flows of
energy on the table by physically placing and moving the Electricons on the table. They
can lead energy to the miniature devices on the table, thus activating the full-size devices
in the room. The devices require different amounts of energy, and visitors can collaborate
by combining flows of energy. The various Electricons function as switches, resistance,
batteries etc., allowing for the execution of a wide variety of scenarios. The table can also



Experiential Design: Findings from Designing Engaging Interactive Environments 97

be set up for the visitors to meet certain objectives, thus acting as a board for playing
power games.

The intentions behind The Energy Table was to provide visitors with information about
natural and technological phenomena that are invisible to the naked eye, primarily energy
production and consumption, and to engage visitors in a manner which invites them to
explore exhibits on their own. For these reasons, the guiding values were to instil a sense
of playfulness and participation, and to evoke a sense of coherence between the
installation and existing museum artefacts and surroundings. The primary means of
engagement are on an installation-specific level to establish a gameplay structure for
producing and consuming energy and to foster curiosity for learning about these
phenomena, and on a social level to foster visitor-to-visitor interaction. Since The Energy
Table was not put into final production, it is not known whether or not the product will
be successful.

Figure 4. Images from The Energy Table video prototype

5.5 Silence and Whispers

Silence and Whispers (also treated in Dalsgaard, 2008) is a conceptual mixed reality
installation created in 2006 as a cross-disciplinary collaboration between four interaction
design researchers, including the author. Silence and Whispers was developed and located
on Suomenlinna, a series of islands in the Helsinki harbour entrance. Suomenlinna served as
a naval fortress and 1748 until the end of World War I, and simultaneuosly the islands
housed detention camps. Today, there is a close-knit community of inhabitant on the islands
that also serve one of the most popular public recreative area in Finland. Furthermore,
Suomenlinna hosts an open prison facility. The primary intention underlying the design of
Silence and Whispers is to collect and convey stories that reflect this multi-layered cultural
history. Near King's Gate on the southern island of Gustavssvird, faint whispers emanate
from a shadowy cave. When visitors step inside the cave, they hear audio fragments of
ominous stories and folklore from Suomenlinna. These stories, collected from resident
islanders and visitors with strong relations to Suomenlinna, tell of events and myths not
presented in official historic documentation. In addition to the audio fragments, stories and
rumours are written in chalk on the cave walls. Some written fragments retell the same
stories as the audio snippets.
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The values underlying the design were to bring about a brooding atmospehere, to evoke a
sense of respect for the history of the place, and to bring about a sense of co-participation. A
primary means of engagement is to play on curiosity through the fragmented unfolding of
narratives - the further visitors move into the darkness of the cave, the more disturbing the
stories, and in order to view the gloomiest stories, visitors can light matches to reveal them
in short glimpses. Another means of engagement is the option for visitors to contribute
themselves: Pieces of chalk are left in the cave, and visitors can write down their own
stories. In this way, the installation evolves and expands over time as old stories are erased
or washed away and new ones are added to the cave walls. It was planned but not
implemented to include an audio input option for visitors to tell their own stories, which
would then also be fragmented and spread throughout the caves. As an experiential
prototype, Silence and Whispers was relatively successful, in that users responded very well
to the atmosphere and means of engagement inherent in the environment; we are currently
exploring the possibility of realizing the final concept in a different setting.

Figure 5. Visitors explore Silence and Whispers

5.6 Aarhus by Light

Aarhus by Light was an interactive facade developed by CAVI for Concert Hall Aarhus,
Denmark, in use in February and March 2008. The interactive facade consists of 180 m2 LED
displays which are highly transparent and can be arranged in 2x2 meter sections. The
displays form an organic shape that becomes part of the distinct architecture of the concert
hall. Luminous creatures live in the facade on the backdrop of an ever-transforming skyline
that mirrors Aarhus. On the path towards the concert hall, a number of sensors capture the
movements of passers-by and transform them to silhouettes on the facade. In this way, users
can contact and play with the luminous creatures, eg. they may push them around or wave
to them, and the creatures may respond by kicking or waving back. The tracking and
animation software has been programmed from the ground up for the occasion by CAVI in
C++. MaxMSP/Jitter was used extensively during prototyping of interaction and tracking.
The character animation (done by animation company Wall of Pixels) as well as the Skyline
was made in Flash.

The intention behind Aarhus by Light was to alter the perception of Concert Hall Aarhus
(which has traditionally appealed to either children or middle-aged and old people,
demographic groups which the concert hall seeks to expand) and the park surrounding it
(primarily used as a transit zone in the city rather than a place for resting and relaxing), as
well as to experiment with the newly developed LED displays. The intended values were to
promote playfulness and participation, which was primarily addressed through the
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possibility of interacting with the luminous creatures in the facade. In continuation of this,
the means of engagement were the gameplay potentials and the social interaction in the
interaction zones. Furthermore, the mirroring of users as large silhouettes on the facade
served as a prominent and straightforward means of engagement. Aarhus by Light was very
successful in several respects: almost all visitors interacted with it, and a large majority
enjoyed it, it generated a lot of attention and press of benefit for the involved stakeholders,
and finally it served as a fruitful research experiment both with regards to technical and
user-oriented concerns.

Figure 6. Aarhus by Light in use at Concert Hall Aarhus

5.7 The Warsaw Museum of Modern Art

This concept (also treated in Dalsgaard et al., 2008), which contains three interactive
elements, was developed by CAVI as part of a complete proposal for an architectural
competition for a new modern art museum (MoMA) in Warsaw, Poland developed by
BIG (Bjarke Ingels Group), a Danish architectural firm.

The interactive components of the museum all make use of thermo-chromatic concrete
(TCC), a material which has the property of enabling a concrete facade to become a
display in its own right. Simply put, this is a type of concrete that slowly changes color as
it is heated, and through controlling heating elements the building itself can act as a
display. Three concepts were developed for the use of TCC in the Warsaw MoMA: 1)
Visualization of exhibited artwork on ceilings and floors, 2) traces on ceilings and floors of
visitors' movements throughout the museum, and 3) schematic vsualizations on walls of
visitor data and statistics. The concepts are illustrated in figure 7:

The intentions for the conceps were to examine the properties of TCC to create a seamless
yet innovative and outstanding integration of interactive systems to visualize exhibition
contents and to guide visitors through the traces which would indicate the most popular
exhibitions as well as 'hidden treasures'. The main values guiding this process was to
present subtle transformations of the building though the use of TCC to alter the
perception of architecture, and ultimately to convey the feeling of a living and mutable
museum building responding to what goes on inside of it in terms of exhibitions and
visitor actions. Due to the size and number of potential users, the means of engagement
were primarily non-participative in the form of immersion and intrigue, although visitors
would also see their movements as traces in the building (as per concept 2).
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Figure 7. TCC used in three way in the Warsaw Museum of Modern Art

The BIG/CAVI proposal entered the final round of selections for the MoMA competition,
but ultimately another proposal was selected; the TCC concept is however being refined in
collaboration between CAVI and BIG. For this reason the environment may be considered a
moderate success, however on the basis of the information available at the present time, it is
not possible to determine how well the final product would be received.

6. Findings from designing engaging interactive environments

Some design disciplines are well-established, for which reason it is possible to observe and
extract successful patterns for design. Examples of this include Alexander's pattern
language of architecture (Alexander, 1977), or the Alexander-inspired patterns for interface
accumulated by Tidwell (2005). Since this field of experiential design of interactive
environments is emergent, such endeavours are in all probability premature within this
field. In some instances, this is because the phenomena you wish to study as a researcher are
not yet present, for which reason you have to engage in design projects to create them; eg.
Aarhus by Light sprang from a research agenda of studying how social interaction and the
perception of public places might be affected or transformed by media facades, a
phenomenon which did not become observable until the environment was designed and put
into use in practice. In other instances, it is because access to interesting aspects of cutting-
edge environments and installations are not accessible to researchers due to designers'
disinterest in divulging their trade secrets. The seven design cases are markedly diverse and
as such they do not lend themselves to direct comparative evaluation. Rather, they offer a
background for analyzing and discussing general experiences from engaging in in-situ
design experiments carried out to explore the field of experiential design. In doing so, I shall
focus on issues of success and failure, interrelations between values and intentions, place-
specific concerns, and means of engagement. These discussions are summarized in a series
of general experiential design considerations in the conclusion.

6.1 Success and failure of experiential interactive environments

Evaluating the success and failure of the installations is no mean feat: first, they are intended
for different domains and situations; second, they are not all final products and as such not
directly comparable; third, it is not always straightforward to define success and failure of
experiential environments. With regards to final products, Aarhus by Light was without a
doubt the most successful. It was a hit with users, it achieved the objectives and intentions
posed in advance and delivered on the intended experiential values, and finally it served as
a rich source for research insights. However, it may be more interesting to look at the Salling
Facade, the least successful of the cases. The installation was thoroughly tested technically,
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and the prototype was user-tested in other settings, including a stand at a technology
convention, before being deployed in the main street setting. Nevertheless, in situ
observations coupled with analysis of recorded video revealed that it did not meet the
intention of grabbing the attention of by-passers, and very few people would stop to interact
with it. This finding led our attention to the general behaviour of by-passers on the main
street, and studies of their behaviour revealed that very few people would actually stop to
study what was presented in regular window displays. Even though not very many people
interacted with the installation, it did likely generate a bit more interest than a non-
interactive window display. In this manner, the project can be seen as quite successful in
terms of generating research insights, although unsuccessful in practice. The relative failure
of the Salling Facade however also led us to compare it to the success of Aarhus by Light:
the main street offers people a great number of inputs, many of which appear quite similar
the Salling Facade at first glance, whereas Aarhus by Light was immediately recognizable to
people, both because of the scale and because it stood out on the backdrop of people's past
experiences. As a means for stimulating immediate interest, this indicates that installations
and environments should stand out, but in a recognizable way. This points to the highly
situated nature of experiential design: determining the failure and success of installations
and environments is done in practice, and there can be a number of influential factors which
may not be known in advance.

6.2 Working with intentions and values

A distinctive feature of the process of developing the seven cases was the work that went
into integrating intentions and values into the design process. Intentions and values were in
most cases identified in the early stages of a project, often in collaboration with other
stakeholders and based on studies of the use domain and situation. This was done to
establish guiding tenets for design decisions. The process of designing Balder's Funeral Pyre
sheds light on how this can take place in practice. Based on the nature of the myth of Balder
and discussions with stakeholders from 7th Heaven, we sought to convey emotional
qualities and a sense of slowness, which guided the design toward a subtle interaction with
very simple content, the fire. During the design process, a more complex visualization, with
dissolving imagery from Norse mythology, was discussed as an alternative that would
stimulate children to play with the fire. A number of user tests of prototypes were carried
with children in order to evaluate use patterns and the impact and impression of the
installation. These tests made it clear that the more complex visualization would encourage
playful interaction from visitors, whereas the simple version would result in a relatively
passive and reflective usage. The established values of instilling a solemn mood and making
room for reflection consequently made it clear that we should opt for the simple version of
the installation. In the case that several stakeholders are involved in a project, it can be
particularly valuable to take the effort to define the intentions and values, first because this
establishes a common ground in between the stakeholders, and second because it empowers
designers with foundation for making design moves and decisions without constantly
seeking the consent of other stakeholders.

This being said, it is often a challenge to determine values that are specific enough to form a
foundation for making informed design decisions. One strategy that worked well in several
projects was to include anti-values in design discussions, ie. statements that reflect the
opposite of the intended values for the installations. Altough we have not worked with anti-
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values in a systematic way, retrospective analyses indicate shared anti-values were
formulated and referred to throughout many of the design processes. One example of an
anti-value can be found in the case of Balder’s Funeral Pyre, in which we deliberately
steered clear of the anti-value “Spirited playfulness” since it would likely conflict with the
solemn and reflective values that we aimed for.

6.3 Place-specific concerns

Based on the insights from evaluating failures and successes of the environments and using
values as design guidelines, it is evident that an understanding of the place in which an
environment or installation is located is essential. Drawing on geographer Yi-Fu Tuan
(1997), Harrison and Dourish (1996) define place as follows: "... a place is a space which is
invested with understandings of behavioral appropriateness, cultural expectations, and so
forth."

In a pragmatist understanding, place may be construed as the assembly of shared socio-
cultural meanings attributed to a space and the situations which habitually play out in it.
The notion of places in combination with technology is thus of particular interest to
interaction designers, for these are the materials which may be formed through design.
Places and technologies embedded in them play a twofold role in that at the same time as
they are framing and shaping our experience, they also provide means to transforming it
since they scaffold our knowing and doing. Spaces and technologies also carry with them
past histories and potential future trajectories since they are crystallizations of prior practice
and contain latent possibilities for future events.

This makes it clear that the designer's understanding of place is of great importance for the
outcome of experiential design of interactive environments. It can be argued that the relative
failure of the Salling Facade, and to a certain extent of the Gum Facade, are due to a lack of
understanding of the place-specific practices into which they were placed. In contrast, much
effort went into examining the place into which Aarhus by Light was located with respect to
architecture as well as to the understandings and practices associated with the concert hall
and the park surrounding it. This expands both the role and responsibility of the interaction
designer beyond the immediate interface to encompass the whole situation, '"the
assemblage of the user, other human agents, physico-spatial surroundings, available
technoloies, and the established socio-cultural meanings and structures in the domain" as
presented in section 3.

6.4 Means of engagement

The consequences of this expansion of the designer's role entail increased demands, but they
also offer new possibilities and open up the design space. One area of experiential design in
which this is the case is with regards to means of engagement. In some of the cases, the
means of engagement pertain to aspects of interaction design which may be regarded as
traditional, eg. establishing a suitably challenging gameplay through the design of interface
and content in the case of the Energy Table. In other cases, however, the means of
engagement are about framing situations which include further aspects of the situation, eg.
in the case of Aarhus by Light, an important means of engagement is social interaction, in
the sense that exploring the environment is often inspired by and done in collaboration with
others.
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The means of engagement presented in this chapter only scratch the surface of what is
possible within experiential design of interactive environments. Designers may look for
further examples both within interaction design, eg. Dalsgaard (2008) who presents a
number of strategies for promoting inquisitive use of installations, and the Digital
Experience blog (www.digitalexperience.dk) which is a repository for hundreds of
inspiring experiential design projects, or within other disciplines such as architecture, film-
making and education, eg. Arnone (2004) who presents numerous strategies for fostering
curiosity in learning situations.

Proper means of engagement are also closely related to the scale and content of the
environment or installation. A general trend in the cases described here is that there is an
inverse relation between the scale and number of users and the complexity of the content:
The larger the environment and the higher the number of users, the lower the potential
complexity of the installation. This may change as the field evolves and interaction
designers explore and develop new modes of interaction and content dissemination. The
complexity of the content is of course also related to the situation and the potential time of
interaction, eg. it would make little sense to convey complex information in the Salling
Facade case, since many by-passers are only briefly exposed to the installation.

7. Conclusions and future work

The interest in exploring and developing experience-oriented aspects of HCI is growing,
and numerous approaches and perspectives on the field are emerging.

This chapter has aimed at providing an practice-based overview of one part of the field,
namely the design of engaging interactive environments, based on insights from
participation in and evaluations of concrete design projects. This participation in concrete
projects has allowed for insights into not only the function of the designed environments,
but also into their becoming.

The central component of the chapter is the experiential design schema for interactive
environments, which comprises the following key concerns: scale, domain, users, duration,
situation, input, output, intentions, values, content, and means of engagement. The schema
can be used analytically to gain an overview of the field, and to focus on interrelations
between key concerns. It can also be used in the design process, both as a source of
inspiration using the cases presented, to capture and relate aspects of the concrete design
process, or to compare multiple avenues for design.

The components of the design schema are based on a pragmatist perspective on experiential
design. This perspective stresses the situated and reciprocal processes of experiencing,
thinking and acting, and presents a framework for understanding the relations between
experience and interaction through engaged inquiry.

The experiential design schema has served as the common ground for presenting and
discussing seven cases spanning a wide range of interactive environments design. Although
these cases represent but a minor fraction of the field, the findings from them offer informed
insights into some of the main issues facing interaction designers venturing into this field.
As is evident from the discussions of the cases, a well-substantiated theoretical approach
combined with practice-based experiences is no guarantee for creating successful designs,
and there are still many open questions beckoning examination by thoughtful design
researchers. On the basis of the cases, there are however a number of key considerations to
take into account when designing engaging interactive environments:
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o  Designing with the entire interaction situation in mind: Interaction unfolds in a
situation that encompasses the experiencing agent, other agents, the physical
environment, socio-cultural structures, and technologies; all of these interrelated
aspects affect the experience of interaction and can be leveraged to present occasions
for specific experiences to occur.

e  Establishing connections between past, present and future experience: Distinct
experiences occur on the backdrop of existing histories of experience, and establishing
connections between disctinct and continuous experience is a key concern.

o Tapping into the meaning of place: Installations and environments are often brought
into places that carry with them well-established consensual meanings and practices
which the designer should bring into the design process, whether the objective is to
establish a fit into the place or to stand out.

o Integrating values into design: Integrating discussions and definitions of intentions and
values can guide experiential design from early phases throughout the process -
consider which ways of doing so are suitable.

o Utilizing means of engagement beyond the interface: A number of strategies may be
used to encourage inquiry among users; consider both those situated at the interface
and those beyond, and whether they may be combined.

e  Employing curiosity and occasions for social interaction and reciprocal change as
motivational dynamics: Of particular success for inviting inquiry and interaction seem
to be the arousal of curiosity, the potential for social interaction, and the experience of
reciprocal change in which both the experiencer and the situation are transformed. All
of these may be brought about through a wide array of strategies.
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1. Introduction

Research results from the past several years indicate significant influence of human-
computer interaction (HCI) on computer system development, which, combined with
technological development, enabled their application in almost every branch of human
activity (Jacob et al., 2007). HCI can be defined as “a field of study related to design,
evaluation and implementation of interactive computer systems used by humans, which
also includes research of the main phenomena that surround it” (Dix et al., 1998).
Multidisciplinary nature of human-computer interaction requires contribution from
different science disciplines, especially from computer science, cognitive psychology, social
and organizational psychology, ergonomics and human factors, computer-aided design and
engineering, artificial intelligence, linguistics, philosophy, sociology and anthropology.
Main goal of HCI is to improve interaction between the user and the computer in order to
make computers more user friendly and designed systems more usable. Understanding
physical, intellectual and personal differences between potential users defines the level of
understanding and fulfilling user needs. Regarding different human perceptual, cognitive
and motor abilities can lead to universally usable interface development. In HCI, knowledge
of the capabilities and hitations of the human operator is used for the design of systems,
software, tasks, tools, environments, and organizations. The purpose is generally to improve
productivity while providing a safe, comfortable and satisfying experience for the operator
(Helander et al., 1997).

In this Chapter, we have presented some new research results on HCI methodologies. An
extension of cognitive model for HCI - XUAN/t, based on decomposition of user dialogue
into elementary actions (GOMS) is described. Using this model, descriptions of elementary
(sensor, cognitive and motor) actions performed by user and system are introduced
sequentially, as they will happen.

In order to evaluate user performance in interaction with interface, based on the described
model and psychometric concepts, we have developed software CASE tool for testing
sensomotor abilities of user in human-computer interaction. Software CASE tool arranges
tests into test groups for psychosensomotor and memory capabilities. Test construction is
based on recognition of activities in user-computer interaction, prominent user
characteristics and the measurement method of individual production results. Taking into
account different aspects of user profiles confronts us with the challenges of physical,
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cognitive, perceptual, personal and cultural differences between users. Test concept allows
program-led testing of the target group and precisely quantifies user performance. Every
experimental result is just a piece of a mosaic in the human performance in interaction with
information systems based on computers. User test results are persistently stored in a
database and available for further statistical analysis. Case study is carried out using
XUAN/t interaction model and supporting CASE tool with group of 234 users and the
numerical results verifying the proposed model are presented in the Chapter.

The main research goal was suitability verification of different HCI techniques for special
user groups. In this study we have obtained an efficient tool for making user profiles. The
software tool enables graphical interpretation of the results, calculation of different
statistical parameters, visual analyses of the tested groups averaged results and easy
creation of the user profiles.

The Chapter is organized as follows. After short introduction, second section gives an
overview of research results in the area of HCI related to our work. Our extension of the
existing XUAN interaction model - XUAN/t model is described in third section while forth
section explains details of testing methodology according to proposed model. The
description of the software CASE tool we have developed in order to support the proposed
model as well as description of several characteristic tests are given in fifth section. Obtained
results of the case study we have carried out are given in sixth section, while the last,
seventh section concludes the Chapter.

2. Related work

The most important element in HCI is user interface (UI). User articulates his requests to the
system via dialogue with the interface. Interface is the point at which human-computer
interaction occurs. Physical interaction with end user is provided using hardware (input and
output devices) and software interaction interface elements. User interface, as an interaction
medium of the system, represents “software component of the application which transforms
user actions into one or more requests to the functional application component, and which
provides the user with feedback about the results of its actions” (Myers & Rosson, 1992).
Key concepts of graphic interfaces are based on the WIMP metaphor, which includes key
elements of the interface: Window, Icon, Menu and Pointer.
The importance of user interface and human-computer interactions was noticed in the late
1970ties. In 1982 this caused a development of an independent research group, which, in
1992, had formed HCI as a special discipline (Dix et al., 1998).
The subject of HCI research is human being and everything related to human being: work,
environment and technology. Classification of HCI methodologies was made based on the
method by which end user is incorporated into system development (Brown, 1997):
o User centered development - provides system development FOR the user based on
feedback information from the user during the entire process of system development.
o System development WITH users - development of user participation which
promotes system development in user environment (manufacturing facilities,
offices, etc.) rather than within software companies.
o System development based on taking the user into account - this approach uses cognitive
modeling of end users in order to understand user behavior in a certain situation
and why one system is better than the other.
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Cognitive modeling provides a description of user in interaction with the computer system;
it provides a model of user’s knowledge, understanding, intentions and mental processing.
Description level differ from technique to technique and ranges from high-level goals and
results regarding thinking about a problem all the way to the level of motor activities of the
user such as pressing a key on a keyboard or a mouse click. Research of these techniques is
done by psychologists, as well as computer science specialists.

Alternative cognitive abilities model, based on cortical functions, is also known as

“simultaneous and successive syntheses model” (Das et al., 1975). In both information

processing ways, simultaneous as well as successive way, the memorizing processes are

integration core enabling functioning of the whole integration (including perception and
cognitive processes).

Classification of cognitive models is based on whether the focus is on the user and its task,

or on transformation of the task into interaction language (Dix et al., 1998):

e  Hierarchical presentation of user’s tasks and goals (GOMS);
¢ Linguistic and grammar levels;
¢ Models of physical level.

GOMS (Goals, Operators, Methods and Selection) (Kieras & Arbor, 1988) model consists of the

following elements:

e Goals - are results of user’s task and they describe what the user is trying to
accomplish.

e Operators - are basic actions which the user must take while working with a computer
system. Operators can act on a system (pressing a key) or on the mental state of the user
(reading a message). Detail level of the operators is flexible and it varies based on the
task, on the user and on the designer.

e Methods - are step sequences which need to be performed in order to reach a given
goal. A step in the method consists of operators.

e Selection rules - provide prediction on which method will be used in reaching a given
goal in case there are different methods to reach the goal.

Models of the physical level relate to human motor skills and describe user’s goals that are

realizable in a short time period. An example is KLM model (Keystroke-Level Model) (Card et

al., 1980) used for determining user’s performance with a given interface. In this mode, the
task of accomplishing a goal is given in two stages:
o Task acquisition, during which user makes a mental picture of how to reach a given
goal, and
o Task execution using the system.

Task acquisition closely connects KLM with GOMS level that gives an overview of the tasks

for a given goal. KLM decomposes the phase of task performance into five different physical

operators (pressing a key on a keyboard, pressing a mouse button, moving a cursor to a

desired position, moving a hand from keyboard to mouse and reverse, and drawing lines

using a mouse), one mental operator (mental preparation of user for physical action) and
one system response operator (user can ignore this operator unless he is required to wait for
system response). Each operator is given a time period for its action. By summing these time
periods we get estimated time for completion of those tasks for a given goal. Precision of the

KLM model depends on the experience of the designer, because he is required to make a

realistic decision about the abilities of end user. Obviously, the development of high quality

user interface is impossible without cognitive modeling and techniques.
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Interaction models are descriptions of user inputs, application actions and obtained outputs.
The models are based on formalisms, which ensure their implementation within interface
development tools.

One of the oldest and most general interaction models is PIE model (Dix et al., 1998), which
describes user inputs (from keyboard or mouse) and output to user (on a screen or a
printer).

User Action Notification (UAN) model (Harrison & Duke, 1995) was developed by system
designers in order to understand the complexity of interactions with regard to the system,
rather than the user. UAN model efficiently describes (and identifies) four elements of
interaction in a way understandable to all participants in software development. Also, it
does not differentiate between text and graphic interfaces, thus supporting each interaction
technique. A drawback of this model is its approach to interactions by regarding the system
only, without taking into account the other participant, the human being. This problem was
overcome in the XUAN (eXtended User Action Notification) model (Gray et al., 1994), which
equally treats both the system and the user. XUAN model treats the user and the system in
terms of their visible, in case of the user articulated, internal actions. The advantage of
XUAN model is that it includes human mental action. Its drawback is excluding the state of
the interface, which can lead to its inconsistency.

3. Extension of XUAN Interaction Model

In order to evaluate user performance as realistically as possible, we have extend the
mentioned interaction models (UAN, XUAN). Our extended model - called XUAN/t
(eXtended User Action Notification per Time) treats equally the complexity of interactions, both
from the system and from the user. The proposed model is given in table form (Fig. 1), that
is divided into two parts. The first part of the table contains two rows in which descriptions
of the user’s mental or sensory as well as articulated or motor activities are given. The
second part of the table contains three rows in which interface descriptions (visible actions
and interface conditions) and internal system actions (core) are given. Separation arrow
dividing these two parts represents a point at which human-computer interaction occurs,
and it also represents a time scale. Activities are also presented graphically on the time scale.
Graphic presentation also provides visual interpretation of position, order and duration of
each activity.

With the aim to efficiently estimate the number of actions and time duration of the entire
task, a complex dialogue is decomposed into elementary actions using GOMS model.
Descriptions of elementary actions by the user and by the system are entered sequentially in
order of occurrence. The time needed for completion of each activity is given. Estimated
time is determined by summing the times required for individual activities. In this way, the
proposed model provides interpretation of action descriptions with empirical variables,
which can be evaluated.

In XUAN/t model, time component is based on the duration of individual elementary
actions; it is limited by given events as reference points. The user initiates these events, but
they occur in the system. The system can register them precisely in order to determine the
beginning and the end of each activity. The model is intuitive and it can be easily supported
with available software tools.
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Figure 1. XUAN/t model of a click-on-a-program-field of the user interface

4. Testing Cognitive Characteristics Using XUAN/t Model

Understanding physical, intellectual and personal differences between potential users defines
the level of understanding and fulfilling user needs. Regarding different human perceptual,
cognitive and motoric abilities can lead to universally usable interface development. Taking
into account different aspects of user profiles confronts us with the challenges of physical,
cognitive, perceptual, personal and cultural differences between users.

A lot of tasks from everyday work are tightly bound to perception, so designers should be
aware of the boundaries of human perception (Ware, 2001). The eyesight is especially
important because the speed of human reaction depends on various visual stimuli, such as
the time to accommodate to a very bright or very dim light, ability to recognize the
appropriate part of a context, determine the speed or route of the moving point, etc. Visual
sense reacts differently to different colors depending on spectral boundaries and color
sensibility. The other senses, like these of hearing and touch, are also important.

The working environment can neither be ignored. Well-designed working environment
increases user satisfaction, increases the speed of achieving the goal and reduces the number
of errors. There is plenty of working environment aspects that should be taken into account
such as: luminance level, albedo reduction, balance of light and glint, noise and vibrations,
temperature, air flow and humidity, and the equipment temperature. Even the most elegant
screen design loses its preference in noisy, dark and conglomerate environment. Such
environment does not only reduce the working speed and increases errors, but also
discourages even the most motivated users.

The classical methods of experimental psychology are under the constant development in
order to cope with complicated cognitive tasks, specific to human interaction, on one side,
and to computers on the other.
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The reliable and valid results of the interface performance rating can be achieved by
observing the user efficiency through the repetitive assignment of similar tasks in similar
environment conditions.
The most important prerequisite to design an efficient interactive system is understanding
of the user’s cognitive and perceptual abilities (Wickens & Hollands, 2004; Ashcraft, 2001;
Goldstein, 2002). Modern computer systems are based on human ability to fast interpret
affection of sense organs and respond with a sequence of complex actions. In the short time
intervals, (measured in milliseconds), users perceive changes on their screens and react
adequately. The Ergonomics Abstracts journal (Ergonomics Abstracts journal, 2007) has
published the classification of human cognitive process: short and working memory; long
and semantic memory; problem resolution and reflection; decision and risk estimation;
linguistic communication and understanding; search, pictures, and sensor memory and
learning, skill development, knowledge acquisition and concept creation. That reference also
specifies a set of factors which qualify users’ perceptual and motoric performance: awaking
and vigilance; weariness and the lack of sleep; sensor load (mentally); awareness of the
results and loopback information; monotony and boredom; sense limits; healthy food and
diet; fear, nervousness, mood, emotion; drugs, smoking and alcohol and physical rhythms.
According to the mentioned recommendations, we perform evaluation of user’s cognitive
characteristics by using specific tests designed for evaluation of certain characteristics and
obtaining the user profile. Test construction is based on recognition of activities in user-
computer interaction, prominent user characteristics and the method of measurement of
individual production results. There are several steps during user-computer interaction,
which we grouped into sensory, cognitive and motor activities.
Within sensory activities, we isolated the processes in which human being is gaining
knowledge about phenomena and events around him such as:

e Impact of physical and chemical processes from the environment on human senses;

e Initiation of certain physiological processes in nerve cells of the sensory organs;

e  Transmission of nerve excitation by neurons to the primary sensor zone in cortex,

e Initiation of a psychological response, which enables the human to become aware

of the stimuli, which acted on the sensory organ.

In order to articulate his demands, user utilizes certain interaction elements of user interface
(hardware and software), which enable his physical interaction with the computer. In
physical interaction with hardware device, user makes a voluntary activity, which is
coordinated with visual senses (from the primary sensory zone) and kinesthetic senses
(from the motor cortex). Kinesthetic senses provide muscle coordination and development
of skills for performing different complex movements while working.
Based on the described model and psychometric concepts, we developed software CASE
tool for evaluation of human cognitive characteristics in interaction with the computer
(Djordjevié¢ & Rancié, 2007).

5. Developed Software CASE Tool

In order to support new XUAN/t model, we have developed MS Access based software
CASE tool that provides input of user identification data as well as user characteristics (Fig.
2). Using that tool, it is possible to determine the test list, and define general and particular
test conditions.
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USER DESCRIPTION |
USER [ El
Name | Computer education ? [ =]
Age | Games (Chess, Puzzle, lij
Master Mind...) .
Education | -]
el | =] Sport, fitnes? | _]
Occupation [ ] Lefthand-Righthand? [ Kl
OTHER CHARACTERISTICS
Height | 0 em Weight 0 kg
START EXIT

Figure 2. User description input form

In order to test all users under the same conditions it is necessary to define general
conditions (screen resolution, mouse speed, etc.) and determine particular conditions of the
micro surrounding (noise, light, temperature, etc.). During testing, tests are given in
predetermined order with time limits. Testing depends on the choice of tests given on the
list. Test groups related to perceiving, information processing and motor activities include
tests of memory, sensory and psychomotor abilities.

5.1. Sensory Ability Tests

Cognitive processes, which represent response to specific stimulation, are represented using
visual-information processing model (Atkinson & Shiffrin, 1968). According to that model,
available information comes to special user’s sensory register and remains in it about one
second. Physical characteristics of the stimulation are determined at this level. After that,
information is erased from the register (has been forgotten) or transferred into the user’s
short-time memory. At this level, some information has been lost, while the rest (along with
information from user’s long-time memory) has influence on user response. The goal of
sensory ability tests (perception) is to determine reaction times of users to visual (TP1) and
audio (TP2) stimuli. User’s abilities in domains of seeing, hearing and kinesthetic senses are
tested. The test lasts 20 seconds, during which time user is stimulated with series of
stochastic visual and auditory stimuli. User’s task is to react as quickly as possible by
pressing a certain key (LIGHT-OFF, RINGER-OFF), confirming registration of the tested
stimuli. The CASE tool registers time lapse between giving the stimuli and user’s response,
as an evaluation parameter.

5.2. Psychomotor Tests

In order to articulate his demands, user utilizes certain interaction elements of user interface
(hardware and software), enabling his physical interaction with the computer. In physical
interaction with hardware device, user makes a voluntary activity, which is coordinated
with visual senses (from the primary sensory zone) and kinesthetic senses (from the motor
cortex). Kinesthetic senses provide muscle coordination and development of skills for
performing different complex movements while working. The goal of psychomotor tests is
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to determine the precision in coordination, object manipulation, psychomotor orientation,
reaction time, manipulation aptness and the ability of making visual-motor guesses. First
group of tests (PM), so called “CLICK-A-FIELD”, is aimed to probing psychomotor
orientation, visual-motor guessing ability and coordinated manipulation of user-computer
interaction tools, coordination of individual senses and body parts. Tests last 20 seconds,
and user’s task is to click a field (1x1 ¢cm), which cyclically, using random coordinate
generator, appears on the screen. During the test, the software on-line continually registers
times related to certain events (PRESS-MOUSE-BUTTON, RELEASE-MOUSE-BUTTON)
and connects them in database with the user and the test. After the event, RELEASE-
MOUSE-BUTTON field is erased from the screen and it appears at a new randomly
generated coordinates.

In order to determine the influence of different factors on user’s psychomotor characteristics
we developed four different tests. The goals of these tests are the same, however: PM1 field
on the interface is darker shade of gray than the background; PM2 field is highlighted red
on the interface; in PM3 test the field is 1x3 cm on the interface; in PM4 test after RELEASE-
MOUSE-BUTTON event a beep sound is given in order to provide audio stimuli.

Figure 3. Test PM5 - “DRAG-ME” test

In order to determine precision and ability of fast, easy, correct and coordinated
manipulation of visual objects with interaction technique of dragging objects on the screen,
we have developed PMS5 test (called “DRAG-ME”) (Fig. 3). Test lasts 20 seconds, and user’s
task is to click on a red rectangular object on the screen and drag it into a rectangular
window with red borders. After each attempt the object on the screen appears at a different
randomly generated coordinates. The software on-line registers successful attempts.

5.3. Memory Tests

Memory is information-process structure composed from three components: sensory, short-
time and long-time memory (Sperling, 1963). All memory components are necessary for
successful information memorizing. Memory subsystem for sensory information deals with
sensory representation of visual or audio event, which stimulates user sense during very
short period. User’s short-time memory represents activity center in information processing
system with limited capacity. In this zone, information comes from both sensory as well as
user’s long-time memory subsystem (Sperling, 1963). Information in long-time memory is
persistent with potentially unlimited capacity. Crucial characteristic of long-time memory is
that information, which is memorized, may differ from the original information because of
the user’s experience as well as other information influence.
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The length of successfully reproduced serles | 4

4873

lzet's @zk i bo searocuce the enbre series sLocessfuly:

Figure 4. Test TM1: Memory test

The main goal of memory tests (TM1) is to investigate memory span through the ability of
immediate reproduction of a series of elements after only one viewing of the series. This test
is not time limited, it lasts until the first unsuccessful reproduction is made (Fig. 4). User can
see, in a certain time interval, series of randomly generated numerical signs of given length.
Presentation time of the series is proportional to the length of series. User’s task is to
reproduce the entire series successfully. This step is repeated with each series one sign
longer.

We have also developed two more tests with the same scenario as TM1 tests, with a certain
difference: in TM2 tests, generated series are composed using letter signs only, while in TM3
tests, the series are composed using alphanumeric signs. The software CASE tool registers
the longest length of successfully reproduced series as a memory span parameter.

6. Case Study

In order to acquire HCI ability information from different user groups, we have performed
special tests on group of 234 users. The group includes n1=116 male and n2=118 female
users. We have performed statistical analysis on obtained results in average reaction time on
visual as well as audio stimuli in order to discover statistically significant difference
between different user groups. For statistically significant difference estimation we used
Student’s t-test (Spiegel, 1992), which is based on average reaction time difference between
two independent user groups (with limitation that n1+n2 should be greater than 60).

re acﬁolr}verage reaction time (sec) male and female to
time (sec) visual stimuli (TP 1)

0.7 1 0,593617022

016 0,3“002423

0,5

0,3
0,2

0,1
0

group
female male

Figure 5. Average reaction time for male and female group in sensory ability tests (visual
stimuli)
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Hypothesis acceptance condition was that average reaction time difference between two
independent user groups is significantly greater than standard average response time
difference error. The standard average response time difference error for our test was
0.089419 sec. Obtained Student’s t-value can be interpreted using Student’s tables for limit t-
values for chosen level of freedom nl1+n2-2 (=232 in our case) and significant level (p=0.01,
which means 99% of confidence).

In case of visual stimuli (TP1), obtained Student’s t-value t=0.79 is less then limit value
t=2.58, which means that there is no statistically significant difference between male and
female users (Fig. 5). The difference is consequence of random variance, the samples belongs
to the same basic set.

reaction Average (sec)
time (sec)
1,55 1,51374
1,5
1,45
1,4
1,35
1,3
1,25 -
1,2 -

1,15 1 group
female male

1,28926

Figure 6. Average reaction time for male and female group in psychomotor ability tests
(psychomotor orientation)

But, in the case of psychomotor orientation tests (PM), average response time was 1.51374
sec for male and 1.28926 sec for female users. Obtained t-value t=2.06 is greater than limit
value t=1.96, which means (with 95% confidence, p<0.05) that there is statistically significant
difference between male and female users (Fig. 6).

reaction Average (sec)
time (sec)

1.6 1,39104
1,4 -
1,2 -

1 4
0,8 -
0,6 -
0,4 -
0,2 -

0

1,0613333

ests
PM 1 PM 2

Figure 7. Average time in psychomotor tests with small and significant contrast difference in
button color
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Nevertheless, in case of psychomotor orientation tests with small (PM1) as well as
significant (PM2) contrast difference in button color, average response time for entire testing
population (both male and female users) was 1.39104 for PM1 tests and 1.06133 sec for PM2
tests. Since obtained t-value t=3.9567 is greater than limit value t=2.58, which means (with
99% confidence) it follows that there is statistically significant difference in response time
between cases with small and significant contrast difference in button color (Fig. 7).

length

8 - 7,322

/ 5,88
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5 L .

4 |
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0 |

test

™1 ™2

Figure 8. Average length of randomly generated signs sequence in memory tests

For the memory tests we used randomly generated numbers with average length of 7.322
numerical signs (for TM1 test) and randomly generated signs with average length of 5.88
letter signs (for TM2 test) (Fig. 8). Obtained t-value t=4.79 is greater than limit value t=2.58,
which means (with 99% confidence) that there is statistically significant difference in
average length of repeated sequence for numbers and letter signs.

7. Conclusion

Understanding physical, intellectual and personal differences between potential users
defines the level of understanding and fulfilling user needs. Regarding different human
perceptual, cognitive and motor abilities can lead to universally usable interface
development. Taking into account different aspects of user profiles confronts us with the
challenges of physical, cognitive, perceptual, personal and cultural differences between
users. In order to evaluate user performance in interaction with interface, we extend the
concepts of existing XUAN interaction model. Extended model is named XUAN/t and
extension is related to the equal treatment of interaction complexity both from the system
and user. Based on the described model and psychometric concepts we have developed
software CASE tool for testing cognitive as well as psychomotor abilities of user in human-
computer interaction. Test concept allows program-led testing of the target group and
precisely quantifies user performance.
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Figure 9. Graphical interpretation of user profile for smokers and nonsmokers

The developed software is efficient tool for making user profiles (smokers and nonsmokers,
for example - Fig. 9). The software CASE tool enables graphical interpretation of the results,
plenty of statistical calculations (Fig. 10), visual analyses of the tested groups averaged
results and easy creation of user profiles.
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Figure 10. Set of the software CASE tool statistical calculations

In order to verify the extended interaction model (XUAN/t) as well as the developed
software CASE tool, we have carried out case study for acquiring HCI ability information
from different user groups. For this purpose, we have performed special tests on group of
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234 users (116 male and 118 female users). Using our software tool, we have performed
statistical analysis on obtained results in average reaction time on visual as well as audio
stimuli in order to discover statistically significant difference between different user groups.
Differentiation of tested users is utilized to determine compatibility of individual interaction
models with given target groups. Qualitative analysis of obtained results provides
recommendations for individual interface parts design suitable for the target group.

A future work should be based on extension of a set of user characteristics which qualify
perceptual and motoric performance, as well as a set of tests using different interaction
techniques. In that way we will obtain better software tool for reliable user groups profiling,
enabling software designers to develop much suitable user interface for the chosen target

group.
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Audio Interfaces for Improved Accessibility
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1. Introduction

According to the World Health Organization the number of people with visual impairments
worldwide in 2002 was in excess of 161 million, of whom about 37 million were blind
(Resnikoff et al., 2004). Although the visually impaired population is not uniformly distributed
over the world, estimates for the developed countries, including the United States of America
and European Union countries, go up to more than 20 million visually impaired people. Even
if considering only the numbers for the developed countries, there are large numbers of
population being prevented to fully access, depending on the severity of their visual
impairment, today’s software applications, which are mostly based on visual interaction.

The limitations to the visually impaired population caused by this reliance on visual
interaction are felt both on the input and output ends of the interaction spectrum.
Considering the use of visual output modalities, the limitations can range from total content
inaccessibility felt by blind users, to minor limitations that are still detrimental to the user
experience. These include small font sizes that make it hard to read, colour selections
disregarding the problem of the colour blind population, and other presentation related
issues. Input modalities are also extremely reliant on visual interaction. Although even the
blind population is capable of using the traditional keyboard, pointing devices, like the
mouse, are unusable by people with serious visual limitations, which hinder their
perception of the pointer representation on screen.

In order to improve accessibility, alternative modalities must be considered. Audio
interaction is the most promising alternative to visual interaction for visually impaired
users, as the recommendations toward using screen readers and voice recognition software
show (W3C, 2008; Sutton, 2002). It can be used alone for users with severe visual
impairments who won't benefit from any kind of visual representation, or it can be used as a
complementary or redundant modality for visual interaction, assuming greater or lesser
relevance in accordance to the visual impairment level of the user population.

This chapter reflects on how audio interaction can improve interface accessibility, and
shows its usefulness by describing the development of an audio based interface for Digital
Talking Book (DTB) listening. DTBs are primarily targeted at blind and vision impaired
users, but their development under the Universal Accessibility (Stephanidis & Savidis, 2001)
umbrella can extend their usage to settings where sighted users operate in constrained
environments that restrict visual interaction.

The chapter begins with a short summary of the issues pertaining to DTB presentation. This
is relevant since a DTB player will be the application used to illustrate how audio interaction
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can increase interface accessibility. This is followed in section 3 by a study comparing the
use of auditory icons, earcons and speech in an audio only interface for a DTB player. The
different techniques are evaluated according to the identification errors made, and
subjective measures of understandability, intrusiveness, and likability. Section 4 presents the
recommendations resulting from this study.

These recommendations are then accounted for during the development of a DTB player for
two platforms: a desktop and a PDA. Section 5 will present the development of the DTB
player for both platforms. The DTB player uses audio feedback to support non visual
interaction. Books are recorded in audio streams which are played back to the user. The
audio streams are synchronized with the books textual content allowing for visual
presentation if required and supporting a set of additional features, which include improved
navigation mechanisms and annotations support. Navigation possibilities are offered
through the table of contents, and user defined bookmarks. The DTB player interface also
supports annotation reading and creation. Audio annotations can be created using the
devices” audio recording features. In visual operation, multimedia annotations consisting of
images and videos can also be created and visualized.

For visually impaired users, and for visually constraining environments, it is necessary to
rely on audio based awareness raising mechanisms. These are integrated into the interface to
alert to the presence of navigation elements and existing annotations. The two versions
presented in section 5 are visual based, but are introduced to lay the ground for the audio
only version presented in section 6, which makes use of the recommendations from section 4
for presentation, and introduces pointer less based interaction, allowing blind users to
control the application with a reduced number of keys.

Finally, section 7 presents the conclusions.

2. Digital Talking Book Presentation

Digital recordings of book narrations synchronized with their textual counterpart allow for
the development of DTBs, supporting advanced navigation and searching capabilities, with
the potential to improve the book reading experience for visually impaired users. By
introducing the possibility to present, using different output media, the different elements
comprising a book (text, tables, and images) we reach the notion of Rich Digital Book
(Carrigo et al., 2006). These books, in addition to presenting visually or audibly the book’s
textual content, also present the other elements, and offer support for creating and reading
annotations.

Current DTB players do not explore all the possibilities that the DTB format offers. The more
advanced players are executed on PC platforms, and require visual interaction for all but the
most basic operations, behaving like screen readers, and defeating the purpose to serve
blind users (Duarte & Carrico, 2005).

The DTB format, possessing similarities with HTML, has, nevertheless, some advantages
from an application building perspective. The most important one is the complete
separation of document structure from presentation. Presentation is completely handled by
the player, and absent from the digital book document. Navigation wise, the user should be
able to move freely inside the book, and access its content at a fine level of detail. The table
of contents should also be navigable. One major difference between a DTB player and a
HTML browser is the support offered for annotating content. Mechanisms to prevent the
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reader becoming lost inside the book, and to raise awareness to the presence of annotations
and other elements, like images, are also needed.

To solve these problems in an audio only environment (speech recognition plus auditory
display) we have tested several approaches. Concerning the auditory display, playback of
pre-recorded books may be complemented by three other solutions: pre-recorded speech
cues, auditory icons (Gaver, 1986) and earcons (Blattner et al., 1989). These solutions are
used to convey context information and navigational cues, and their comparison is
presented in the following section.

3. A Study of Audio Presentation Techniques in Rich Digital Talking Books

DTBs are capable of presenting their contents either on screen or through speech, recorded
or synthesized. Besides the main content presentation, other book elements also have to be
presented when working in an audio only environment. This means that the table of
contents and the annotations must have an audio representation also. If an annotation is a
voice annotation this is straightforward. If it is a text annotation, its content can be
reproduced using a speech synthesizer.

However, in an audio only environment, not only content has to be transmitted, but the
entire narration context has to be available in an audible format, thus enabling the listener to
form an accurate image of the surrounding elements. For this to be possible the listener
must be aware of annotations and images present in the book, as well as be able to know
what is her/his position in the book whenever desired.

To understand how to better transmit this information to the listener, we evaluated three
techniques for improving the listener awareness to the different DTB elements: speech,
auditory icons and earcons.

Using speech for transmitting context information is perhaps the easiest of the three
approaches, involving just the selection and recording or synthesis of the words to employ.
While for certain applications this may not be a trivial task, in the DTB context, where the
elements are well identified, it is an uncomplicated one. Speech can also be expected to be
the technique where the message meaning is most easily understandable by the listener.
However, the use of speech can have disadvantages also. Since the book’s content is being
narrated, there will be two audio tracks presenting information in the same manner. If the
presented messages are long they can disrupt the reading experience, become too intrusive,
or even make it harder to listen to the main content if both tracks are played back
simultaneously (Petrie et al., 1998). Furthermore, for voice messages to be understood, the
listener must know the language in which the messages are spoken.

Auditory icons have been defined by Gaver (Gaver, 1997) as “Everyday sounds mapped to
computer events by analogy with everyday sound-producing events”. Due to this nature, auditory
icons share with voice commands the ease of understanding, if enough care is put into the
auditory icons selection, ensuring appropriate and intuitive mappings between the sounds
and what they represent in the interface. However, there may be cases where it may be
difficult, and even impossible, to find a sound to map to abstract interface events or
components (Brewster, 2002). In the DTB domain, certain concepts are abstract enough to
make it harder to find an everyday sound to map to, e.g. the beginning of a chapter.

Earcons are “abstract, synthetic tones that can be used in structured combinations to create auditory
messages” (Brewster, 1994). They can be used in the situations where there are no intuitive
sound to represent an interface’s event. This gives them the advantage of being able to
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represent any event or interaction with the interface. They are based on an abstract mapping
between a music-like sound and the interface events, which means that, at least initially,
they have to be explicitly learned.

There are four types of earcons (Blattner et al., 1989): one-element, compound, hierarchical
and transformational, allowing them to be used in every situation, and even giving them the
flexibility to be concatenated, in a process similar to building sentences out of words
(Brewster, 1994). Guidelines on how to build earcons are also available (Brewster et al.,
1995), identifying timbre, rhythm, pitch and register as sound characteristics that can be
used to effectively differentiate one earcon from the others.

3.1 Experimental Setting

In order to understand what solutions are more appropriate for the different DTB elements,

and how they can be used, an experiment was set up, evaluating the use of the three

different techniques, in a purely audio version of the DTB interface. To better focus on this
goal we conducted a Wizard of Oz evaluation, with just the features required for an audio
environment.

Four elements, essential for contextual awareness, were the subject of evaluation: beginning

of a new chapter, current chapter number, presence of an annotation and presence of an

image. A pre-recorded narration of the book “O Senhor Ventura” by a professional narrator
was used in the experiment. Four excerpts of the narration, each making use of different
audio feedback techniques, were prepared:

1. The first excerpt, six minutes and 39 seconds long, consisted of four chapters. Chapter
beginnings, the presence of annotations, and the presence of images were signaled with
earcons. The current chapter number was transmitted by speech recordings. When
listening to the chapter number, the book’s narration was paused.

2. The second excerpt, seven minutes and 38 seconds long, consisted of three chapters.
Chapter beginnings were announced by a speech recording of the chapter number.
Speech was also used to signal the presence of images and annotations. User requests
for chapter numbers were answered with earcons, with no interruption of the book’s
narration.

3. The third excerpt, six minutes and 36 seconds long, consisted of three chapters. Chapter
beginnings were announced with an earcon. Auditory icons signaled the presence of
images and annotations. Speech recordings were used to transmit the chapter number,
without pausing the book’s narration.

4. The fourth and last excerpt, six minutes and three seconds long, consisted of three
chapters. All feedback was given using earcons. The chapter number announcements
paused the book’s narration.

The speech used consisted of pre-recordings of the words “annotation”, “image”, and of the

chapter numbers. Each chapter number was recorded on its own, meaning that there were

no composition of recordings of individual numerals.

Auditory icons were used to signal the presence of images and annotations. For the image

signal, the sound a photographic camera shutter closing was employed. The sound’s

duration was 600 milliseconds. For annotations, the sound of a typewriter was used. This
sound’s duration was 3 seconds and 50 milliseconds. This last sound was larger than the
first because it was expected to be more difficult to recognize.
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Earcons were designed to signal chapter beginnings, presence of images and annotations,
and chapter numbers. Figure 1 presents the earcons used in the evaluation procedure. To
promote ease of identification, each earcon is designed according to the earcon design
guidelines (Brewster et al., 1995). Different timbres are employed: chapter beginnings -
marimba; images - synth bass; annotations - trombone; numerals 1 to 4 - acoustic piano;
numerals 5 to 9 - organ; and numeral 0 - tubular bells. The earcons for chapter numbers
were divided into three groups corresponding to numerals 1 to 4, numerals 5 to 9 and the
numeral zero. The numerals 1 to 4 are played with the same timbre, each numeral consisting
of one more note than the previous, played in an ascendant scale. The numerals 5 to 9 are
played with another timbre, following the same principles, but with each note played in a
descendant scale. The numeral zero is played with yet another timbre. Numbers above 9
were composed with sequential presentation of the individual numerals (e.g. the number 15
is presented by playing the numeral 1 followed by the numeral 5). The interval used
between numerals when composing numbers was 400 milliseconds.
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Figure 1. Earcons: Beginning of chapter, presence of image and annotation, and three
examples of numeral used for chapter numbers

3.2 Experimental Procedure

Seven participants aged between 21 and 26, one female and six males, undertook the
experiment. The experiment was a within-participants factorial design with two
independent variables. The first independent variable was the type of auditory feedback
technique used. The second variable defined how the current chapter number was
presented: with or without interruption of the main narration. Dependent variables were the
number of correct identifications of book elements, and subjective measures of
understandability, intrusiveness and satisfaction. The main hypothesis was that varying the
type of auditory feedback used would lead to different levels of understandability,
intrusiveness and satisfaction.

The experiment began with the presentation phase, where the participants were introduced
to the different auditory feedback techniques. In this phase the participants were asked to
recognize the sounds used as auditory icons, and to associate them with one of the features
of the DTB player. This was followed by the presentation of the different earcons, repeated
as many times as wished. When the participants felt comfortable with the earcons, these
were played back twice in a different order, to test the recall rate. The construction of
numbers from the numeral earcons was then explained to the participants. The participants
were then asked to identify twelve numbers represented by earcons. This phase ended with
the replay of earcons used for beginning of chapter, images and annotations.
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The testing phase consisted in the presentation of the four book excerpts. During the
excerpts presentation, participants were allowed to use three commands: pause and play,
for controlling playback (no forward or backward movement was allowed) and another
command to inquire the current reading position. The participants were asked to perform
two tasks during excerpt presentation: one task consisted in keeping count of the number of
annotations (or images - this varied from excerpt to excerpt) in that excerpt; the second task
consisted in identifying, for all occurrences of images (or annotations), the current chapter
number, writing it down and delivering it to the test coordinator, immediately after
recognizing the audio cue. After each excerpt, the participants answered a questionnaire,
rating the techniques used in the excerpt in terms of their understandability, intrusiveness,
and satisfaction. Rating scales ranged from zero to nine, with zero meaning it was hard to
understand the sound’s meaning, the sound was very intrusive, and unpleasant. Nine
corresponded to a sound with an easily identifiable meaning, not intrusive, and pleasant to
listen to.

3.3 Results

The preparation phase allowed for the individual evaluation of the auditory icons and
earcons, while their use as part of an application was evaluated during the next phase.

The auditory icons were correctly identified by all the participants. The sound of the camera
shutter closing was associated with the image element by all participants. The typewriter
sound was associated with the annotation element by six participants. The other participant
associated the sound with the image element.

The three earcons for chapter beginning, images and annotations, presented twice to each
participant, were correctly identified by just three participants. One participant was not able
to correctly interpret the chapter beginning and annotations earcons in the first round,
exchanging their meanings. Two participants exchanged the meanings of the annotations
and images earcons in both rounds of presentation. The other participant exchanged the
meanings of the beginning of chapter and images earcons in both rounds. No clear
misinterpretation pattern was identified. It is possible that all these misinterpretations are
due to the participants not having heard the earcons enough times to correctly recall them.
The twelve number earcons for the number identification task represented the numbers 62,
8,17, 2, 46, 93, 2, 30, 11, 54, 66, 9. Four were single digit numbers, six were composed by
earcons of different timbres, and two by earcons of the same timbre. Three participants
correctly identified all numbers (the same participants that had correctly identified all the
earcons previously). Two participants incorrectly identified two numbers, and the other two
participants incorrectly identified five numbers. The fourteen errors, out of the 84 numbers
played, can be divided in the following categories: wrong count of notes in a numeral (e.g.
identifying a three when a two as played) - 8; wrong association of timbre to numeral (e.g.
identifying a two when a six was played) - 3; wrong interpretation of the pause between
two notes (e.g. identifying a two when an eleven was played) - 3.The total percentage of
correctly identified numbers was 83.3%.

3.3.1 Testing Phase Results

The four excerpts of the book played back to the seven participants contained a total of 385
fixed audio cues divided in the following way: 210 in the form of earcons, 84 in the form of
auditory icons and 91 in the form of spoken messages. We will use this number of fixed
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audio cues as the corpus for comparison between the different techniques. To arrive at the
total number of audio cues, the number of times the chapter number was requested would
have to be added.

When considering the identification of audio cues, we expected that both speech and
auditory icons would be identified correctly every time. This was indeed the case, with all
participants identifying correctly all the elements when presented with these two
techniques. When the elements were presented by earcons, the recognition rate lowered to
89.05%., corresponding to a total of 23 misinterpreted earcons over the 7 experiments. The
percentages of incorrect interpretations by book element were as follows: 15.71% for the
beginning of chapter earcon, 14.29% for the presence of images earcon, and 2.86% for the
presence of annotations earcon. This might lead to believe that the beginning of chapter
earcon and the presence of images earcons can be misinterpreted one for the other. We can
further detail the analysis by looking at how the participants were interpreting the earcons.
All the incorrectly identified presence of images earcons were mistaken for presence of
annotations, and 72.73% of the beginning of chapter earcons were mistaken for presence of
annotations (18.18% were mistaken for numerals and 9.09% for presence of images earcons).
These results reveal that the beginning of chapter and the presence of images earcons are
not being mistaken one for the other, but are being interpreted as presence of annotations
earcons. This is somewhat surprising, since the presence of annotations earcon was correctly
identified 97.14% of the times it was played.

The next results report the subjective measures obtained from the questionnaires. The first
measure, understandability, can be expected to have a similar outcome to the identification
results presented above. Thus, we expected higher values of understandability for speech
and auditory icons than for earcons. Figure 2 presents the average understandability for the
four elements, by type of audio cue used.
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Figure 2. Understandability of the different auditory cues used

To determine if the differences shown are statistically significant two t-tests (one for the
beginning of chapter and chapter numbers auditory cues) and two ANOVA tests (one for
the presence of images and other for the presence of annotations) were carried out. The t-test
comparing the beginning of chapter results found a significant increase (t(19) = 3.55, p <
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0.01) in understandability when speech was used instead of earcons. The t-test comparing
the results for chapter numbers between earcons and speech also revealed a significant
increase in understandability (t(26) = 3.03, p < 0.01). The ANOVA for the presence of image
cues between earcons, speech and auditory icons was also found to be significant (F(2, 18) =
40.98, p < 0.001). Post hoc Tukey HSD tests found earcons to have significant lower
understandability than speech (HSD = 11.31, p < 0.01) and auditory icons (HSD = 10.85, p <
0.01), and no difference between speech and auditory icons. The ANOVA for the presence of
annotations understandability when using earcons, speech and auditory icons was also
significant (F(2, 18) = 10.47, p < 0.001). Once again, post hoc Tukey HSD test showed that
earcons had significant lower understandability than speech (HSD = 6.00, p < 0.01) and
auditory icons (HSD = 5.10, p < 0.01). No significant difference was found between speech
and auditory icons.

Figure 3 presents the average results for the intrusion rating of the three auditory cues
employed (higher values mean less intrusive sounds). Once again, two t-tests and two
ANOVA tests were performed to determine if the differences are statistically significant. The
t-tests for the beginning of chapter and chapter number comparisons did not identify any
significant results. The ANOVA for the intrusiveness when presenting images comparing
earcons, speech and auditory icons found a significant difference (F(2, 18) = 4.01, p < 0.05).
Post hoc Tukey HSD tests however did not find significant results between any pair of
results. t-tests with the Bonferroni adjustment found that earcons were significantly more
intrusive than auditory icons for signaling the presence of an image (t(12) = 3.62, p < 0.05).
The ANOVA test for the presentation of annotations with earcons, speech and auditory
icons found a statistically significant difference. The post hoc Tukey HSD tests identified
once again that earcons were more intrusive than auditory icons (HSD = 4.56, p < 0.05).
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Figure 3. Intrusion of the different auditory cues used. Higher values correspond to less
intrusive sounds

Figure 4 presents the average results for the satisfaction rating. The same t-tests and
ANOVA tests were applied. The t-test for the beginning of chapter feedback revealed that
participants found speech more pleasurable than the earcons (t(19) = 3.28, p < 0.01). Chapter
numbers presented with speech were also found to be significantly more pleasurable than
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with earcons (t(26) = 2.71, p < 0.05). The ANOVA test for the presentation of image presence
with earcons, speech and auditory icons found a significant difference (F(2, 18) = 36.06, p <
0.001). Post hoc Tukey HSD confirms that participants found earcons to be significantly less
pleasurable than speech (HSD = 8.65, p < 0.01) and auditory icons (HSD = 11.54, p < 0.01).
The corresponding ANOVA test for annotation presence signaling with earcons, speech and
auditory icons also found a significant difference (F(2, 18) = 13.67, p < 0.001). Post hoc Tukey
HSD tests once again confirmed that earcons were found to be significantly less pleasurable
than speech (HSD = 5.43, p < 0.01) and auditory icons (HSD =7.06, p < 0.01).

|uEarc:-1 mYoize U Aucilay sor

1 1 1 1
Czginning of Chaptar Iraas Anroiat :s Chaper boarkar

Figure 4. Satisfaction with the different auditory cues used

The effect of interrupting the narration of the main content when presenting the current
chapter number on the subjective ratings was also studied. However no significant results
were found for understandability, intrusion and satisfaction ratings, which points to the
important factor for these ratings being the type of audio feedback technique employed.

4. Audio Design Recommendations

The results presented in the previous section indicate that auditory icons and spoken
messages should be preferred to earcons in the design of audio DTB players’ interfaces.
Earcons proved to be more prone to identification errors, and accordingly, test participants
found them less suited to transmit the correct meaning. In addition, the results also show
that participants found earcons the least pleasurable of all the evaluated techniques. When
considering the intrusion results, earcons and speech achieve comparable results, but both
techniques were considered significantly more intrusive than auditory icons.

Observations made during the experiments support these results. It was common amongst
test participants to need more time to identify the meaning of a sound when presented with
earcons. This is supported by the number of times most participants requested a pause in
excerpts which made use of earcons to signal the presence of images or annotations,
compared to other excerpts. Another evidence was the request for chapter numbers when
they were presented using earcons in comparison with other techniques. Although some
participants did the request just for confirmation (the correct number was already written
down) it nevertheless shows that participants felt less secure with the earcons.
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When comparing test performance on the first and last excerpts, which were the ones which
relied most in earcons, all measures evolved positively with the exception of the
understandability of the earcon for signaling the presence of an image (average of the
answers dropped slightly from 5.43 to 5.29) and the intrusiveness for chapter beginnings,
presence of images and annotations. The greatest evolutions were felt in the
understandability and likability of the presence of annotations and chapter numbers
earcons. This may imply that with more time to familiarize with the earcons used, the
measures could continue to evolve positively. However, one cannot be sure until further
tests confirm this hypothesis.

For applications sharing the characteristics of a DTB player, we recommend the use of
auditory icons and speech. As the events needing audio feedback might not occur
frequently in this kind of applications, earcons are at a disadvantage, since it will be harder
to memorize and associate their sound with an event, due to the mentioned low frequency
of events. The events comprehension should also require the least amount of cognitive effort
by the listener, since listening to the book content is the primary task. This is another factor
that impacts negatively the use of earcons. We also suggest that auditory icons should be
used whenever possible, due to normally being of shorter duration than speech messages.
This means smaller interruptions of the book content narration. Another advantage of
auditory icons is the fact that they are more universal than any language that may be used,
thus requiring less effort for interface development. For the situations where it is difficult to
find an auditory icon, then speech can be used to good effect.

5. Visually Enabled Versions of the Rich Book Player

Although ultimately targeting blind users, other visually impaired users can still benefit
from the visual component present in the Rich Book Player. Additionally, under Universal
Accessibility concerns, the visual component may or may not be used, depending on the
context, but the application operation should not be impacted by its presence or absence. As
such, the next sections will present two versions of the Rich Book Player, with both visual
and audio components. First, a brief overview of a desktop version will be introduced.
After, a mobile version will be more thoroughly explained, since that version is the basis for
the audio only version.

5.1 The Desktop Rich Book Player

By combining the possibilities offered by multimodal interaction and interface adaptability
we have developed the Rich Book Player, an adaptive multimodal Digital Talking Book
player (Duarte & Carrico, 2006) for desktop PCs. This player can present book content
visually and audibly, in an independent or synchronized fashion. The audio presentation
can be based on previously recorded narrations or on synthesized speech. The player also
supports user annotations, and the presentation of accompanying media, like other sounds
and images. In addition to keyboard and mouse inputs, speech recognition is also
supported. Due to the adaptive nature of the player, the use of each modality can be enabled
or disabled during the reading experience.

Figure 5 shows the visual interface of the Rich Book Player. All the main presentation
components are visible in the figure: the book’s main content, the table of contents, the figures’
panel and the annotations’ panel. Their arrangement (size and position) can be changed by the
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reader, or as a result of the player’s adaptation. The other visual component, not present in
figure 5, is the search panel. Highlights are used in the main content to indicate the presence of
annotated text and of text referencing images. The table of contents, figures and the
annotations panels can be shown or hidden. This decision can be taken by the user and by the
system, with the system behavior adapting to the user behavior through its adaptation
mechanisms. Whenever there is a figure or an annotation to present and the corresponding
panel is hidden, the system may choose to present it immediately or may choose to warn the
user to its presence. The warnings are done in both visual and audio modalities.
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Figure 5. The Rich Book Player’s interface. The center window presents the book’s main
content. On the top left is the table of contents. On the bottom left is the annotations panel.
On the right is the figures panel. The content being presented in the player is the article “The
Dexter Hypermedia Reference Model”, by Halasz and Schwartz

All the visual interaction components have a corresponding audio interaction element, with
one exception. Since the speech recognizer currently used in the player does not support
free speech recognition, annotations have to be entered by means of a keyboard. All the
other commands can be given using either the visual elements or speech commands.

5.2 The Mobile Rich Book Player

The mobile version of the Rich Book Player was developed with three main goals in mind: 1)
Allow for an anytime, anywhere entertaining and pleasant reading experience; 2) Retain as
much as possible of the features available in the desktop version; 3) Support a similar look
and feel and foster coherence between both applications.

To achieve these goals, architectural and interaction changes had to be made with regard to
the desktop version. The two major limitations of the mobile platform are the limited screen
size and processing power.

5.2.1 Main Components Display

Figure 5 displays the main components of the Rich Book Player: main content, table of
contents, annotations and images windows. On the desktop version it is possible to display
all the components simultaneously and users can find the arrangement that best suits them.
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Due to the much smaller screen size of the mobile device it is impossible to follow the same
approach.

Figure 6 presents the main content view of the mobile version of the Rich Book Player. The
four main areas of interaction can be seen in the figure. On the top, three tabs allow for the
selection of the current view. The left tab opens the content view (figure 6, left). The tab
header is used to display the current chapter number, which, in this way, is quickly
available to the user. The middle tab displays the annotations view. This is the view used to
read previously entered annotations and write new ones. The right tab is the images view
(figure 6, right). In this tab users can see the images that are part of the book, together with
their title and caption. All these contents, book text, annotations and images are displayed in
the biggest of the interaction areas. Bellow this area is a toolbar which displays the
commands to control book playback, navigation, and other features. The final interaction
area is the menu bar located at the bottom of the screen. Besides being used to present the
menu, the menu bar is also used to display command buttons whenever necessary.
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Figure 6. The mobile Rich Book Player. Main content view on the left and images view on
the right

Of the four main components of the desktop version, three of them were already mentioned
and although they cannot be displayed simultaneously as in the desktop version, they all
can be displayed on their own view. The component not yet mentioned is the table of
contents. This component has been downgraded to a menu entry and retained just one of its
functions. In the desktop version, the table of contents was used to display the current
chapter being read, by highlighting its entry, and as a navigation mechanism, allowing users
to jump to a particular chapter by selecting its entry. In the mobile version, only the
navigation function was retained. The current chapter feedback is now provided as the
header of the main content tab.

5.2.2 Annotation Creation and Display

Creating annotations is a two stage process. The user must first select the text to be
annotated and only after that enter the annotation. The text selection process is done by
selecting the text in the main content view with the stylus and then pressing the create
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annotation button (the rightmost button in the toolbar). This takes the user to the
annotations view in create annotation mode (figure 7, left).

In the annotations view, the user is still able to see the selected text while entering the
annotation. When the text box is selected, the virtual keyboard is displayed, and the confirm

and cancel buttons are reallocated to the menu bar (figure 7, right).
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Figure 7. Annotations view during an annotation creation process. On the right, buttons are
reallocated to the menu bar when using the virtual keyboard
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Figure 8. Annotations view in annotation creation mode. Annotations menu on the left, and
details of an annotation on the right

Figure 8 presents the annotations view in annotation display mode. When the user changes
to the annotations tab, the annotations menu (figure 8, left) displays all the existing
annotations in a tree view. By selecting one of the annotations the user is taken to the
annotations detail view (figure 8, right). In this view the user can read the current
annotation, edit the annotation (which means going to annotation creation mode), delete the
annotation, and navigate to the text that has been annotated. The navigation buttons in the

toolbar, which in the content view navigate to the next and previous pages, in this view
navigate to the next and previous annotations.
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5.2.3 Speech Recordings and Synchronization

The main feature distinguishing a Digital Book Player from an e-book player is the
possibility to present the book’s content using speech, either recorded or synthesized. The
desktop version of the Rich Book Player supports both modes of speech presentation. The
mobile version currently supports the presentation of recorded speech, using the Windows
Media Player for Pocket PC for playback.

Speech presentation opens up interaction possibilities that are not available with a visual
only interface. With speech, users can change tabs and view images or read annotations
while listening to the narration, thus avoiding the forced pause in reading if speech had not
been available. Speech also allows users to access the book content without having to look at
the device, allowing usage scenarios that, up until now, were available only with portable
music devices, but without the limitations of those. For example, performing a search in
such a device is extremely cumbersome. In comparison, with the mobile Rich Book Player,
search is extremely simple due to the presence of a digital version of the book’s text.

With the benefits of incorporating speech into the interface new challenges are uncovered.
With speech comes the need for synchronization mechanisms. The application needs these
to be able to know when and what images and annotations to present. We were able to port
the synchronization mechanism of the desktop version to the mobile version without losing
synchronization granularity, meaning the mobile version also supports word
synchronization. The synchronization mechanism only had to be adapted to the page
concept, introduced in the mobile version, which was absent from the desktop version. The
synchronization mechanism allows the application to turn to the next page when the
narration reaches the end of the current one. It is also used to visually highlight the word
currently being spoken, in order to make the narration easier to follow when the user
chooses to both read and listen to the book.

5.2.4 Awareness Raising Mechanisms

Images and annotations require a notification system to alert the user to their presence.
Users just listening to the narration need to be alerted through sound signals, while users
reading the text need to be alerted through visual signals. Both mechanisms coexist also in
the mobile version of the Rich Book Player. Following the recommendations presented in
section 4, auditory icons are played when the narration reaches a page with annotations or
associated images. Visually, when the user reaches such a page, the annotations or images
tabs flash to indicate the presence of an annotation or image.

5.2.5 Pagination

One of the main presentation and interaction differences between the desktop and mobile
versions of the Rich Book Player is the introduction of the page concept in the mobile
version. The main motivation behind this decision was the desire to avoid the use of scroll
bars to read the book. With moderate to large books even small scroll bar movements might
give origin to large displacements of the text being displayed, which would quickly turn
into a usability problem. Loading a text control with the books full content could also raise
performance issues.

To support changing font and font sizes while reading the book, the pagination is executed
in real-time. Whenever a book is loaded, or the font settings are altered, a new pagination is
started. This implies storing the current reading point (when speech playback is active) or
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current page (When speech playback is inactive), repaginate, and present the page of the
current reading point. Several choices are possible for the pagination starting point. Starting
the pagination algorithm from the book’s first page would mean the user would have to
wait a variable period for the display to refresh. This period would vary depending on the
current reading point. Reading points near the end of book would mean substantially longer
waiting periods, due to the lack of processing power of most mobile devices. Starting the
pagination from the current reading point, would mean pages with different contents would
result from runs of the algorithm with different starting points, even with the same font
settings. This might confuse users used to pages holding the same contents on print books.
Both approaches raise usability issues. To overcome these issues we employed the notion of
forced page break. A forced page break is a location in the text that is guaranteed to be at the
start of a page. Employing this notion, the pagination algorithm always produces the same
results for the same font settings. The pagination starts from the first forced page break prior
to the current reading point and runs to the first forced page break after the current reading
point. Since we can control the frequency of forced page breaks, we can guarantee an upper
limit on the time that is necessary to paginate until the current reading point, thus assuring
the user will not have to wait unacceptably long periods and the pages stay coherent with
every run. After this stretch of the book is paginated, the algorithm can run in the
background, paginating the rest of the book. Possible choices of forced page breaks, which
will be adequate in most situations, are all the entries in the table of contents. This has the
added benefit of page breaks being associated with structural book elements, which is
something a reader would expect, or, at least, not find confusing.

5.2.6 Adapting the Layout to the Device

Nowadays, mobile devices exist with a multitude of screen resolutions, and even with the
possibility of altering the screen orientation. The Rich Book Player visual layout is able to
adapt itself to changes in orientation and to different screen resolutions. Figure 9 presents
the layout of the Rich Book Player in landscape mode.

Besides changing the layout of the different interface components, a changing in screen
orientation also requires a new run of the pagination algorithm, as described in the previous
section.

5.2.7 Performance and Storage

The book’s presentation involves parallel processing of three threads: the main interaction
thread with audio playback, the synchronization thread and the pagination thread. This
might impose some performance constraints on the reproduction platform. We have tested
the Rich Book Player on two devices: an HP iPAQ h5500 with a 400 MHz XScale processor,
40 MB ROM and 128 MB RAM running Microsoft’s Pocket PC 2003, and a QTEK 9100, with
a 200 MHz TI OMAP 850 processor, 128 MB ROM and 64 MB RAM running Microsoft’s
Windows Mobile 5. We have successfully been able to use the application on both devices to
read a book of circa 25000 words (a 279 Kb text file), corresponding to a narration with 2
hours and 15 minutes, recorded in a 158 Mb mp3 file.

Due to the size of the audio files, books will have to be made available in storage cards, since
it cannot be expected that internal storage of the mobile devices be able to hold such large
amounts of data. The Digital Talking Books can be shared between the two platforms, as
well as annotations that have been made in one platform can also be read in the other.
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Figure 9. The Rich Book Player layout in landscape mode

6. The Audio Only Version of the Rich Book Player

The audio only version of the Rich Book Player is based on the mobile version described in
the previous section. With regard to output capabilities, the mobile version, which
incorporates the recommendations from section 4, as described before, is close to fully
usable by blind users. This is due to the fact that book contents are recorded in mp?3 files,
which are played back during book presentation. Additionally, the awareness mechanisms
presented are also audio based, like the annotations and image awareness mechanisms
which make use of auditory icons. The main issue that is not solved in the player’s interface
is the presentation of all non-audio annotations. These include text annotations, created
using the device’s keyboard, and photo or video annotations, captured through the device’s
camera. Text annotations can be delivered to blind users through speech synthesis when
available. Photo or video annotations are currently undeliverable, unless the annotation’s
author creates an audio file with the annotation description, which could be played back,
instead of the default annotation presentation. These limitations do not impact the operation
of the Rich Book Player for single use, since a blind user would not write annotations (or use
the camera for annotating) when presented with the possibility to speak annotations and
have them recorded and latter played back. These limitations are only felt in collaborative
scenarios, where the annotations could be shared between readers of the same book. In these
scenarios, visually created annotations would be impossible to render using only audio
enabled devices.

Concerning the mobile version as described previously, to allow for a completely non-visual
interaction, the greatest changes have to impact the input interaction mechanisms.
Currently, input is completely visually oriented: button selections, text input, tab selection,
menu entries, and text selection. All these tasks rely on stylus operation, which requires the
user to be able to look at the screen to know the position of each element to operate. For
non-visual operation, an alternative input mean is required. Due to the processing power
limitations of current mobile devices, this alternative should not rely on automated speech
recognition. It should rely instead on available input capabilities, which can be reliably
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employed by blind users. On current mobile devices, the alternative can only be the physical
input buttons, which afford recognition by blind users.

It can be safely assumed that all mobile devices (PDAs, mobile phones, with the exception of
the iPhone which is not visually impaired friendly) possess a minimal set of physical
buttons: a joystick or four directional buttons, with the accompanying selection button, and
two more selection buttons. Figure 10 presents this set of buttons in a typical PDA
arrangement. Buttons 1, 2 and 7 are selection buttons. Buttons 3, 4, 5 and 6 are directional
buttons. Different devices might have a larger number of buttons, but to try to make the
application the more device independent as possible, only these seven buttons will be
considered from this point forward.

Figure 10. Typical PDA keyboard, with at least 7 different buttons

To enable a fully non-visual operation of the application, all the input commands have to be
mapped to these seven buttons. Since there are more than seven commands in the Rich Book
Player interface, it will be necessary to map the interface to different states, where each
button will have a different meaning. To fully map all the operations, different state
diagrams were defined.

Figure 11 presents the first state diagram, representing the key mappings under normal
playback. As can be seen in the figure, during playback the directional keys are used to
navigate the content. Up and down keys (keys 3 and 4) are used to advance or go back one
chapter. Left and right keys (keys 5 and 6) are used to advance or go back one page. The
user can pause the playback by pressing key 7. The same key will resume playback when
paused. To access the main menu, the user can press the right selection key (key 2). This
takes the user to another set of key binding states. During playback, whenever the user
wishes to create an annotation, he or she should press the left selection key (key 1). The
same key is used to listen to an annotation, whenever the playback reaches a point when
there is one available to listen. Annotation creation and annotation listening are also states
with different key bindings.

Figure 12 presents the key bindings and state changes when the user is consulting the main
menu. As seen before, the main menu is accessed by pressing the right selection key during
playback. The same key closes the main menu and takes the user back to the playback mode.
In the main menu, the up and down directional keys cycle through all the menu options,
with the currently available option being spoken by the interface immediately after the
cycling. In this way, the user is aware of what option if available at every instant. This is
fundamental when the user is not yet familiar with the menu contents. Later, when the user
gets to know the menu contents, he or she does not have to wait for the spoken feedback,
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being able to press the selection keys immediately, thus taking advantage of the acquired
expertise. If the user selects (using keys 1 or 7) the options “Faster” or “Slower”, the
application returns to the playback mode, with the playback speed adjusted as per the user’s
request. If the option selected is “Load” the user will be taken to the book loading mode,
and after completing the book selection, the operation resumes in playback mode. The user
has two other options available in the main menu. Selecting “TOC” takes the user to the
Table of Contents menu. In there, the up and down directional keys cycle through the table
of contents entries. In a similar fashion to what happens with the main menu entries, the
table of content entries are also spoken by the interface, thus allowing the user to become
aware to what chapter or section is currently selected. After selecting one of the entries of
the table of contents, the operation is returned to the playback mode, starting from the
beginning of the selected table of contents entry. The other option available in the main
menu is “Annotations”. Selecting this option takes the user to the Annotations menu. This
operates in a similar manner to the other menus. Up and down directional keys cycle
through the options, and keys 1 or 7 select the annotation which the user desires to listen.
After each cycling key press, the annotation identifier is spoken to the user.

Main Menu

2 - Open

1 - Open

Annotation
Creation or
Reading

Playback

3-Prev
4 — Next

Change
Chapter

Change
Page

Figure 11. Key mappings and state changes for normal playback conditions

Finally, figure 13 presents the key mappings and state changes for annotation creation and
reading operations. In annotation reading mode, left and right directional arrows cycle
through available annotations, while the up directional arrow repeats the current
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annotation. If the user presses the left selection key (key 1), she will be asked if she wishes to
delete the current annotation. This operation can be acknowledge by pressing key 2, or
cancelled by pressing key 1. Notice the acknowledgment key is a different key from the one
that starts the operation in order to avoid situations where the user presses the same key
twice by mistake. If the delete is confirmed the application resumes the book playback. If it
is not, the application returns to the Annotations menu. In addition to being able to delete
an annotation, the user can also modify it. To achieve this, the key 7 must be pressed. This
will take the user to the same operation mode that is called when the user creates an
annotation from the playback mode. The user is then asked to utter the required annotation
content. When finished the user presses the left selection key. The application then requests
confirmation. If the user is satisfied with the recorded annotation she confirms by pressing
the right selection key which saves the annotations and returns to playback mode. If not, the
operation can be cancelled by pressing the left selection key. The application then asks the
user if she wishes to repeat the recording. If the answer is affirmative, the process begins
again. If the answer is negative then the operation is cancelled without any annotation being
recorded, and playback ensues.

Comparing the audio only version with the other versions of the Rich Book Player, the main
lacking feature is image support. However, since the target population for this version are
blind users, there is no need to visually display the images. Instead, if there is a recorded
description of the image content, it can be processed in exactly the same fashion as an
annotation. If there is no recorded description of the image, it can be disregarded, since
there is no way to present it to a blind user.

3 — Down
4-Up
Cycle

through
TOC
entries

1/7 - Open

Read
Annotations

1/7 - Open
1/7 - Open

1/7 - Open

Annotations Main Menu Playback

3 — Down 3 - Down
4-Up 4-Up
Cycle Cycle _1 ’/:78;[ eSrelect one of
through through S|
Annotations options B L ov(\;er
- Loa

Figure 12. Key mappings and state changes for menu operation
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4 — Repeat
5,6 — Change
Annotation
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Annotation? g

Read
Annotation
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Annotation

2—-Yes

1 - Stop

Cancel. Do
you wish to
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Record
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Figure 13. Key mappings and state changes for annotation reading and creation operations

7. Conclusion

This chapter focused on how endowing interfaces with audio interaction capabilities can
improve their accessibility. To exemplify this outcome the development of several versions
of a Digital Talking Book player was presented. This allowed us to show it is possible to
maintain the same set of features while stripping the interface of visual components, and
still keep it usable for the visually impaired population.

The interface development concerns focused on both ends of the interaction spectrum: the
input and the output. Both these are traditionally very reliant on visual information. To
overcome this dependence, visual output was replaced by audio output. On the input side,
touch interaction, which is completely based on specific locations on the screen, thus
requiring visual inspection, was replaced by mapping all the input options to a minimal set
of physical buttons available on the majority of interaction devices, which are able to afford
their locations to blind users. This, together with audio feedback, proved capable to convey
to blind users the complete interaction features provided by a Digital Talking Book player.
In this chapter we begun by presenting a study of different audio techniques for
transmitting awareness information, which compared speech recordings, auditory icons and
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earcons. The study results suggest the use of auditory icons combined with speech
whenever necessary, in detriment to the use of earcons, for applications with the
characteristics of a Digital Talking Book player.

These results were then applied to the development of the Rich Book Player, being essential
to increase the usability and accessibility of the mobile version. This same version was used
as the foundation of the audio only version of the Rich Book Player. The fundamental
difference between the two versions was given by the introduction of the possibility to
operate all the commands from the mobile device physical input buttons. In this fashion, all
of the application’s functionalities are made available through the device’s input buttons,
complemented with audio feedback, waiving the necessity of using the stylus, and making
the application fully accessible to visually impaired users.

This means that a final version, with the full audio interaction capabilities combined with
the visual features of the mobile version, can be said to follow the guidelines of Universally
Accessible applications. This version makes itself accessible and usable to users with and
without visual impairments. Furthermore, non visually impaired users can still use the
application in all kinds of settings, even the ones where visual attention needs to be focused
elsewhere, by taking advantage of the multiple input and output modalities available.
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1. Introduction

Current research in the field of Human-Computer Interaction (HCI), through its user-
centred, user sensitive and learner-centred design approaches, places the requirements of
the individual as the focus of all theoretical and practical advances, stressing the importance
to design technologies for human needs. The role of transparent interfaces and adjustable
interactions, suited to different particular needs, thus becomes even more important for
users' success. Users with a wide variety of background, abilities, motivations and goals are
using computers for quite diverse purposes. In such contexts of knowledge society for all,
the role of system interfaces that are more closely tailored to the way people naturally work,
live and acquire knowledge is unquestionably important. Intelligent User Interfaces (IUIs)
have been advocated as means for making systems individualized or personalized, thus
enhancing the systems flexibility and attractiveness. The ability to adapt is one frequently
cited indication of intelligence. This implies the adaptation of the interface behaviour to
user's individual characteristics, therefore generally relying upon the use of user models.
The chapter elaborates on intelligent interfaces for Technology-Enhanced Learning (TEL)
systems, stressing the need to move from the traditional one-size-fits-all paradigm to
adaptive and personalized one that takes into account various users’ personal
characteristics. In order to enrich the process of knowledge acquisition and enhance the
system ability to improve the learning experience, TEL systems need to adapt continuously
to their users. This can be achieved by initiating and updating a relevant user model.
Although acknowledging that differences among individuals have an effect on learning, as
of now, user modelling has not yet happened as expected in addressing the variety of the
learning environment in terms of personalization and individual user profiles.

First, the chapter introduces TEL system with interaction style adaptation developed in
order to support intelligent tutoring. The main objective of a research is both, to improve the
learning experience and increase the system’s intelligent behaviour. The system offers
interaction adaptivity through the provision of suitable interaction styles rather then
functionality. Different interface types along with adequate interaction styles are
automatically switched basing on knowledge about the individual user and her/his
interaction session, which is acquired dynamically during run-time. The user model
developed to support interface adaptation strongly relies on user individual differences. In
order to consider innovations in user sensitive research, the engaged user model should be
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enhanced with personal characteristics that affect learning and its outcomes. Second, an
experimental study aiming to examine the affect of users' individual differences in
technology-enhanced environment specifically of the ones which need to be accommodated
through the system’s intelligent behaviour is presented and evaluated. Personal user
features assumed to affect learning process and learning outcomes are clearly identified and
the methods how to measure them are determined. The study indicated that motivation to
learn along with to expectations of learning in TEL environment significantly affects on
users' learning achievement. Consequently, an appropriate user model should be engaged
in order to accommodate users’ characteristics which have an impact on learning process,
thus ensuring system accurate usage. The chapter presents how an employment of user
sensitive research provides strong foundations for designing usable and effective TEL
systems within responsive environments that motivate, engage and inspire learners of this
emerging knowledge society for all.

2. Background to the Research

HCI research acknowledges that understanding users' needs are at the core of successful
designs for information society technology (IST) products and services. In the emerging
knowledge society for all, system user interfaces that are more closely tailored to the way
people naturally work, live and acquire knowledge are unquestionably important. The role
of an intuitive interface and a flexible interaction suited to different needs, preferences and
interests becomes even more important for the users' success, as users with a wide variety of
background, skills, interests, expertise, goals and learning styles are using computers for
quite diverse purposes (Benyon et al., 2001). This leads to user-centred design approaches, a
philosophy which places the users at the centre of design (Norman & Draper, 1986) and a
process that focuses on cognitive factors (such as perception, memory, learning, problem-
solving, etc.) as they come into play during users' interactions with applications (Adams,
2007; Zaharias, 2005). User sensitive design can be advocated as one of the natural and most
appropriate methodologies developed out of user-centred design (Gregor et al., 2002). The
central concept of user sensitive design is an equal focus on user requirements and the
diversity of such requirements in the population of intended users.

Additionally, in order to take into account the unique needs of users as learners, a shift from
user-centred to learner-sensitive design is needed (Soloway et al., 1994). This approach entails
understanding and considering who is the user, what are her/his needs, what we want
her/him to learn, how is (s)he going to learn it and how are we going to support her/him in
achieving the learning objectives. As a result, a variety of learners' types must be considered
due to characteristics revealing user individual differences like personal learning styles and
strategies, diverse experience in the learning domain as well as previously acquired
knowledge and abilities.

Intelligent User Interfaces (IUls) are being suggested as means for making systems
individualized or personalized, thus enhancing the systems flexibility and attractiveness
(Benyon & Murray, 2000; Hook, 2000). IUIs should facilitate a more natural interaction
between users and computers, not attempting to imitate human-human communication, but
instead aiding the human-computer interaction process in diverse areas. The intelligence in
an interface can for example make the system adapt to the needs of different users, take
initiative and make suggestions to the user, learn new concepts and techniques or provide
explanation of its actions, cf. (Benyon & Murray, 2000a; Lieberman, 1997). A focus on human
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interaction and on a measure of adaptivity to differing user requirements and needs is
emphasized. “One frequently cited indication of intelligence is the ability to adapt”, as
highlighted in (McTear, 2000, p. 324), implying the ability to adapt output to the level of
understanding and interests of individual users. A suitable framework for taking into
account users' heterogeneity has provided (Schneider-Hufschmidt et al., 1993):
e adaptable systems, by allowing the user to control the systems’ customization and
e adaptive systems, by tailoring systems’ appearance and behaviour to each user's
individual characteristics.
Adaptive interface generally relies upon the use of user models (UMs). User modelling has
been concerned with developing systems that provide such an adaptivity by collecting
information and assumptions about particular users, such as their goals, skills, preferences,
and knowledge, and then using this information to control the system’s output (Kobsa, 1995;
McTear, 2000; Brusilovsky et al, 2007). The information in the user model is “a
representation of the knowledge and preferences which the system believes that a user
possesses” (Benyon and Murray, 1993, p. 205). Therefore, while some of the information in
the user model may be relatively static and long-term, other information may be updated
dynamically as the user interacts with the system. This information is used in various ways
to provide adaptivity, i.e., to enable the system to adjust its functionality and/or the
communication according to the needs of individual users, needs that may also change over
time (Dieterich et al., 1993).
System intelligent/adaptive behaviour strongly relies on user individual differences, the claim
which is already confirmed and empirically proved by HCI research (Egan, 1988; Ford &
Chen 2000; Dillon & Watson, 1996; Jennings et al., 1991; Magoulas & Chen, 2004; Brusilovsky
et al., 2007). Such assumption is in line with related studies completed by the authors; see for
example (Grani¢ et al., 2007). When considering adaptation of systems to individual use,
user personality and cognitive factors have to be taken into account because of their higher
resistance to change. Moreover, it is useful to exploit a certain amount of "stable" knowledge
about the user, conveyed through long-term characteristics, containing information about
user's level of expertise with computers in general, her/his expertise with the system in
particular, as well as familiarity with the system's underlying task domain. Certain
information related to user's preferences or current goals conveyed through short-term user
characteristics should also be considered. Table 1 provides taxonomy of key user
characteristics for system adjustment presented in (Grani¢ & Nakié, 2007). Those features are
generally categorized as:
e  personal user characteristics, quite stable over time and independent from the system,
where we can differentiate
e general personal characteristics, including characteristics that reflect internal
psychological state and
e  previously acquired knowledge as well as user abilities, along with
e system-dependent user characteristics, the most changeable category of characteristics
as related to particular system.
Nevertheless, as range and complexity of interactive system increases, understanding how
the system can dynamically capture relevant user needs and features as well as
subsequently adapt its interaction, has become vital for designing intuitive and effective
interfaces in diverse areas as intelligent hypermedia, recommender systems, intelligent
filtering, explanation systems, intelligent help and technology-enhanced learning.
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A B C D E F

Gender . . . .
personal Age . N
characteristics Personality & . . . . R

Emotions

Experience . . . . * N
previously acquired Cognitive Abilities | * . . .
knowledge and Psycho-motor Skills . . .
abilities Technical Aptitudes . *

Domain Knowledge | * . . . . .

Goals & . . .
system dependent Requirements
characteristics Motivation . * N

Expectations . *

Table 1. User characteristics revealing individual differences; A (Benyon & Murray, 1993), B
(Egan, 1988), C (Browne et al., 1990), D (Norico & Stanley, 1989), E (Dillon & Watson, 1988),
F (Rothrock et al., 2002)

2.1 Technology-Enhanced Learning

Technology-Enhance Learning (TEL) uses Information and Communication Technology
(ICT) to secure advancements in learning. By taking advancements as the objective, it goes
beyond the attempt to reproduce classical ways of teaching via technologies. TEL combines
but places equal emphasis on all three dimensions: technologies, learning and enhancement
or improvements in learning (Manson, 2007). Learning should be delivered seamlessly,
providing knowledge without interruption to people’s normal work, thus implying holistic
and systemic views of learners and their environments (Spector & Anderson, 2000). In this
context, greater emphasis should be placed on informal and distributed learning. Tools and
technologies to support distributed learners are likely to become more sophisticated and
more prevalent, further removing the traditional boundaries between learning and working.
In such a context the focus on learners appears well established in principle, but the practice
of taking learners for what they are and as they are has yet to catch up (Sampson et al., 2004).
The second noticeable trend is on the individualization of learning, specifically the tailoring
of pedagogy, curriculum and learning support to meet the needs and aspirations of
individual learners, irrespective of ability, culture or social status. These is accompanied by
the shift to assessing learning outcomes and doing this according to the learner’s progress
and needs; see for example (ERCIM News, 2007)

Apparently the appropriate use of the technologies should result in improvements in
learning - making it more effective and more efficient. It has been claimed that although
"technology is often touted as the great salvation of education, an easy way to customize
learning to individual needs, it rarely lives up to this broad expectation" (Healey, 1999, p.
398). It seems that too much of this research is being driven by technical possibilities, while
paying inadequate attention to the area of application and improvement of the quality of
knowledge acquisition. The result was an over-ambitious and pre-mature attempt to
eliminate the teacher's role in the educational environment (Kinshuk ef al., 2001). Besides,
while acknowledging the important relation between individual differences and education
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has a long history, cf. (Cronbach & Snow, 1977), user modelling has not yet really succeeded
in addressing the variety and richness of the educational environment. Namely simply
acknowledging against systematically empirically verifying that differences among
individuals in the terms of personal user profiles or characteristics have an effect on learning
are two diverse things (Shute & Towle, 2003).

Although a lot of work still has to be done, there are attempts in TEL architectures which
attribute individualization and end-user acceptability, emphasizing the need to consider
diverse users' individual characteristics, e.g. (Ayersman & von Minden, 1995; Shute &
Towle, 2003, Ahmad et al., 2004; Brusilovsky & Millan, 2007). The process of knowledge
acquisition should be enriched and system ability to improve the learning experience and
increase the system intelligent behaviour enhanced. It has been argued that the solution is to
be found in TEL systems that are accessible and usable to the intended populations of users,
provide a high quality learner and teacher/tutor experience at the same time supporting
rather than replacing the teacher, reflect best practice in learning psychology, can adapt to
the needs and individual characteristics of diverse users thus employing a valid user
(learner) model, cf. (Adams, 2007).

2.2 User Modelling for Technology-Enhanced Learning

Currently technology-enhanced learning systems are moving from the traditional one-size-
fits-all paradigm to adaptive and personalized systems that take into account various users’
individual differences. In order to be effective and usable, at the same time supporting
individualization of learning, TEL systems need to adapt continuously to their users as they
gain more domain knowledge while learning. However, adaptive TEL systems are still
facing difficulties also including the following: (i) insufficiently utilized potential of
flexibility and interaction styles in implementing a successful interface, (ii) only a limited
number of user (i.e., learner and/or teacher) characteristics for adaptation are tracked, (iv)
ineffective integration mechanism of the learner model with the interaction engine, (iii) there
exists neither a widely accepted inventory of relevant adaptation types the system should be
able to undertake, nor a definite study on the impact of these adaptations on user learning
and performance. Additionally, so far user modelling research has not yet succeeded in
dealing with the diversity of the learning and teaching settings. Namely, learning takes
place in different social contexts involving diverse learners with different personal
preferences, prior knowledge, skills and competences as well as learning goals. Moreover, at
the onset of the learning process, when a user first accesses TEL system, the initiation of the
user model requires explicit user actions that may require time and effort the user is not
willing to invest.

Consequently, as the alternative to customary user interfaces, adaptive TEL systems are
supposed to build a model of characteristics, preferences and/or goals of each individual
user and use it throughout the interaction, in order to personalize it. This can be achieved by
initiating and updating a relevant user model (Kobsa, 1995; Rich, 1999). In general, the
quality of the personalized service provided by a system to its user depends largely on the
characteristics of the UMs, e.g., how accurate it is, what amount of information it stores, and
whether this information is up to date. Hence, as a general rule, the more information is
stored in the UM, namely the more knowledge the system has obtained about the user, the
better the quality of the service will be. In this context, quality refers to the capability of the
system to better assess the learner knowledge in the studied domain, as well as his/her
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background and capabilities, so to tailor the learning process accordingly. In practice,
obtaining sufficient user modelling data is difficult. This is especially important at the initial
stages of the interaction with the user, when little information about the user is available. At
these stages, all existing user modelling techniques face the bootstrapping problem,
although recent research in ubiquitous user modelling suggests the idea of “user models
mediation” (Berkovsky et al., 2008).

While acknowledging that differences among individuals have an effect on learning, as of
now user modelling in TEL field has not yet happened as expected in addressing the variety
of the learning environment in terms of personalization and individual user profiles,
especially at the initial stages of TEL system use. Learners are diverse and have different
requirements such as their individual learning style, personality and cognitive factors,
individual background knowledge and abilities. Many studies have been conducted on this
subject; see for example (Egan, 1988; Benyon & Murray, 1993; Browne ef al., 1990; Chen et al.,
2000; Juvina & van Oostendorp, 2006) for reviews in the HCI field in general, in addition to
work of (Ayersman & von Minden, 1995; Ford & Chen, 2000; Liegle & Janicki, 2006) in the
TEL area in particular. However, obtained results are not quite consistent since the effect of
individual characteristics on user performance with particular system greatly depends on
the system alone (Browne et al., 1990). Even though some of user individual differences can
be assimilated by users' education or by interface redesign, a number of these differences
will certainly need to be accommodated through adaptive interface behaviour what implies
engaging a user model into a technology-enhanced learning system.

In the following two approaches to user modelling for TEL systems are presented and
evaluated. Both studies are aiming to examine the affect of users' individual differences in
technology-enhanced environment specifically of the ones which need to be accommodated
through the system’s intelligent behaviour.

3. Individual Differences and Interaction Style Adaptation

Following previous discussion, the role of proper interface design turns out to be central in
both improving the learning experience and increasing the system's intelligent behaviour.
Technology-enhanced learning systems are still inadequate with respect to the interaction
mechanisms they provide. The adaptation effect, like in adaptive hypermedia and web
systems, is usually limited to adaptive navigation, selection and/or on-screen presentation
adaptivity (Brusilovsky & Maybury, 2002; Brusilovsky et al., 2007). This is the motivation
that led us to focus our research on intelligent (i.e., adaptive) interaction which would
support intelligent tutoring. Our prototype system, developed in order to validate the
approach, is an arbitrary domain knowledge generator with adaptive interface denoted
Adaptive Knowledge Base Builder (AKBB) (Grani¢, 2006). It builds on the continuing
research in the area of intelligent learning and teaching systems which has been performed
in the last time and resulted with a number of operative systems, all based on the TEx-Sys
model (Stankov, 2005).

3.1 AKBB, an Adaptive Knowledge Base Builder

AKBB enforces a simple adaptive mechanism, which selects the most appropriate interface
out of a number of them according to run-time tracing of user behaviour. Fig. 1 illustrates
AKBB’s mixed mode interface style. The system offers interaction adaptivity through the
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provision of suitable interaction styles rather than functionality, cf. (Dieterich ef al., 1993), or
the “educational aspects” of the interface. Different interface types along with adequate
interaction styles are automatically switched basing on knowledge about the individual user
and her/his interaction session, which is acquired dynamically during run-time. In this way
it is an example of a self-adaptation (ibid.), where the system itself observes the
communication, decides whether to adapt or not and generates and executes the adaptation
as well. Parameters that control style swapping strongly rely on user individual differences.

Specific values for user characteristics may be explicitly specified either by the user,

captured directly from user actions or derived by the AKBB inference engine. Conforming to

the initial discussion of self-adaptation, it is important to determine those parameters that
are inferred and quantified from the interaction. These include the subsequent ones:

e user level of experience in computer usage in general and in usage of the AKBB system
itself, these characteristics are taken into account because of their influence on
successful task accomplishment, what is based on general results of user analysis and

e cognitive and individual characteristic of the user, i.e., spatial ability, which has
relevance to users' use of AKBB different interface styles.
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Figure 1. Screenshot of AKBB user interface

As postulated by an “architecture” or reference model for adaptive user interfaces (Benyon,
1993; Benyon & Murray, 2000a), AKBB uses three models for its operation:

o user model, based on monitoring the user in run-time,

e system model, storing system characteristics that are adaptive and
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e interaction model, defining the actual interface adaptation through parameter values
obtained from the interaction, along with all the relevant inferences and adaptations.
System Model. The system model specifies those AKBB characteristics that illustrate
adaptivity. In order to describe system changing characteristics, each one of the levels - task,
logical and physical - has to be specified in terms of the respective aspects, as illustrated in

Table 2.
Level Measuring Concept Parameter Name |Value
Task Level generz.ﬂtlon of arbitrary task {1.N}
domain knowledge base
Logical Level execu-tlon of a logical subtask {1..N}
function
wrong syntax; error {1.N}
wrong semantics B
Physical Level :gﬁguate interaction interface {command, mixed, graphical}

Table 2. AKBB System Model

Parameter Name |Measuring Concept|Value Initial Value
.. . e inferred from . .
Cognitive Level |spatial ability interaction {high, low} high
. experience in . inferred at the
Experience inferred from . L
Profile command interaction {high, low} beginning of
languages interaction
incidence of inferred from {high, low, mfe.r req at the
. . beginning of
system usage interaction none} . .
interaction
Personal Profile |task frF) m interaction {1.N} null
dialog
subtask fI'.O m interaction {1.N} null
dialog
from interaction inferred at the
total subtasks . {1.N} beginning of
dialog . .
interaction
error frF) m interaction {1.N} null
dialog
from interaction inferred at the
total errors . {1..N} beginning of
dialog . .
interaction
. . {command,
. from interaction .
interface . mixed, command
dialog ;
graphical}

Table 3. AKBB User Model
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User Model. The construction of a user model usually requires stating many assumptions
about users' skills, knowledge, needs and preferences, as well as about their behaviour and
interaction with the system. The user model developed to support AKBB interface
adaptation is based on knowledge about the individual user and her/his interaction session
that is dynamically acquired during run-time. It allows the current knowledge of the user to
be combined with two additional models - the system model and the interaction one.

Among the variety of user individual characteristics (cf. for example Table 1), we have

considered the following;:

e spatial ability, user cognitive characteristic offering a measure of her/his ability to
conceptualize the spatial relationships between desktop objects,

e experience in command languages, characteristic concerning user experience in
computer system usage in general and

e incidence of system usage, characteristic which regards user familiarity with the system
itself.

Note that not all individual differences introduced in Table 1 have been considered in this
research. The characteristics which were taken into account in the the offered classification
are denoted as previously acquired knowledge and abilities.
Consequently, parameters from both cognitive and experience profile levels as well as
parameters from the personal profile are continuously updated on-the-fly in order to record
all the relevant aspects of the interaction (see Table 3).
Interaction Model. The interaction model describes the actual AKBB interface adaptation,
by including user interaction history along with a set of inference and adaptivity rules. The
dialog record logs all the necessary data related to the interaction. This encompasses user
model updating, data on successfully completed subtasks and errors committed thereupon
as well. In order to accomplish concrete adaptations, a set of inference and adaptivity rules
is employed as follows:

1. values of the parameters maintained in the user model (spatial ability, experience in
command language, incidence of system usage) are constantly updated as the result of
an employment of a set of five inference rules, corresponding to user's individuality and
her/his changing knowledge and behaviour during the interaction;

2. aset of twelve adaptivity rules provides actualization of interface adaptation in accordance
to the updated parameter values in the user model.

As an illustration, one AKBB inference rule and three adaptivity rules are offered below.

{Inference rule no. 2}

if total subtasks =0
then incidence = none
else
if interface = command
then incidence = high
if interface = mixed
then incidence = low
if interface = graphical
then incidence = low
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{Adaptivity rule no. 1}
if spatial ability = high
AND experience = high
AND incidence = high
then interface = successor(interface)

{Adaptivity rule no. 5}

if spatial ability = high
AND experience = low
AND incidence = low

then interface = interface

{Adaptivity rule no. 9}
if spatial ability = low
AND experience = high
AND incidence = no
then interface = predecessor(interface)
Three different interface types with suitable interaction styles implemented are: (i) a
command interface, enabling interaction through a command line only, (ii) a graphical
interface and (iii) a mixed interface, combining the former two.

3.2 Discussion

One of the key problems in the development of adaptive systems is the inadequacy of

available evaluation methods and techniques. There is still a lack of evaluation studies

(Weibelzahl, 2005) capable of distinguishing the adaptive features of the system from

general usability. Furthermore, it has long been acknowledged that systems based on user

modelling and adaptivity are associated with a number of usability problems, which
sometimes out-weight the benefits of adaptation (Jameson, 2005). Although AKBB
evaluation is outside the scope of this chapter, obtained results and conclusions are in line

with the above mentioned claims. The applied scenario-based usability evaluation, as a

combination of behaviour and opinion based measurements, enabled us to quantify

usability in terms of users' performance and satisfaction, see for example (Grani¢, 2008).

According to the achieved results, the main directions for AKBB interface redesign are

offered and directions of future work identified:

e the information needed for AKBB user model is collected indirectly by inferring users'
proficiencies and attitudes through their interaction with the interface; such approach to
user information gathering can be augmented by explicitly asking the users about their
preferences or acquiring their goals from questionnaires;

e the presentation of domain knowledge failed to convey in a transparent way the
semantics of the linked domain knowledge objects, thus impeding users in obtaining a
clear and unambiguous view of a particular subject matter; in order to hide as much as
possible the internal structure of the domain knowledge base, the knowledge
presentation should be redesigned;

e some work should be conducted in order to provide the users more control both by
disabling automatic adaptation and by incorporating manual selection for swapping the
operation mode;
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e adaptation of communication enables AKBB users to perform the same tasks whether
adaptation takes place or not, while conversely potential adaptation of functionality
will provide users with the opportunity to employ new or more complex system
function;

o  further research will be needed to determine whether an AKBB adaptive interface is
measurably better than a non-adaptive one and under what circumstances the benefit is
more valuable than the apparent loss of control due to unexpected adaptations of the
interface.

Nevertheless, the acquired experience indicates that useful evaluation with a significant

identification of interface limitations can be performed quite easily and quickly. Conversely,

it raised a series of questions which, in order to be clarified, require further comprehensive
research, the more so if the employment of universal design within TEL context is

considered (Grani¢ & Cukusi¢, 2007).

4. Individual Differences and Learning Outcomes

The experimental study (Grani¢ & Naki¢, 2007; Grani¢ & Adams, 2008) aimed to question
existence and level of interaction among users' individual differences and learning outcomes
accomplished while using a TEL system. Personal user features assumed to affect learning
process were clearly identified and the methods how to measure them were determined. We
have classified characteristics to be measured according to the categorization presented in
Table 1 - user personal characteristics, previously acquired knowledge and abilities along
with system dependent characteristics. Note that not all individual differences from the
presented classification have been examined in this study.

4.1 Research Methodology

Subjects and Research Instruments. Twenty-four undergraduate students (6 males and 18

females) of the second year of a university program were recruited. Since we intended to

use an application related to the domain of programming, we have randomly selected
students among volunteers who yet did not take an Introduction to Programming course.

The participants of the study have been told that their achievement in the exam would have

only experimental use and would not affect their future exam grades.

Assessed users' characteristics, which might have the impact on learning process and

consequently learning outcomes, were grouped as following;:

e intelligence and personality characteristics, including emotional stability, extraversion,
mental stability and honesty level,

e previously acquired knowledge and abilities, comprising experience in using
computers and Internet as well as background knowledge to material supposed to be
learned during the experimental session and

e system dependent characteristics, including motivation to learn programming and
expectations from learning in TEL environment.

Intelligence and personality factors were measured by standard psychological tests, D-48 and

EPQ (Petz et al., 2005). Intelligence test (D-48) measured general mental abilities, while

personality test (EPQ) measured dimension of emotional stability/instability,

extraversion/introversion, mental stability / psychoticism and honesty/dissimulation level.
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A questionnaire was designed in order to obtain data about students’ gender, prior
experience in using computer and Internet, motivation to learn, expectations from TEL
systems in general and also expectations and satisfaction with used e-learning application in
particular. Students' grades from previously passed exam on Introduction to Computer
Science course were regarded as indicators of their background knowledge required to learn
programming.

Interaction with a TEL system comprised learning programming basics as well as testing
acquired knowledge with quiz embedded in the learning module of the application. System
used to test students' knowledge is an intelligent learning and teaching system based on the
TEx-Sys model (Stankov, 2005). We consider it as well-accepted instrument for this research
since its effectiveness has been evaluated in several case studies and it has been shown that
system can support at least 20 users at a time. Participants of the experiment were already
familiar with the system functionality since they have already used it for other university
courses. However, the students never accessed learning modules or quiz related to a course
Programming I, the one selected to facilitate in this study.

Procedure and Results. Experiment was conducted through few steps illustrated in Fig. 2.
Firstly, a psychologist and a HCI expert interviewed the experimental group of students to
get an insight into some general characteristics of the group in order to design a
questionnaire. The students have been introduced with nature and purpose of the
experiment as well. Few days after the introductory interview the participants were invited
to take intelligence test and personality test.

EXPERIMENTAL PROCEDURE
Step 1: Introductory Interview
Step 2: Intelligence and Personality Test
Step 3: e-Learning Session on Particular Domain Knowledge
Step 4: e-Testing of Domain Knowledge
Step 5: Multiple Choice Questionnaire

Figure 2. Five-step experimental procedure

Two experimental sessions in an on-line classroom were conducted for groups of twelve
students at a time. Students were not allowed to take notes or use any external learning
material, paper or on-line, besides the lessons related to the selected subject matter. They
were free to learn for 30 minutes, and then began to test acquired knowledge on a quiz
belonging to the TEL system. Time for testing was limited to 15 minutes and all participants
completed the quiz at given time. After the quiz, students were asked to fill in the multiple
choice questionnaire.

Although the main objective of the research was to investigate the influence of user
individual differences on their learning outcomes, it was interesting to see if there were any
connections among individual differences of the users themselves. Some interesting
correlations were found between intelligence and personality factors obtained by tests with
other user characteristics gained by questionnaire. Those results are given in Table 4.
Significant correlations were found between mental stability and motivation (r = -0.50, p <
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0.05) and also between emotional stability and expectations from using the system (r = -0.45,
p < 0.05). This means that mentally stable students are more motivated to learn
programming then mentally unstable or "more neurotic" students. Analogous, emotionally
stable students have greater expectations from learning than emotionally unstable or "more
psychotic" students.

Highly significant correlation was found between students' prior experience in using
computers and Internet and their background knowledge required to learn programming (r
= 0.62, p < 0.01) as expected. It seems that students' intelligence and dimension of
extraversion/introversion are not associated with any other individual characteristics.

Intelligence Esntl:;;(l);:;l Extraversion Sl\t/;?illtiatly Experience
Experience |0.22 -0.28 0.19 -0.18
Motivation |-0.17 -0.08 0.07 -0.50* 0.16
Expectations |-0.11 -0.45* 0.36 -0.26 0.01
Background 1, 5, 028 0.06 011 0,62+
Knowledge

Table 4. Pearson correlations between user individual characteristics
* Significant correlations at level of p < 0.05
** Significant correlations at level of p < 0.01

Correlations between students’ individual differences and their learning outcomes
accomplished with a system are shown in Table 5. Apparently there are no associations
between intelligence and personality factors with learning outcomes. Considering other user
characteristics, it seems that only motivation to learn programming in addition to
expectations of learning has statistically significant impact on knowledge acquired through
interaction with the system (p < 0.05).

Analysis by age and by prior experience in using concrete system was not conducted
because individual differences among participants were minor in those variables. Moreover
analysis by gender would be inadequate as well because of the small samples.

v — g (] [~ =] Fg gJD
glepl S |2 2| e & |27
g |65 £ |S=| §E|€xE |82
LIeE| S |EE| 5| SES |BE
= <] % v = 7] o & 9 % ©
[ g = = E “ N © & |8 5
€ | 50| & ol xS xR
L= = K =
Acquired Knowledge |0.05|-0.29(-0.00|-0.15({0.29| 0.42* |0.26

Table 5. Pearson correlations between user individual characteristics and knowledge

acquired on TEL system
* Significant correlations at level of p < 0.05

Additionally, subject group was split by the mean of their scores on the intelligence test.
Correlation coefficients with learning outcomes were calculated for both high (N = 14) and
low (N = 10) intelligence group separately. Apparently, students from low intelligence
group made much more effort in knowledge acquisition with the system and achieved
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better results in quiz assessment then expected (r = 0.74*, p < 0.05) comparing to the ones
from high intelligence group (r = -0.41, p < 0.05). Because of very small sample, this result
should not be used for generalization purpose, but for further research in order to clarify
this and as similar issues. It seems that some of these results could have great internal
validity if they confirm themselves on a larger sample.

4.2 Discussion
There are numerous studies reporting minor influences of personality factors on predictions
of user performance (reviewed in (Dillon & Watson, 1996)) or no influence at all (Egan,
1988), so the perceived lack of associations between intelligence and personality with
learning outcomes in our analysis was not quite unexpected.
Nevertheless, thorough interpretation and observation of the obtained results revealed some
shortcomings of applied methodology. First of all, the sample we analyzed was too small
and too homogenous to give us strong grounds for generalization of the results. All
participants of the experiment were students of the same age, with comparable background
knowledge and experiences, intellectual capabilities and motivation for graduating. Similar
experiment with larger sample of more diverse users would certainly provide more reliable
results.

Besides the necessity to enlarge number and diversity of participants, we have found certain

procedural issues in need of refinement in the further research as well:

e instead of intelligence and personality testing, a cognitive test should be completed
with the aim to identify some important components of human cognition,

¢ knowledge acquired in the TEL environment should be measured more accurately, the
best as a gain between pre-test and post-test scores,

e  pre-test score could be exploited as a measure of background knowledge,

e time required to complete the post-test could be used as an additional measure of
learning outcome for each participant,

e questionnaires for measuring independent variables (age, gender, experience,
motivation and expectations) for more perceptively measurement should be designed
more thoroughly, implying amplification of the quantity of questions regarding
particular issue as well as giving special attention to the sequencing of questions and

e reliability analysis of prepared questionnaire should be conducted prior to its
involvement into the study.

Accordingly, we consider this study as an experiment that gave us important directions to

establish an enhanced user sensitive methodology in our future research.

5. Conclusion

Within emerging knowledge society for all, intelligent user interfaces should aid the human-
computer interaction process in diverse areas. Namely, users with a variety of characteristics
are using computers for quite diverse purposes. In such context the role of intuitive and
transparent interaction tailored to unique personal requirements is crucial and the role of
intelligent (i.e. adaptive) interfaces becomes unquestionable. Our research has been focused
on the employment of intelligence in interfaces for technology-enhanced learning (TEL)
systems in order to personalize them for individual use. Such an interface adjusted to
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individual differences of each particular user should provide her/him more pleasant
learning experience, resulting in higher knowledge achievement.

The chapter initially elaborates on the intelligent interface of Adaptive Knowledge Base
Builder (AKBB), a type of TEL system. AKBB is an arbitrary domain knowledge generator
which provides intelligent interaction in the sense of adaptation to user personal differences
and behaviour. It offers the users three different interface types (command, mixed and
graphical) with suitable interaction styles. The user model developed to support AKBB
interface adaptation is based on knowledge about the individual user and her/his
interaction session that is dynamically acquired during run-time. The AKBB system design
is briefly presented and evaluation results summarized. Although related experience and
achieved results were encouraging, the “sophistication” of the adaptation mechanism is
required. The user model should be redesigned, further acknowledging and considering
user personal differences that have an effect on learning and which certainly need to be
accommodated through an adaptive interface.

Consequently, the empirical study aiming to examine the affect of users' individual
differences on their learning outcomes achieved within TEL environment is conducted.
Personal user features assumed to affect learning process were identified and the methods
how to measure them determined. We have analyzed interrelations among quantified
personal characteristics and found highly significant correlation between students' prior
experience in using computers and internet with their background knowledge, but similar
connection of experience and learning outcomes was not found. This experiment indicated
that motivation to learn in addition to expectations of learning in TEL environment
significantly affects on users' learning achievement. Aware of the great sensitivity of results
to the sample (which had certain limitations), instead of generalization of presented results
we have used them to determine the guidelines for developing further research design.
Considering similar studies and our own experience, it can be concluded that most of users’
characteristics which have an impact on learning process and learning outcomes should be
accommodated through an adaptive interface, with an employment of satisfactory user
model. Additional research is clearly needed to be conducted in order to provide stronger
foundations for a redesign and improvement of an adaptation mechanism for TEL systems.
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1. Introduction

The cognitive psychological approach in text comprehension suggests that the internal
variables of the reader hold a primary role in text comprehension, such as his personal
goals, interests and pre-existing knowledge. However, cognitive science does not ignore the
influence of the text form, in which factors such as text cohesion and logical coherence of
facts presented have been proved to be significant elements that facilitate its comprehension
(DeCorte et al., 1982). Recent discussions, directions and research results on text
comprehension concern the structural analysis of science texts and cognitive aspects of text
elements, such as causal relationships between text elements. Different studies on text
comprehension have focused their interest on the sentence structure presented by the text
(Brown & Day, 1983; Kintsch, 1998). Sentence structure of a text could be organized on the
basis of hierarchy in order to allow the importance of sentences in the text to be revealed
(Van Dijk, & Kintsch, 1983). In approaching text comprehension, researchers examine issues
that focus on assisting comprehension through text summarization (Brown & Day, 1983) by
improving text coherence (McNamara, 1996; Kintsch, 1998; Graesser & Tipping, 1999) or
assisting the design of the text form and text activities (Baudet & Denhiere, 1992).

Text comprehension theory of Baudet & Denhiére, supports that readers build mental
representations of information contained in the text during the comprehension process.
Primary role should be attributed to the understanding of cognitive categories such as
entity, state, event and action as well as temporal and causal relationships connecting these
structures (Leon & Penalba, 2002). This consideration deals with text comprehension as the
attribution of meanings to causal and temporal connections between occurrences in the text.
Furthermore, the organization and structure of cognitive representation should involve
three system types: relational system, transformational system and teleological system and
should be examined on micro and macro-levels (Baudet & Denhiere, 1992). The design of
the structure of text activities is important in order to enhance learning in an educational
system.

In order to make the information in such activities available to target users (students,
teachers, researchers, authors, educators) new efforts have emerged to bring together novel
methodologies and technologies. Authoring such activities demands an authoring system
which involves knowledge acquisition, design process and managing a large amount of
complex information. Authoring tools offer the appropriate structure and guide authors to
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import and elaborate educational material (text, questions, dialogues etc.). Researchers have
been investigated Intelligent Tutoring Systems (ITS) with authoring tools almost since the
beginning of ITS research and authoring systems have been built (Koedinger & Anderson,
1995; Schultz et al., 2003). An authoring tool is a generalized framework along with a user
interface that allows non programmers to formalize their knowledge (Koedinger &
Anderson, 1995; Ritter & Blessing, 1998; Wong & Chan, 1997). Part of authoring an ITS is the
systematic decomposition of the subject matter into a set of related text elements. Each
authoring system provides tools or cues which assist the author in this process of breaking
down and elaborating the content to the necessary level of detail according to an
instructional model. There are intelligent adaptive hypermedia systems like CALAT
(Muray, 2003) and GETMAS (Wong & Chan, 1997) that their functions overlap those from
both the above categories. There are also expert systems, like Dempndtr8 (Blessing, 2003),
IRIS-tutor (Arruarte et al., 2003) which include rule-based cognitive models of problem
solving expertise and observe learner behaviour in order to build a learner model.

In this chapter we outline the process of structuring technical text educational material with
questions and dialogue activities for text comprehension in the educational environment of
ReTuDiS (Reflective Tutorial Dialogue System), using its” authoring tool, ReTuDiSAuth. The
technical text presented as an example concerns “Local Network Operation”. Authors are
guided to organize and structure text and activities involving the relational,
transformational and teleological system and make descriptions on micro and macro-levels.
The system supports text comprehension using questions and dialogue activities, adapted to
different learner profiles. In this work we also report on evaluation results of the use of
ReTuDiSAuth as an authoring tool.

2. Text Comprehension Theory

In order to examine the representation constructed by learners during the comprehension
process of a text, primary role should be attributed to the understanding of the cognitive
categories entity, state, event and action (Baudet & Denhiére, 1992). The term entity refers to
the atoms, units or persons participating in the representation structure. The term state
describes a situation in which no change occurs in the course of time. The term event refers
to an effect, which causes changes but is not provoked by human intervention. The event
can be coincidental or provoked by human intervention, e.g. by a machine. An action causes
changes but is originating by a man but is originating by a human intervention. Text
comprehension is considered as the attribution of meaning to causal connections between
occurrences in the text. Learners compose a representation of the text, which contains the
cognitive categories: entity, state, event and action. For the interpretation of learners’
cognitive processes their discourse is analysed, in order to trace the recognition (or not) of
the cognitive categories.

Furthermore, text analysis in relation to the cognitive categories does not suffice (Baudet &

Denhieére, 1992). The organization and structure of cognitive representation should involve

three system types: relational system, transformational system and teleological system.

e  The relational system represents a state in which there are entities of the possible world
and no change occurs in the course of time, whereas part to whole relations define a
hierarchy in the structure of the system.

e The transformational system represents complex events of the world or events’
sequences which provoke transformation of static states. When a transformational
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system is causal then it is described as a causal path between events. When it is
temporal the changes are temporal. Part to whole relations between events and macro-
events define a hierarchy in the system.

e The teleological system is organized in a tree of goals and sub-goals and within a time
period its” initial state, defined by the present entities, their relations and the values of
their properties, changes turning into a final state performing in that way the
predefined goal.

The organization and structure of cognitive representation should also be examined on
micro and macro-levels. Mental representations capture elements of the surface text, of the
referential meaning of the text, and of the interpretation of the referential meaning, thus
constructing a micro-world of characters, objects, spatial settings, actions, events, feelings
etc. The person who reads a text gradually constructs the microstructure of the text
representation, i.e. the states, event and compound actions of the world described in the text
as well as the time and causal relationships that interlock those structures.
On a micro-level scale, in order a person, to be able to explain the operation of a technical
system, has to construct a representation of the “natural flow of things”, where every new
event should be causally explained by the conditions of events which have already
occurred. The creation of a text that allows a precise description of a technical system and
facilitates readers in constructing its microstructure representation must involve: (a) the
description of the units that constitute the system based on the causal relationship which
unites them and (b) the description of event sequence taking place in these units in respect
of the cause affecting them as well as of the changes they bring to the state of the system.

On macro-level, the development of the macrostructure by readers is achieved through the

reconstruction of the microstructure and the establishment of a hierarchical structure with

goals and sub-goals. The creation of a text which facilitates readers in constructing its
macrostructure representation for a system must involve the teleological hierarchical
structure of goals and sub-goals of the various operations as well as their implications.

3. Authoring Tools

ITS authoring is both a design process and a process of knowledge articulation. While
authoring tools are becoming more common and proving to be increasingly effective they
are difficult and expensive to build. Authoring tools use methods to achieve the following
goals (Ainsworth et al., 2003) a) decrease the effort of authoring (time and cost), b) allow
others to take part in the design process c) help the author articulate or organize his domain
knowledge d) support good design principles concerning the pedagogy and the interface
and e) allow quick evaluation cycles.

Authoring tools achieve the above goals using various of methods. Authoring systems use
methods to simplify and automate authoring and knowledge acquisition. Part of authoring
an ITS is the systematic decomposition of the subject matter into a set of related elements,
for example a hierarchy. Each authoring system provides tools or cues which assist the
author in this process of breaking down and elaborating the content to the necessary level of
detail according to an instructional model.

Authoring tools allow non-programmers to build tutors by incorporating a particular model
or framework to scaffold the task (Muray, 2003). Learner modelling process requires making
certain choices, and it is in these choices that the learning process is located (Kay, 2001). We
do not learn much from looking at a model, we learn from models by building them and
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using them (Jonassen, 2004; Morgan, 1999). Learning from building models involves finding
out what elements fit together in order to represent the world of the model. The design of
dialogue activities for adaptive learning supported by appropriate authoring tools attracts
the interest of many researchers and educators in inventing new methodologies for effective
teaching and learning. The authoring process activates authors to decompose the subject
matter into a set of related elements to discover what elements fit together in order to
represent a concept, for example a hierarchy. The authoring process, as a process of
choosing, organizing, structuring and linking educational material becomes a process of
learning.

Authoring tools for text comprehension have to discover and offer mechanisms which help
authors design activities for the diagnosis of learners’ difficulties in comprehending texts.
They offer the appropriate structure and guidance in order the author to be able to import
and elaborate educational material (text, questions, dialogues etc.). There has been a
growing concern about scientific text comprehension (Brown & Day, 1983). Efficient
teaching and learning requires that educators should be familiar with the difficulties which
learners are likely to face.

3.1 ReTuDiS System

ReTuDiS is a diagnosis and open learner modelling tutorial dialogue system for text
comprehension. The system infers learners’ cognitive profile in order to construct and revise
the learner model with the learners’ participation (Tsaganou et al., 2004). ReTuDiS consists
of two parts: the Diagnosis part and the Dialogue part.

The diagnosis part of ReTuDiS approaches learner’s text comprehension supporting the
theory of Baudet & Denhiére that learner’s representation of the text contains the cognitive
categories: event, state and action (Baudet & Denhiere, 1992). The system engages learners
in an activity which includes reading comprehension of text and answering question-pairs
by selecting between given alternative answers. Learners” answers are used for diagnosing
learners’ text comprehension. Learners have to study all the text to comprehend it and select
answers from the given alternative answers, in order to express their position on certain
issues and support it by a justification. The diagnosis part infers learners’ cognitive profile
and his learner model.

The underlying theory beyond the dialogue part of ReTuDiS is the Theory of Inquiry
Teaching (Collins, 1987). ReTuDiS approaches dialogue activities based on theories of
dialogue management, strategies, tactics and plans which promote reflection in learning.
The dialogue part is based on the learners” cognitive profile, inferred by the diagnosis part,
the learners’ answers to question-pairs and the selected dialogue strategy offered by the
system. The dialogue part of ReTuDiS engages the learner in personalized reflective
dialogues in order to revise the learner model with the participation of the learner
(Tsaganou et al., 2004). The dialogue generator activates the appropriate for the learner
sequence of dialogue-parts, and using the dialogue plan, dynamically constructs the
individualized learning dialogue.

3.2 ReTuDiSAuth

ReTuDiSAuth, the authoring tool of system ReTuDiS, offers an environment that lays out
the appropriate parameters an author needs to define. The authoring tool supports users
registered as teachers or administrators. Teachers have the authority to create new activities
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or edit existing ones. Administrators of the system have the authority to manage the base of
the users of the ReTuDiS and the educational material. The environment offers the tools and
the shell (Figure 1). The tools, which add interactivity to the system and support authors to
import educational material, are the following:

Text fields. These fields are designed to help authors enhance their own educational material
into the system for example, titles of activities, texts, questions.

Pop-up menus. The menus are designed to help authors select from predefined by the teacher
or by the system values or defaults such as: categories of activities, characterizations of
answers, teaching strategies.

The knowledge base. This data base includes the educational material of text, questions, and
dialogues.

Association buttons. They are buttons designed to help authors establish causal relationships
between text elements such as text-unities and make associations such as between
educational material and learners’ profiles, teaching strategies and learners’ profiles,
learners’ profiles and dialogue plans.

Guidance tips. They are information tips designed to support the author by giving back the
appropriate feedback to his actions that is confirmation or not of the completion of each
step.

Administrative tools. These tools are for managing the lists of users, the roles of the users
(teachers or students), the categories of activities, the activities, reports on carried out
activities (log files for each student).

Eovroln viag dpoommamrog M

guidanca fps . 4
W 0 NAnpopopieg
exi flalds
* O rivhoe mor propei Bijpo 1o
o Exen oG pixps
| 754 xopoxripic Endyere Tov Tivho mg Spaomprdmrds oag:
LY VU —— H v i, Bpad irgnoTmia
gl nEpIcETID TiTAo
TidaTisd BVIREISEVD:  Aoponi - 1—\_\__
hw By undpyr wSnom EATYYERI0 yVROTINGD OVARTEF VoS nou va sokent
T awiymid, TG BpaeTn pedinrie sar, Apeswpivd, il my eng

“Bebpoprs” . EnmonmviaTs o Tow Sayoipestt) yao wa v npocBion) Op-Up PIEHNE
Frpampyien SnAGyou: Trav §n oepeypogd) Tou cRcrapipE
Sehovn dm o polii CND pivaAL Suduotii W

association buttons

Figure 1. The ReTuDiSAuth: Tools for structuring and elaborating a dialogue activity

The shell delivers the educational material according to the instructions generated by the
author using the tools in combination with its predetermined defaults. A semantic
network is created by the author using the association buttons. The nodes of the network
represent the elements of the material and the branches represent possible paths followed
by the learner while participating in instructional activities. While delivering the
educational material to a learner in a specified manner the shell constructs his learner
model. The values of the learner model change over the activity course as the learner
participates in dialogues.
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4. Text Structuring with RETUDISAuth

School and university text-books usually include texts not structured according to any
theory of text comprehension. Authors of such texts usually ignore micro and macro
structure. Research held with participation of 60 students studying Didactics of Informatics
in the Department of Informatics and Telecommunications, University of Athens during the
academic year 2006-2007, asked students to select texts and write questions for text
comprehension (Tsaganou & Grigoriadou, 2008). The research results indicated that selected
texts embody mainly descriptions of micro structure, whereas descriptions of macro
structure were very poor or fragmentary. On the other hand, questions reported by the
students included descriptions of macro structure.

Structuring a text is a demanding process. The text should be organized and structured in
order to include descriptions on micro and macro-level representation of the knowledge
domain. Since this is difficult, authors can lie heavy on the construction of the appropriate
questions about the text. ReTuDiSAuth involves the author in the following processes
concerning text, questions and dialogue structure (Tsaganou et al., 2004; Grigoriadou &
Tsaganou, 2007).

Text structure

The author selects the text from a text-book and identifies the cognitive categories. He
separates the text in sections, each of which represents a cognitive category and gives a
phrase as a title for every section. Titles help in organizing the structure of the questions and
dialogues activities. The author specifies the cognitive categories involved and the number
of them. For example, in case of technical text are used four cognitive categories: entity,
state, event and action. In case of historical text have been used three cognitive categories:
state, event and action (Tsaganou et al, 2004; Grigoriadou et al.,, 2005; Grigoriadou &
Kanidis, 2003).

Questions with alternative answers

For every section the author submits simple questions or question-pairs to the system and
the related alternative answers. The first question in a question-pair is related to the section
and the learner’s alternative answer concerning this question is declared to the system as
position. The second question is related to the learner’s justification concerning a position
and is declared to the system as justification. Position and justification represent the causal
relationships in the text. Each question or question-pair refers to a description on micro-
level of the relational system: (a) description of units that constitute the system, (b)
description of part to whole relations connecting system units and (c) description of static
states of the units. Or to a description of the transformational system: (a) description of
events and events’ sequence taking place in these units, (b) description of causal and
temporal relationships between events and the changes bringing on the static states. The
teleological system includes description of the system on macro-level throughout a “tree” of
predefined goals and sub-goals for every transformation of the system from one state to
another.
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Local Network Operation

A computer network is often classified as being either a local area network (LAN), a
metropolitan area network (MAN) or a wide area network (WAN). Another means of
classifying networks is based on the topology of the network, which refers to the pattern in
which the machines are connected. Three popular topologies are: (1) bus, in which the
machines are connected to a common communication line called a bus, (2) ring, in which
the machines are connected in circular fashion and (3) star, in which one machine serves as
a central focal point to which all the others are connected.

A bus topology is designed with each node connected directly to a high-data speed bus.
Nodes communicate across the network by passing packets of data through the bus (they
read and write data -in the form of packets). Packets placed on the bus, transfer messages to
nodes. A message includes the receiver’s address, which specifies the network address of
the target node. A node watches the bus continuously and reads the target address of each
packet. After that, the node compares the address with its own, and if they are the same,
then reads the message of the packet, otherwise ignores it. When a node is ready to
broadcast a message, waits until the bus is free and then begins passing it to the bus. If a
node uses the bus it watches it and can be aware of any other node using the bus at the
same time. In that case both nodes stop using the bus waiting until one of them accidentally
attempts to us it. When a limited number of packets are simultaneously transmitted
throughout the bus, them this competence strategy is successful. The bus topology network
can work even in case of disconnection of a node (Brookshear, 2005) .....

Question 1 (Identification of local network units).

1) Inalocal network which of the following is a node.

e Aserver

e A packet

e Abus

Question 2 (Identification of events and events’ sequence).

2a) In a bus topology network, what happens in case there is an interruption (a cut off) of

the bus. Select one of the following answers.

e  the network crashes (non scientific)

e the network continuous to work properly (towards scientific)

e the network is divided into two independent networks each one working properly
(scientific)

2b) Justify your answer by selecting one of the following answers.

e because all nodes are connected with the bus and they cannot communicate if there is a
cut off (non scientific)

e  Dbecause all nodes have spare connections between each other that can operate without
the bus (towards scientific)

e  because a bus network needs only a central bus to connect the nodes to (scientific)

Figure 2. Text fragment and questions with alternative answers given by a student
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In Figure 2, Question 1 is related to description of units that constitute the local network
system (relational system). Question 2 is related to description of events taking place in the
system, relationships between events and the changes bringing from one state to another
(transformational system).

Dialogue structure

Defining argument completeness. For every question-pair the combination of the learner’s
position and the corresponding justification constitutes the learner’s argument. Arguments
are classified as complete, when both position and justification are scientific. Otherwise the
argument is non-complete. The author defines the different degrees of argument
completeness. Possible values of argument completeness are: complete, almost complete,
intermediate, nearly incomplete and incomplete.

Forming dialogues. The author creates a library consisting of specific dialogue-parts for all
combinations of possible answers and associates them with the corresponding answers.
Each specific dialogue-part is designed to remedy a particular learning difficulty. The
specific dialogue-parts are dependent on the specific text. The specific dialogue-parts of
different types are associated with predefined and embedded in the system dialogue tactics
Forming dialogue tactics. Dialogue tactics, inspired by the general teaching strategies
(Collins, 1987; Graesser, 2001), are hints or Socratic-style dialogues. Tactics correspond to
different levels of dialogue concerning the specific subject matter and involve learners in
activities which promote reflection. The author defines the dialogue tactics which have the
following forms: (a) picks positive or negative examples, (b) picks counterexamples, (c)
generates hypothesis, (d) makes learner to form hypothesis, (e) makes learner to test
hypothesis, (f) entraps the learner, (g) traces consequences to a contradiction or faulty
knowledge of a learner and (h) promotes questioning authority.

Selecting dialogue strategy. The choice of the dialogue strategy is decided in the beginning.
Example of a strategy embedded in the system is the following (Grigoriadou et al., 2005):
“The system sorts learners” argument classifications in a list according to decreasing degree
of argument completeness. The tutorial dialogue begins with a discussion about the unity
for which the learner seems to face less learning difficulties. The system generates the
sequence of dialogue-parts for this unity. Then the system prepares the next dialogue-part,
based on the results of the previous dialogue-part”.

Selecting dialogue tactics. Predefined dialogue tactics are accessed throughout a pop-up
menu. The author selects a predefined dialogue tactic and formulates the dialogue-part.
Planning dialogue. For the selected teaching strategy and depending on the learner profile
the system constructs the initial dialogue plan for the learner. The system uses: (a) the
general dialogue-parts, which include typical dialogue-parts, concerning participation of the
learner in dialogue, encouragement, motivation, agreement or not with the system,
guidance etc. and (b) the specific dialogue-parts that were previously entered by the author
according to the appropriate dialogue goals and tactics. During entering the author has
made the appropriate associations between contradicting answers (contradictions between
learner’s position and his justification concerning causal relationships in the text) and
dialogue-parts for all possible combination of answers. So as, the system becomes able to
initiate the dialogue and generate dynamically the appropriate dialogue in response to the
learners’ feedback during the dialogue process.
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Defining learners” profiles. Learners can be described as belonging to one of a set of author-
defined learner profiles taking into account the number of learner’s arguments with high
degree of argument completeness.

5. Evaluation

Formative evaluation, concerning the use of ReTuDiSAuth for text structuring, was

conducted with the participation of 26 postgraduate students and 6 experts in informatics

domain at the University of Athens. Evaluation aimed at further revisions, modifications

and improvements of ReTuDiSAuth as well as of ReTuDiS system (Muray, 2003). The

participants were given explanations about the aims of the authoring tool.

Students were asked to participate in the evaluation process and perform representative

tasks: (a) to prepare source material text and questions with alternative answers of their

choice and (b) to use the system for the construction of dialogue activities. Each student

proposed a two pages text, three question- pairs with alternative answers involving causal

relationships and specific dialogues-parts.

Experts used the material proposed by the students in order to identify and comment issues

concerning specific problems or deficiencies users face in formulating learning goals,

questions and tutoring dialogues and the educational benefits of the process.

Both students and experts were given a questionnaire and commented about usability,

learnability and efficiency:

e the depth to which the system can infer a learner’s knowledge, respond accordingly
and teach

o if the system can support dialogue activities on different knowledge domains

¢ how easy non-programmers can learn to use the system

¢ how quickly a trained user can construct questions and dialogue activities

e the amount of resources needed to construct questions and dialogue activities

Moreover, experts were asked to comment about:

¢ how much the underlying instructional model of the system constrains the author

e the sources of teaching and domain expertise

o the level of expertise /background of the target authors.

In general, most of the experts faced minor difficulties in using the interface. Experts spent

more time to overcome difficulties in structuring the text and matching text paragraphs with

cognitive categories. Experts commended about the quantity and the quality of questions

made by the students. They identified as beneficial the method used for training students,

which may be potential teachers, for the improvement of their authoring skills for text-

based dialogue activities.

6. Conclusions

Research results of the effectiveness of ReTuDiSAuth environment as an authoring tool for
structuring educational text material were presented. Students experimented in the
environment and designed text, questions and dialogue activities that promote learners’
reflection. Evaluation got hold of representative users: graduate students and experts.

We explored the role of the learner in authoring environment. Analysis of the current study
indicated that authoring makes students improve their authoring skills and become familiar
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with text structuring and question constructing. Educational benefit of this process was the
way the environment easily allowed students to add educational material by taking
advantage of the system’s interactive features. Experts found the system appropriate for the
education of postgraduate students as teacher and authors, by offering them considerable
power to construct appropriate domain material, create effective learning environments and
test their own teaching strategies.

Currently, we are exploring improvement of the system concerning direct specification of
causal connections between text elements during text structuring. Moreover, as ReTuDiS
does offer significant advantages for classroom use and generate important learning
outcomes, we plan further research into the evaluation of the system in complex classroom
conditions and compare results in different knowledge domains.
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1. Introduction

Recent years have witnessed a growing interest of psychopathology for therapeutic uses of
Information and Communication Technologies (ICT). Researchers and clinicians are
carrying out interdisciplinary projects and empirical investigations of computer-based
treatments dedicated to the rehabilitation of psychiatric patients. Some projects gave rise to
practical implementations in clinical settings, a quite publicized example being the use of
virtual reality for treating various forms of phobias and anxiety disorders. Companies
specialized in developing software intended for psychotherapy are starting to emerge.
Academic networks are being formed to exchange ideas and results, with international
conferences organized regularly for the purpose of bringing together researchers from
various disciplines including computer sciences, psychology and psychiatry. Examples of
the multiple aspects of this new and dynamic field of research will be provided throughout
the present chapter.

Literature mentions several potential advantages of computers for clinical interventions in
psychopathology. Patients seem to adhere to treatments based on computer usage:
computers are thought to be stimulating and entertaining (Field et al., 1997; Medalia, 2001).
In the same time, they are non-judgmental in case of failure (Bellucci et al., 2002) and their
virtual environment is free from danger (Moore et al., 2005). The user has total control over
the computer and can repeat any action as many times as she or he wishes (Field et al., 1997;
Panyan, 1984). Moreover, the computer offers rich multisensorial stimuli (Bosseler &
Massaro, 2003; Medalia, 2001; Panyan, 1984) with precise and immediate feedback (Bellucci
et al., 2002; Bosseler & Massaro, 2003; Burda et al., 1994). Computers are considered
adequate for implementing treatment procedures as they provide structured and
standardized tasks (Bellucci et al., 2002), while enabling the tasks to be personalized
(Medalia et al., 2001). Automatic online recording of the patient’s performances is also seen
as an advantage (Field et al.,, 1997; Panyan, 1984). Moreover, literature emphasizes the
economical advantages of computers. There usage appears to be cost effective in terms of
reducing therapist time (Burda et al., 1994). However, authors also suspect problems could
arise from computer-based treatments, such as difficulties to generalize learning acquired on
the computer to everyday life (Bernard-Opitz et al., 2001).
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This chapter intends to illustrate the interdisciplinary approaches of computer-based
treatments for psychiatric rehabilitation. It starts with a brief overview of issues regarding
treatment in psychopathology and distinguishes three paradigms guiding computer-based
approaches: compensation, desensitization and training. The present chapter is especially
devoted to computer-based treatments that adhere to the training paradigm. It then reviews
the literature on computer-based cognitive and socio-emotional training in
psychopathology. The literature survey is illustrated by two specific categories of
psychopathological disorders: schizophrenia and autism. Computer-assisted cognitive
remediation is described for schizophrenia where it has been evaluated by a number of
studies. Socio-emotional training examples are presented for autism, where an emerging
body of literature addresses computerized training of social interactions and emotional
processing. Following the literature review, the chapter describes a longitudinal pilot study
that investigated both cognitive and socio-emotional computer-based training in the case of
autism. The interconnections between cognitive remediation and socio-emotional training
are discussed in the light of this exploratory investigation and relevant literature. Finally,
the chapter concludes with future research directions.

2. Treatment issues in psychopathology

2.1 From symptoms to social dysfunction

Computer-based treatments target a wide range of deficiencies, from neurocognitive
functioning to social and emotional regulation. As described by Craig (2006),
psychopathological disorders imply difficulties permeating the whole life of the individual.
Symptoms may be regarded as the basic impairments, as they form the core features of the
disorder. Functional disabilities occur in the process of performing everyday tasks for which
individuals experience difficulties as a consequence of their symptoms. For instance,
shopping or cooking can be a challenging activity for people with memory losses or poor
concentration. Commuting by public transportation can be very stressful for a person
having agoraphobia. Symptoms and disabilities most often result in a serious handicap,
exposing the concerned individual to social stigma and impeding social and professional
integration. Professional outcomes seem to be especially compromised and the trend
appears to be worsening. For example, Craig (2006) indicates that the employment rates for
people with severe psychiatric illnesses in the UK are lower now than they use to be fifty
years ago. There may be various explanations for this state of fact. Current jobs are more
demanding in terms of cognitive performances, while opportunities for low skilled
manufacturing jobs are decreasing. The wide use of computers in modern economy may be
a drawback for some impaired individuals as it requires high level cognitive skills and rapid
adaptation. Another important reason may derive from the medication side-effects, for
instance sedation. Obviously, the various aspects of psychiatric disorders that were just
described are closely intertwined: symptoms and cognitive impairments are determinant
factors influencing functional disabilities and social incapacities, reversely social exclusion
can have devastating effects on mood and self-esteem, eventually leading to depression or
anxiety that worsen the symptomatic profile. Potential targets for computer-based
approaches are thus threefold. Firstly, they may address the basic impairments including
symptoms and cognitive deficiencies. Secondly, they can be used for helping the individual
in everyday tasks, thus decreasing disabilities. Thirdly, they can assist in overcoming social
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and professional obstacles. Research projects usually aim mainly at one of these three
targets, while acknowledging the possible influence on the other two.

Computer-based interventions in psychopathology depend on the critical issue of adapting
the features of computer technology to the specificities of psychopathological disorders. The
fact that psychopathological disorders are permeating every aspect of the individual’s life
without being easily associated with a specific functional capacity makes it all the more
complex to define suitable technology. This contrasts with many physical disabilities, as for
example lower limbs palsy that hinders locomotion but leaves rather unaltered the skills
necessary for deskwork. In the latter case, the functional incapacity appears to be more
clearly defined and can therefore be more readily addressed by technology with various
types of high-tech wheelchairs for instance. As for psychopathological disorders, researchers
experience difficulties in circumventing the functional implications and the treatment needs
to cover altogether symptoms and cognitive alterations, functional disabilities and social
withdrawal. Another limiting factor that complicates the work of defining suitable
technology is the lack of knowledge about the etiology of various psychopathological
disorders. Reviews on autism (Happé & Frith, 1996) and on schizophrenia (Walker et al.,
2004) reveal that the causes of these disorders have still not been fully uncovered by
research. The contemporary perspective in many psychiatric disorders assumes that a single
syndrome may encompass different subgroups with various possible etiologies. Hence,
specialists tend to consider psychiatric disorders as spectrums rather than as uniform
entities. Multiple explanatory theories for the same syndrome coexist and frequently
compete. Their predictions about the impact of various therapeutic approaches can be
contradictory, thus complicating the task of researchers trying to design appropriate
computer-based interventions. Adapting computer technology for treatment of psychiatric
disorders is an adventurous endeavor requiring thorough interdisciplinary understanding
of both psychopathology and computer sciences.

2.2 Paradigms of computer uses

Current computer-based treatments in psychopathology seem to follow mainly three
paradigms: compensation of disabilities, desensitization to anxiety or addictive craving and
training of cognitive, social and emotional functioning. The compensation approach seeks to
alleviate the disabilities provoked by the symptoms and cognitive deficiencies through the
use of assistive technological devices. In a review of the matter, LoPresti and colleagues
(2004) underline the analogy with prostheses in physical or sensorial handicaps.
Compensation proceeds by providing a device designed to assist the individual in
performing cognitive tasks for which she or he encounters difficulties. Examples may be
found in neurology. For instance, Wilson and colleagues (2001) developed a paging system
that was tested with 143 patients having neurological disorders. The paging system would
compensate for memory losses by sending reminders at the right date and time about tasks
that had to be carried out. Results of a randomized control trial showed a substantial
increase in task completion due to the pager system. The desensitization paradigm is used
extensively for phobias, anxiety disorders and addiction. Desensitization relies on the classic
biological principle of habituation, according to which the neural response to a stimulus is
attenuated by repeated exposure to this stimulus (Castellucci et al., 1978). In psychotherapy,
desensitization to an anxiety provoking stimulus or an addictive craving is achieved by
gradual exposure of patients to the critical stimulus. Virtual reality appears especially
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appropriate for this therapeutic paradigm as it enables exposure to fake stimuli that are
realistic enough for habituation to occur. Virtual reality’s role in clinical practice is rapidly
expanding. For instance, virtual reality therapies are used for treating victims of terrorist
attacks having post stress disorders (Difede et al., 2002; Josman et al., 2006). Some
companies have specialized in virtual reality development for psychopathology, as for
instance , Virtually Better©” (www.virtuallybetter.com) that design virtual environments
intended for exposure to addictive craving. Lastly, the cognitive and socio-emotional
training paradigm refers to teaching methods based on the active participation of the patient
and repeated practice of specific tasks. The rest of the present chapter is devoted to
describing in more details the computer-based approaches that adhere to this paradigm. The
following sections start by presenting training programs focusing on basic cognitive
functions, also known as cognitive remediation. Programs intended for social and emotional
enhancement are described latter on.

3. Computer Assisted Cognitive Remediation (CACR)

3.1 Rationale

Cognitive remediation refers to teaching methods aiming at helping patients acquire or
regain basic cognitive abilities. These techniques were initially devised for patients with
neurological disabilities such as cerebral palsy or stroke. For the last two decades, they have
been progressively introduced in psychiatric settings as well. These teaching methods target
fundamental cognitive skills such as attention, memory and executive functions. The term
“executive functions” traditionally refers to a set of cognitive functions that encompasses
planning, working memory, impulse control, inhibition, shifting set as well as the initiation
and monitoring of action (Hill, 2004). During cognitive remediation therapy, patients are
required to complete sets of cognitive tasks. Attention remediation typically involves
exercising vigilance and the ability to select among multiple stimuli. Tasks targeting
memory can for example train the ability to remember lists of items over a short period of
time. Remediation of executive functions often employs problem-solving tasks such as the
Towers of Hanoi (Bracy, 1981). Cognitive remediation approaches often include individual
coaching by a therapist. The role of the therapist can vary from merely encouraging the
patient (Bellucci et al., 2002) to guiding the patient through efficient use of relevant cognitive
strategies (Medalia et al., 2001). As often in psychopathology, there are various models for
applying cognitive remediation. Models vary depending on the theoretical background that
supports their psychological validity. The reader may consult (Wykes & van der Gaag, 2001)
for a review on the different theories employed in cognitive remediation. Computer-based
approaches are especially convenient for training models relying on repeated practice of
standardized tasks. These approaches are based on the premise that intense and regular
training on tasks involving deficient cognitive functions can help in improving these
functions although they are altered. Two theoretical arguments support this view. Firstly,
literature states that computer exercises hold opportunities for learning novel strategies that
enable bypassing impaired abilities (Kurtz et al., 2007). Secondly, repeated practice in a
multimedia environment is believed to hasten cortical reorganization (Butti et al., 1998).
Neurobiological research supports the idea that exercise and stimulation in a rich
environment accelerates neural plasticity. Kandel (1998) illustrates neural plasticity with the
example of separate maps of the surface of the body contained in the postcentral gyrus of
the primary somatic sensory cortex. These cortical maps are dynamic and not static. Their
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expansion or retraction depends on the particular use of the associated area of the body.
Experiments on animals have shown the influence of external stimulation on synaptic
plasticity. For instance, Knott and colleagues (2002) investigated the effect of whiskers’
stimulation in adult mice and found that after 24 hours of continuous stimulation, the
synaptic density in the cortical zone associated with the whiskers had increased by 36%.
Similarly to synaptic plasticity, exercise and environmental stimulation appear to favor the
increase of neurogenesis, associated with improved memory function (Van Praag et al,,
2002). Neurogenesis refers to the generation of new functional neurons in adult animals,
which has been especially observed in the hippocampus of the mouse (Van Praag et al,,
2002). This corpus of research agrees with the framework for psychiatry introduced by
Kandel (1998) according to whom learning mechanisms involving epigenetic regulation of
neural processes are the basic principles underlying psychotherapy.

Computer-Assisted Cognitive Remediation (CACR) is supported by neurobiological
observations of the positive effect of repeated practice on neural plasticity. However, as
emphasized by Wykes and van der Gaag (2001), continued practice on a particular cognitive
task may not impact performances on other tasks, even if they rely on the same type of
cognitive operations. This CACR model of cognitive remediation could therefore bear the
potential drawback that acquired skills would not generalized to untrained tasks.

3.2 The example of schizophrenia

This section focuses on schizophrenia to illustrate computer-assisted cognitive remediation
in psychopathology. The prevalence of schizophrenia is estimated at around 1% of the total
population (Walker et al., 2004). Schizophrenia is a disorder characterized by at least two of
the following symptoms that must be present for at least one month: delusion, hallucination,
disorganized speech, grossly disorganized or catatonic behavior and negative symptoms
such as affective flattening, alogia, avolition (APA, 1994). Moreover, the diagnosis includes a
decline in social and occupational functioning since the onset of illness. Schizophrenia is
subdivided into five types: paranoid, disorganized, catatonic, undifferentiated and residual.
The paranoid type is characterized by preoccupation with delusions or hallucinations. The
disorganized type includes disorganized speech, disorganized behavior and flat or
inappropriate affect. In the catatonic type, the following symptoms predominate: motor
immobility or excessive motor activity, negativism or mutism, peculiar movements and
bizarre posturing, echolalia or echopraxia. The undifferentiated type refers to patients who
cannot be classified in any other types. Finally, the residual type is used when positive
symptoms (delusion, disorganized speech, disorganized or catatonic behavior) are not
prominent anymore, although some attenuated symptoms are still present.

Beside symptoms listed in the diagnosis, schizophrenia is associated with a broad cognitive
impairment involving every domain of functioning. Heinrichs and Zakzanis (1998) report
that between 61% and 78% of people with schizophrenia exhibit a cognitive deficit.
Individuals show a high heterogeneity of cognitive performances with some having mild or
no deficit and others being profoundly impaired. A recent consensus (Nuechterlein et al.,
2004) has been established for classifying cognitive deficiencies into the following categories:
Speed of Processing, Attention/Vigilance, Working Memory, Verbal Learning and Memory,
Visual Learning and Memory, Reasoning and Problem Solving, Verbal Comprehension and
Social Cognition. Although these cognitive domains may be impaired in individuals with
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schizophrenia, they are considered liable to improve given an appropriate treatment. The
only exception is Verbal Comprehension, which is considered resistant to change.

3.3 Clinical evaluations

As mentioned earlier, a major possible drawback of CACR is suspected to be the lack of
generalization of acquired skills on untrained tasks. Hence, the studies presented here have
been selected on the basis that they employ assessment tasks that are different from tasks
used during training.

Several randomized controlled trials have been conducted to evaluate the effectiveness of
CACR in schizophrenia (Bell et al., 2001; Bellucci et al., 2002; Burda et al., 1994; Field et al.,
1997; Greig et al., 2007; Hogarty et al., 2004; Kurtz et al., 2007; Medalia et al., 2000; Medalia et
al., 2001; Sartory et al., 2005; Vauth et al., 2005). Most have reported improvements of
cognitive performances, with some exceptions as for example Field and colleagues (1997)
and Medalia and colleagues (2000). Studies report improvements in various cognitive
domains such as: speed of processing (Bellucci et al., 2002; Burda et al., 1994; Hogarty et al.,
2004; Kurtz et al., 2007; Sartory et al., 2005), attention (Vauth et al., 2005), working memory
(Bell et al., 2001; Burda et al., 1994; Hogarty et al., 2004; Kurtz et al., 2007), verbal memory
(Bellucci et al., 2002; Burda et al., 1994; Hogarty et al., 2004; Kurtz et al., 2007; Sartory et al.,
2005; Vauth et al., 2005), visual memory (Kurtz et al., 2006), reasoning and problem solving
(Bell et al., 2001; Hogarty et al., 2004; Kurtz et al., 2007; Medalia et al., 2001) and social
cognition (Bell et al., 2001; Hogarty et al., 2004).

Bellucci and colleagues (2002) investigated the effect of CACR on symptoms. Their
experiment included 34 adults with schizophrenia randomly assigned to either a CACR
group or a wait list control group. The CACR group received biweekly half-hour computer
sessions for 8 weeks. They employed “Capitain’s Log” software (Sandford & Browne, 1988),
which is specialized for cognitive remediation. Results indicated that the CACR group had
improved on measures of verbal learning and memory, concentration and executive
functions. Moreover, patients receiving CACR demonstrated greater reduction of negative
symptoms compared to the control group. The study of Bellucci and colleagues (2002) thus
suggests that CACR could have an influence beyond cognitive impairments and impact
symptoms as well.

Researchers have also investigated if CACR could combine with other therapies so as to
increase positive outcomes. Given that cognitive impairments are limiting factors for
occupational functioning and professional integration, the combination of CACR with
vocational rehabilitation raises interest. Bell and colleagues (2001) combined Work Therapy
(WT), which is based on adapted employments including coaching and counseling, with
Neurocognitive Enhancement Therapy (NET), which includes computer-assisted cognitive
remediation, social information processing groups and work feedback groups. NET relies on
PSSCogRehab software (Bracy, 1981) that was initially design for the rehabilitation of
neurological patients. In a randomized controlled trial, 65 patients were assigned either to
NET combined with WT or to WT only. The treatment lasted 26 weeks, on the basis of 2 or 3
computer sessions par week. The authors found that the combination of NET with WT
showed greater improvements on measures of executive functions and working memory.
These results were replicated in a latter study that also investigated NET combined with a
vocational therapy (Greig et al., 2007). Following a similar path, Vauth and colleagues (2005)
tested the combination of a computer-assisted cognitive training with vocational
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rehabilitation. They compared this combination with vocational rehabilitation alone in a
randomized controlled trial including 138 participants with schizophrenia. The group
receiving the combined therapies showed greater improvement on attention and verbal
memory. Moreover, this group had a higher rate of successful job placement in a follow-up
assessment 12 month after the end of the treatment. The three just mentioned studies
suggest that CACR can help to improve vocational outcomes, which seems extremely
relevant given the functional disabilities and occupational decline associated with
schizophrenia.

The influence of CACR on social cognition is yet less obvious. As described above, trials
assessing CACR report positive outcomes concerning cognitive impairments, symptoms
and occupational disabilities. Few studies evaluated the possible impact on social abilities.
Bell and colleagues (2001) report a progression of affect recognition, but this result was not
replicated in a latter study (Greig et al., 2007). Hogarty and colleagues (2004) assessed social
competencies in a two years randomized controlled trial including 121 patients. The
treatment intervention they were experimenting is called cognitive enhancement therapy
and includes CACR combined with social cognitive group exercises. Their results showed
improvements on measures of social cognition and social adjustment after two years of
treatment. Such improvements were not observable at the end of the first year. Computer-
based training programs especially dedicated to social cognition have recently been
developed (Silver et al., 2004; Wolwer et al., 2005). They essentially focus on emotion
recognition and management. Wolwer and colleagues (2005) evaluated a computerized
training program called “Tackling Affect Recognition” (TAR) in a randomized controlled
trial involving 77 patients with schizophrenia. They compared this program with a
traditional form of CACR. According to their results, remediation of emotional recognition
was achievable with the TAR program but not with classical CACR. Silver and colleagues
(2004) conducted a pilot study of a brief training intervention using software developed for
teaching children with autism about emotions. Participants with schizophrenia improved on
measures of emotion recognition. The next section describes computer-based social and
emotional training in more details, based on the example of autism.

4. Computer-based socio-emotional training

4.1 The example of autism

Autism is defined as a pervasive developmental disorder (APA, 1994). The diagnosis is
determined on the basis of the following triad of criteria: qualitative impairment in social
interaction; qualitative impairment in communication; restricted, repetitive and stereotyped
patterns of behavior, interests and activities. First signs leading to diagnosis appear before
the age of 3 years. Both verbal and non-verbal communications are altered. The disorder
strongly affects social interactions. Individuals” cognitive profiles vary considerably along
the autism spectrum, despite the general common impairments defined in the diagnosis.
Autism is frequently but not necessarily paired with intellectual retardation (Happé & Frith,
1996). Autism associated with normal or high IQ (Intelligence Quotient) is referred to as
high functioning autism. People with high functioning autism may have a well-developed
vocabulary but nevertheless have profound difficulties to understand social norms and
sustain reciprocal social interactions (Volkmar, 1987).

Nadel and colleagues (2000) conducted an experiment showing that despite profound social
disorders, people with autism could develop social expectations from others. Moreover,
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people with high functioning autism are reported to hold average performances in
recognizing basic emotional facial expressions (Baron-Cohen et al., 1997), although their
cerebral activity might differ from people without autism on such tasks (Critchley et al.,
2000). The social dysfunctions arise when emotions are associated with a dynamic context.
People with autism often fail to use perceived social and emotional information to self-
regulate their own behaviour with an ongoing social situation (Loveland, 2005).
Contextualizing problems pervade the entire social disorder in autism.

4.2 Empirical investigations

Computer science projects are being carried out and experimented to provide educational
software for people with autism in the fields of emotional and social interactions. Bernard-
Opitz and colleagues (2001) studied 10 sessions of training based on software used for social
behavior education. Children had to find a solution to different scenarios involving
characters in problematic social conflicts, for example two children arguing over who can
use a slide first. They compared a group of 8 children with autism and a group of 8 children
without autism. While the performances of both groups improved, the progression of the
group without autism was steadier. Generalization of the acquired social skills to real life
appeared to be possible when real situations were similar to those that had been trained on
the computer. Leonard and colleagues (2002) designed a virtual reality system aimed at
teaching social skills to people with high functioning autism. They evaluated the system
with 6 adolescents. The virtual reality environment simulated a coffee house. Participants
had to perform several social tasks inspired from real life situations, such as finding a place
to sit without disturbing other clients. Results showed progression in dealing with the social
situation that had been simulated. Generalization of learning was effective in real situations
similar to the virtual environment but failed when the context differed. These experiments
highlight the difficulties of transferring skills acquired during training to other contexts.
Collaborative use of educational software has also been explored. Rajendran and Mitchell
(2000) conducted two case studies where the experimenter and the participant played
together using a software game designed to foster adequate social responses. The game
consisted of cartoons featuring two characters. The speech and thought bubbles of each
character had to be filled in by the players. The experimenter played one character and the
participant played the other one. Results showed no evidence of social skills improvement,
but participants’ performances increased on measures of executive functions. The authors
suggested that, although the game they used targeted social skills, it could additionally
involve various executive functions for planning dialogues and flexibility for alternating
between thought and speech bubbles.

Several software projects focus on the use of Animated Conversational Agents (ACA) for
teaching social skills to people with autism. ACA are considered relevant for practicing
social and emotional skills because they communicate through modalities such as speech,
facial expressions and gesture that are inspired from human communication. Moreover,
while resembling human characters, researchers believe ACA can enable to control the
interactions at a suitable level for people with autism. Bosseler and Massaro (2003)
developed a language-learning tool based on a virtual 3-D talking head. The virtual head
could realistically simulate the articulary movements of the mouth and tongue during
speech. Eight children with autism were trained during 6 month with this tool. Pre-tests,
post-tests and follow-up tests revealed that children acquired new vocabulary and that
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learning was maintained 30 days after the end of the training. Tartaro and Cassell (2006)
designed an ACA used for training children with autism in collaborative storytelling. The
ACA looked like a child and could communicate through speech, gesture and gaze.
Moreover it was authorable, which means the child could specify and plan its interactions
and control it during storytelling sessions with another person.

In an attempt to investigate the competencies of people with high functioning autism in
understanding the emotions displayed by an ACA, Moore and colleagues (2005) conducted
an experiment where participants were required to associate the facial expressions of virtual
characters (happy, sad, angry, and frightened) with emotions or emotionally connoted social
situations. The results showed some evidence that people with high functioning autism
could assign the appropriate emotional facial expressions to the ACA, coherently with the
social context. Golan and Baron-Cohen (2006) designed and evaluated a multimedia
application to train recognition of complex emotions (such as embarrassment, insincerity,
etc.) in both visual and auditory channels for people with high-functioning autism. Their
application presented series of emotions in silent films of faces, faceless voice recordings
and videos of emotionally connoted situations. Nineteen participants with high-functioning
autism were trained with the software during 10-15 weeks. Participants improved in
emotion recognition of faces and voices separately, but there was no evidence of progression
concerning the holistic tasks involving videos that required integrating information from
facial, vocal and contextual sources. The next section presents a study that addressed the
latter point by exploring the ability to use facial expressions in the context of a dialogue.

5. Study on parallel training of cognitive and socio-emotional skills in autism

5.1 Training objectives

The goal of the study presented here was to explore a computer-based approach combining
cognitive remediation and socio-emotional training for high-functioning autism. In the
socio-emotional field, the training tackled contextualization difficulties attributed to autism
with a specific focus on pragmatics. The main communication deficiency in autism relates to
pragmatics (Paul, 1987). Authors report that people with high functioning autism have a
tendency to interpret speech literally rather than in reference to a context (Attwood, 1998).
They experience difficulties in interpreting pragmatic speech that conveys irony and
metaphors (Happé, 1993). Jolliffe and Baron-Cohen (1999) carried out an experiment where
participants had to understand a short text containing a semantically ambiguous word that
required the context to be correctly interpreted. Participants had to choose between three
possible interpretations of the ambiguity: the contextually correct interpretation, a literal
and out of context interpretation and an erroneous non-literal interpretation. Results
showed that participants with autism chose the literal interpretation more often than
healthy controls. They tended to omit context although it was necessary for interpreting the
text.

The main neurocognitive deficit targeted by the computer-based training described in this
section was the executive dysfunction attributed to autism (Russell, 1996). The executive
dysfunction theory in autism derives from analogies with patients sustaining brain injuries
in the frontal lobes regions. As explained earlier, executive functions refer to cognitive
constructs considered responsible for controlling behaviour, planning activities, inhibiting
inappropriate responses and taking initiatives (Hill, 2004). People with autism are
considered having difficulties with tasks involving inhibition of an appropriate response
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and flexibility of attention (Hughes & Russell, 1993). The training software designed for the
present study consisted of a visuospatial planning game.

5.2 Experimental protocol

The study presented here was part of a broader experimental protocol that used a pre-post
test design to assess a three months training using software games. The entire
experimentation comprised 13 sessions. The first and the last sessions were dedicated to
assessment. The training program was composed of the 11 in-between sessions. The training
comprised three phases: a preparatory phase to introduce the software tasks (sessions 1 to
3), a mass training phase (sessions 4 to 8) and a final phase testing particular interface
modalities described below (sessions 9 to 11). The focus here is on the final phase and
especially on the last two sessions (sessions 10 and 11) for which participants were assumed
to have acquired experience on the usage of the tested interface modalities.

As recruiting school students with high functioning autism is a complex procedure, the
study was restrained to a small number of participants. Two groups took part in the
experiment: a clinical group including 10 teenagers diagnosed with high functioning autism
according to the DSM 1V criteria (APA, 1994), and a typical group of 10 children without
autism. The typical group served as a reference base for the clinical group. The groups were
matched on developmental age and academic level. Participants attended the training
individually and were assisted by an experimenter. They managed the software games
using the mouse, on personal computers running Windows®. Participants were volunteers
and their parents’” written informed consent was requested and obtained. For more details
about the experimental protocol, see (Grynszpan et al., 2007a).

5.3 Software games

An experimental software platform was developed to explore training with computer
games. A software game (called “What to choose?”) was designed for training pragmatics. It
presented series of social scenarios displayed as written dialogues between two characters.
Dialogues contained semantically ambiguous phrases that could be disambiguated only by
taking into account the context. Pragmatic ambiguities relied on irony or metaphors. The
game’s interface prompted the user to select one of three assertions about each dialogue.
Those three assertions followed a similar pattern to the one used in the experiment of Jolliffe
and Baron-Cohen (1999): one assertion was a contextually correct interpretation of the
pragmatic ambiguity, one was an out of context literal interpretation of the ambiguity and
one was an erroneous non-literal interpretation.

To examine the impact of emotional facial expressions as pragmatic cues, the game included
an interface modality which bounded each utterance of the dialogue to a 3-D image of the
character’s facial expression. When the user clicked on an utterance in the dialogue, the
associated facial expression was displayed. For example, in Fig. 1, the 4th utterance in the
dialogue is a metaphor and should not be interpreted literally. This utterance is associated
with a facial expression of happiness so as to emphasize the contrast between what the
character says literally and what she feels. The characters could display five emotional
facial expressions (joy, sadness, fear, surprise, anger) as well as a neutral facial expression.
These facial expressions were based on Ekman’s descriptions (2003) and designed with
Poser 5® from Curious Lab. The dialogue was displayed textually on the screen and uttered
by a synthetic voice (IBM ViaVoice®).
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Figure 2. An example of the “Labyrinth” game. Participants would trace a route by clicking

on successive nodes of the graph. The route that participants traced appeared in yellow
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The game used for training visuospatial planning was called “Labyrinth” (Fig. 2). It
displayed graphs where participants had to find a path between two nodes. Graphs were
either directed or non-directed, although the main focus was on directed graphs. The
directions of the edges were represented by arrows. The rule induced by directed edges was
reinforced by the interface: an edge could not be crossed in the direction opposite to its
arrow. Participants would click on successive nodes of the graph to trace a route. The route
they traced appeared in a lighter colour than the rest of the graph. The interface enabled
participants to come back to the previous node of the route, by clicking on the “Cancel”
button. The route would not be modified on the interface if the participant tried to click on a
node that was not connected to the route’s current node by an edge with the appropriate
direction. Indeed, these clicks were considered illegal in the context of the game’s rules. The
user’s clicks were recorded in log files with a flag indicating whether they were legal or
illegal.

5.4 Results and discussion

The pre-post tests assessing the entire training indicated that participants with autism had
improved in the pragmatic domain whereas progressions in the spatial planning domain
were less obvious. The overall evaluation of the training is discussed in another paper. It
reveals that participants with autism experienced difficulties that could be linked to the
executive dysfunction attributed to autism (Grynszpan et al., 2007a).

The results presented here focus on the peculiarities shown by participants with autism in
handling of the above presented software. The typical group had significantly higher
success rates than the clinical group on the “What to choose?” game. The details of the
statistical analysis and the subsequent discussion may be found in (Grynszpan et al., 2008).
The disambiguation cues provided by the facial expressions did not seem to help overcome
the contextualizing deficiency of participants with autism. Qualitative observations and
quantitative analysis suggest that participants with autism did not use facial expressions
appropriately. Using facial expressions along with the text of the dialogue required users to
shift their attention from one source of information to another, thus involving attention set-
shifting skills considered linked to the executive dysfunction in autism (Hughes & Russell,
1993).

The executive dysfunction appears to impact performances in the visuospatial planning
game as well. The results on the “Labyrinth” game show that the clinical group made
significantly more illegal moves and backtracked significantly more than the typical group
(Grynszpan et al., 2007b). This suggests that the clinical group relied to a greater extent on a
trial and error strategy, which is the least demanding strategy in terms of planning and
inhibiting inappropriate responses. Hence, the influence of the executive dysfunction
attributed to autism was apparent in the two training games.

6. Conclusion

The present chapter reviewed two types of computer-based training approaches in
psychopathology: cognitive remediation and socio-emotional training. The example of
schizophrenia was employed for illustrating cognitive remediation and socio-emotional
training was described in experiments involving autism. Following the literature review,
this chapter described a longitudinal pilot study that investigated both cognitive
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remediation and socio-emotional computer-based training in the case of autism. The
analysis of data from this study suggests that the executive dysfunction attributed to autism
could account for results in both types of training. Developers need to take into account the
particular cognitive dysfunction attributed to a psychopathological disorder when
designing training software intended for this disorder. These outcomes emphasize the need
for further research on the specific software design principles in psychopathology that differ
from design premises based on typical users.

The influence of computer-assisted cognitive remediation on social cognition has recently
received increased attention. Several research projects presented in this chapter are closing
the gap between cognitive remediation and socio-emotion training. Future research should
explore these treatments for other psychopathological disorders, such as depression or
anxiety.
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1 Introduction

In social interaction, face is playing an important role. Social psychology researches had
agreed that among the three mediums in communication, facial expression is the one that is
always active. Mehrabian [1] indicated that the verbal part of a message contributes only for
7 percent to the effect of the message as a whole; the vocal part contributes for 38 percent,
while facial expression of the speaker contributes for 55 percent to the effect of the spoken
message.

Psychologists Paul Ekman and Friesen in 1978 had come with a method to classifying
muscle movement to measure the facial expression. This method, which later became the
mostly used in classifying facial movement in behavioral science, is called Facial Action
Coding System (FACS). Most of the research work on Facial Expression Recognition refers
to the Facial Action Coding System. Paul Ekman [2], believed that basic emotion is
universal, though he challenge those who can claim otherwise. The universality of emotion
expression proposed by (Ekman,1999) was supported by various researchers. The study of
emotion universality [3] using American and Indian to recognize emotion expression of 45
selected pictures had convinced that there is existence of universality in emotion
expression. People from different backgrounds display similar expression in respond to
similar stimuli [4], but it is reasonable to expect local variations. Thus Ekman suggested that
extreme positions regarding the universality of emotion are incomplete. Seven Basic
emotions established are; happy, sadness, anger, surprise, fear, disgust, and contempt.

2 Related Work

The research, facial expression analysis received significant attention with the wide range of
commercial application and more feasible technologies available. All the existing methods
for automated facial expression recognition are mainly based on three steps: face
acquisition, facial extraction and facial expression identification from the observed facial
image or image sequence.

The works of facial expression analysis has evolved from recognizing expression in static
image to video and in simple background to complex background with different pose and
illumination changes. Facial feature extraction is another challenging step and most of the
works in extracting facial feature employed either motion-based method or deformation of
face. Motion-based|[[5, 6] method focuses directly on the occurring changes in the face due to



190 Advances in Human-Computer Interaction

the facial expression while deformation-based[[7-9] have to rely on neutral face images or
face model in order to extract facial features that are relevant to facial action. The processing
of the facial feature could be done either locally or holistically where the face is process by
focusing on facial feature areas that are prone to changes or the whole face to the latter.
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Figure 1. Sample Aus coded in FACS (Ekman and Friesen 78)

Research in machine learning techniques for spontaneous facial expression recognition that
involves muscles movement have been widely conducted [10, 11]. In order to capture the
facial expressions, Facial Action Coding System (FACS) has been developed[12, 13]. FACS
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identifies all visually distinguishable facial activity that relates to individual facial muscles
in expressing different expressions, such as, happy, sad, angry, surprise, fear and disgust on
the basis of 44 action units (AU). Each AU has a numeric code that relates to the different
expression. Figure 1 show some examples of the AUs coded in FACS and the muscle
groups involved in each action.

2.1 Tracking

The first step in automatic facial expression recognition is to track the face in the video
sequences. Tracking of object motions like the head or the face in a video sequence is
important for good facial expression classification. Object motion can be the result of either
camera motion with static object or object motion with static camera. Discussions on
various tracking techniques can be found in [14-17]. This tracking can be achieved by
detecting:

e Skin color using Gaussian models, histogram analysis and color probability distribution
¢ Geometric features like corners of the eyes, mouth, iris, brow or cheek

e 2D template model

¢ Deformable contours (also known as snakes) of objects like eyes and mouth

Figure 2(a) - 1(c) illustrate some samples on the face tracking techniques. Once the facial
expression features have been extracted, they can be transferred to the facial expression
recognition for facial expression classification.

Figure 2. (a) Face tracking using 2D model, (b) Face tracking using active contour, c) Face
tracking using contours of objects like corners of eyes and mouth (Wang and Singh 03)



192 Advances in Human-Computer Interaction

2.2 Facial expression recognition techniques

There exist various techniques for facial expression recognition. Among the popular ones
are artificial neural network (ANN)[18-20] and support vector machines (SVM)[21, 22].
ANNs were inspired from brain modeling studies that consists of layered network of
artificial neurons (AN) [14]. An AN receives a vector of input signals, either from the
environment or from other ANs. Each input signal is multiplied with a weight that is
randomly selected to strengthen or deplete the input signal. Then, the output signal is
produced by applying an activation function. Learning process is conducted by adjusting
the values of the weight. An ANN may consist of multi-layers of AN but usually it consist
of an input layer, hidden layers and output layer. Each AN in each layer is connected to
other AN in the other layers. A typical architecture of the ANN is shown in Figure 3.
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Figure 3. Typical architecture of an ANN

In facial expression recognition, the input nodes for the input layer may be represented as a
vector of the color probability distribution of an image if the skin color is being used as the
input features. If geometric features are being used, then the vectors may be the distance
between the coordinates of the facial features like the top and bottom of the mouth or the
eyes. Training process will be conducted to train the ANN by applying either a supervised
or unsupervised learning algorithm. In supervised learning, a set of input and the target
output is shown to the ANN while in unsupervised ANN, the ANN will cluster the input
data into various patterns. Back propagation is one of the widely used supervised learning
algorithms. Self-organizing map (SOM) is an example of an unsupervised ANN. Then,
testing phase can be performed to measure the classification rate. Feedforward neural
network (FFNN) and backpropagation neural network (BPNN) are two of the widely used
supervised learning algorithms and enhancements have been made to the FFNN and BPNN
to improve the classification performance. Constructive FFNN has been applied in [18]
where a two-dimensional discrete cosine transform (DCT) for the entire face image has been
used as the feature vector. The vertical distance, size and angle for the eyebrows, eyes and
mouth have been used as the feature vector in [20] with enhanced FFNN classifier. Similar
feature vectors have also being applied for the SVM in [21]. Self-organizing map (SOM) is
an example of an unsupervised ANN. Then, testing phase can be performed to measure the
classification rate. A 2D-template model is being used for the SVM in [22].
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The SVM formulation uses the Structural Risk Minimization (SRM) principle while the ANN
formulation uses the Empirical Risk Minimization (ERM). SRM minimizes an upper bound
on the expected risk, while ERM minimizes the error on the training data[23].

The works of facial expression had been implement in many area such as security,
biometric, robotic and Human Computer Interaction and [24] had suggest the ideal system
that all of stages of facial expression analysis are to be performed automatically from face
detection to facial expression information extraction and facial expression classification. The
characteristics of automatic facial expression classifier are also mentioned as in Table 1 and
Table 2.

Characteristic

Automatic facial image acquisition
Subjects of any age, ethnicity and outlook
Deals with variation in lightning

Deals with partially occluded faces

No special markers/ make-up required
Deals with rigid head motions

Automatic Face detection

Automatic facial expression data extraction
Deal with inaccurate facial expression data
Automatic facial expression classification
Distinguishes all possible expression

Deals with unilateral facial changes

13 Obeys anatomical rules

O[O (| |CT B[N

=
(e}
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N

Table 1. General Characteristic of automatic facial expression classifier

CHARACTERISTIC

Distinguishes all 44 facial actions
Quantifies facial action codes

# interpretation categories unlimited
Features adaptive learning facility
Assigns quantified interpretation labels
Assign multiple interpretation labels
Features real time processing

NG RN =

Table 2. Characteristic of automatic facial expression classifier in Behavioral Science and
HCI

Researcher [25] is an active researcher in facial expression area and she evaluates few face
recognition and facial expression recognition techniques under various resolutions. The
author found that the combination of technique gave a better result and the lowest
resolution that the technique can still perform is 36x48.
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3. Facial Expression And Satisfaction Level

Recent advances in image analysis and pattern recognition open up the possibility of
automatic detection and classification of emotional and conversational facial signals.
Possible area that could use the advance technology of Facial expression recognition system
is the customer satisfaction measurement. The expression of customer being served at the
counter is captured to evaluate the satisfaction of the customer. This multimedia approach
of customer satisfaction measurement is an alternative of the conventional way of collecting
customers’ response.

Quality measurement and improvement have been an important agenda in many
organizations to stay competitive. A good quality measurement needs a good instrument
and most of the literature on quality service measurement is based on customer’s
perception, which is translated into numbers using likert scale. Perception is very subjective
and complicated to be translated into numbers. Thus it is important to have a new way of
collecting information that is more precise and scientific to make performance measurement
more meaningful.

The objective of this work is to measure the satisfaction level of the new students during the
registration process. Five parties were involves during the registration of new students at
INTEC, UITM; Admission & Record, Bursary, Accommodation and Sponsor. The students
were informed that their picture would be taken during the registration process for
academic research purposes. The video was captured during the last transactions of the
registration process, which is at the sponsors counter. To ease the registration process, the
setup of the registration counters was arranged such that all involved parties for the
registration were placed at the ad hoc registration venue.

4. Challenges Of Collecting User Satisfaction Based On Facial Expression

Facial expression recognition system may be able to classify intangible values like customer
satisfaction. The system involve seven steps namely; identifying the best technique in facial
expression, acquiring a library of images for system training, installing the appropriate
camera and hardware/software at the identified location for the data collection, capturing
the images in the real environment (as the customer is being served at the counter), storing
the captured images in the database, processing the images, and store the processed result in
the database. Figure 4 illustrates the process of image processing.

In facial expression analysis, mouth and eyes features are playing an important role and
both features should be visible in order to extract the correct expression. [26, 27]works focus
on upper and frontal view of facial features which are eye brows and eyes, while [28] works
focus on recognizing facial expression in profile image sequence. Multistate face component
models have been developed by [29] to handle different head pose. Different states head
pose have to use different face component model to ensure the robustness of the systems.
For example, a lip model of the front face does not work for a profile face.

Based on the different appearances of different components, different geometric models are
used to model the component’s location, shape, and appearance. Each component employs a
multistate model corresponding to different component states. For example, a three state lip
model is defined to describe the lip states whether it is opened, closed, and tightly closed. A
two state eye model is used to model opened and closed eye. There is one state for brow and
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cheek. Present and absent are use to model the states of the transient facial features. Seven
head states (left, leftfront, front, rightfront, right, down, and up) are shown in Figure5.
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Figure 4. Sequence Image processing
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Figure 5. Multistate Face Model

Most of data collections for the available databases are set up in the laboratory where the
facial expressions were not spontaneous. Though few researchers have been conducting the
research on the spontaneous behavior., their work ([30],[31]) collect the data by recording
the subject while there were interviewed on a selected topic in controlled environment but
the subjects were free to move their heads and out-of plan head was presents during the
discourse.

Affective computing which apply the automatic facial recognition techniques is getting
more attention ([32],[33],[9],[34]). The main idea of affective computing is that the computer
could better adjust its behavior to user’s current emotion. In this user-centered research, the
data were collected by mounting the camera on the computer monitor and user’s facial
expression was captured during user interaction with the systems. The software will
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intelligently change its behavior according to the expression of the users. If the user’s facial
expression show a sad expression, the software will interpret that user do not understand
how to use the systems. The data is gathered and store in the database to be use later on
how much the user happy with the systems. Affective computing have little challenges in
collecting the data because user is always facing the monitor while using the systems and
thus frontal or near frontal view is not so hard to obtain.

Facial expression application for spontaneous behavior such as at the counter service of
student registration may have problem in data collection due to physical counter set up. On
the normal counter service, staff on duty was seated behind a table while the customers
(student) who was being served was either sitting down or standing up. When the customer
is seated in front of the staff, the staff may obstruct the customer. Hence the frontal view is
not possible. While when the customer is standing up forces the customer (student) to look
down at the table and makes the image capturing very difficult. During the service, both
student and staff were moving their head and obstructing the camera from capturing the
student’s face as shown in figure 6 (a).

The images in the database set up from laboratory making sure that the face is not occluded
by the subject’s hair as in figure 6 (b). Though the down-front face state have been
mentioned by [29], in real environment , subjects tend look down that make it hard to track
the mouth and eyes (figure 6 (c )-(e)).

(b) c

4
(d) (@
Figure 6. (a)-(b) subject was facing front but occluded by the staff (c)-(e) subject were facing
down

5. Conclusion

The facial expression recognition has attracted intense attention from various group of
computer vision research team and many techniques had been developed and many areas of
application could benefit from it. The performance of an ANN may depend on the number
of the training data or the parameters of the ANN like the learning rate or the threshold
value. Similar experiments for the SVM can also be conducted. Thus, various experiments
in tuning the values of the ANN and SVM parameters need to be made in order to maximize
the classification performance. Comparative study between ANN and SVM for image
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classification could also be performed since the same training and testing data could be
applied. Future research could be made to compare the classification performance between
ANN and SVM and there is always room for further enhancements for both techniques in
improving the performance.

The effort of facial expression capturing in the real environment has been elaborated. The
challenges and difficulties encountered when performing the experimentation were also
highlighted. This work should be able to substantiate the holistic customer satisfaction
study from the facial expression perspective rather than from the conventional customer
satisfaction survey. The finding may benefit all enterprises that are concerned with their
customer satisfaction in order to ascertain good management of supply chain and hence
sustain strategic advantages and competitiveness.
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1. Introduction

Mobile Augmented Reality (AR) applications based on navigation frameworks try to
promote interaction beyond the desktop by employing wearable sensors, which collect
user’s position, orientation or diverse types of activities. Most navigation frameworks track
location and heading of the user in the global coordinate frame using Global Positioning
System (GPS) data. On the other hand, in the wearable computing area researchers studied
angular data of human body segments in the local coordinate frame using inertial
orientation trackers.

In this work, we introduce a combination of global and local coordinate frame approaches
and provide a context-aware interaction framework for mobile devices by seamlessly
changing Graphical User Interfaces (GUIs) for pedestrians navigating and working in urban
environments. The system is designed and tested both on a Personal Digital Assistant (PDA)
based navigation system prototype and ultra mobile PC based archaeological fieldwork
assistant prototype. In both cases, the computing device is mounted with a GPS receiver and
inertial orientation tracker. We introduce a method to estimate orientation of a mobile user’s
hand. The recognition algorithm is based on state transitions triggered by time-line analysis
of pitch angle and angular velocity of the orientation tracker. The prototype system can
differentiate between three postures successfully. We associated each posture with different
contexts which are of interest for pedestrian navigation systems: investigation, navigation
and idle.

We introduce the idea that once orientation trackers became part of mobile computers, they
can be used to create natural interaction techniques with mobile computers. Currently, we
are integrating our interaction ideas to a Mobile AR system, which is designed to assist
fieldwork in archaeological excavation sites.

2. Related Work

As the technology evolves rapidly; faster, smaller and multifunctional mobile computing
devices integrate into our daily lives. Most common mobile devices, i.e. mobile phones and
PDAs, are not only serving to make phone calls, send/receive text messages, check e-mails,
write documents or watch video; beyond, they are capable of rendering complex 3D
graphical environments and connecting with diverse positioning or orientation devices
through faster communication interfaces. Naturally, computer graphics researchers begin to
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exploit mobile computing devices as core device for Virtual Reality (VR) and Augmented
Reality (AR) applications.

However, these applications should take advantage of the system’s mobility by offering
novel interaction techniques and user interfaces, which reduce the users’ effort while
providing relevant data. The decision about which information is relevant under which
conditions and how to react to it is taken by the application designer, so the mobile AR
application is informative about the real environment without distracting the user.
Extracting such results requires observing the environmental conditions, collecting data,
analyzing it and obtaining statistical results about possible user activities and context.

2.1 Context-Aware Mobile AR Systems

AR is an active research area in Computer Graphics. It is the discipline of augmenting real-

time video images with computer generated 3D graphics in real-time. As defined by Azuma,

an AR application should satisfy the following properties: combines real and virtual,

interactive in real-time, registered in 3D (Azuma, 1997).

The users of mobile systems are pedestrians or traveling in vehicle, hence interacting with

the environment while using a mobile phone or PDA. Most of such systems are deaf and

blind to anything occurring in the environment other than change in position. But mobile

AR applications, which combine the real world with computer generated graphics, are

e increasing the richness of human-computer interaction,

e  preventing perception distraction,

e offering more useful computational services than regular mobile applications by
increasing the perceived information level,

¢ minimizing explicit interaction effort of users.

These applications take full advantage of context-awareness and provide us the sense of

being acquainted by the application interactively and intelligently, where context is defined

as any environmental information that is relevant to the interaction between the user and

the application, and that can be sensed by the application (Salber, 2000). Some example

research systems are ArcheoGuide, real-time virtual reconstruction of a cultural heritage site’s

remains (Vlahakis et al., 2002); Backseat Gaming, a mobile AR game about finding virtual

clues of a kidnapping case by interacting with the roadside objects (Brunnberg & Juhlin,

2003); and MARS, a mobile AR tour-guide system (Hollerer et al., 1999).

2.2 Mobile Navigation Applications

Two crucial services that are usually provided by most mobile guides are navigation
support and information delivery. Navigation support allows users to obtain directions to
navigate in an environment and to locate themselves and points of interest in the
surrounding area. Information delivery provides users information about the point of
interests located in the visiting area (Burigat & Chittaro, 2005).

Cyberguide project defines several prototypes of a mobile context-aware tour guide, which
are aware of the user’s current location and as well as a history of past locations (Abowd et
al., 1997). This project is partitioned into components with different functionalities: map,
information, communication and positioning. Prototypes are built on Apple MessagePad
and pen based PC platforms acquiring position data from GPS (outdoor) and IR (indoor).
Cyberguide was one of the first complete prototypes clarifying the thoughts on how context-
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aware computing provides value to the emerging technology promising to release the user
from the desktop paradigm of interaction.

Another example, LAMP3D is a system for location-aware presentation of VRML (Virtual
Reality Modeling Language) content on mobile devices. This system is used to provide
tourists with a 3D visualization of the environment they are exploring, synchronized with
the physical world through the use of GPS data; tourists can easily obtain information on the
objects they see in the real world by directly selecting them in the VRML world (using a
pointing device such as the PDA stylus or their fingers) (Burigat & Chittaro, 2005).

2.3 Activity Recognition

As emphasized by Salber, another important context attribute is activity (Salber, 2000).
Beyond determining a person’s current location, by recognizing what she/he is doing using
diverse types of sensors or wearable computers, novel interaction mechanisms can be
created.

Detection and recognition of upper body postures and gestures are also studied by several
research groups. The proposed methods aim generically to aid daily life, reduce human
effort to use computing systems and integrate computers into the environment seamlessly.
Amft et al. introduced a recognition system for detecting arm gestures related to human
meal intake (Amft et al., 2005). The idea of this project is based on dietary monitoring used
by health professionals. They mounted two orientation sensors on the wrist and upper arm
to detect gestures, i.e. moving the arm towards the mouth and back.

Recognizing arm postures is used to introduce a new technique for entering text into a
mobile phone. Orientation of the tilt sensor mounted mobile phone is used to resolve the
ambiguity faced by standard text entry technique. Tilting the phone in one of four directions
chooses which character on a particular key to enter (Wigdor & Balakrishnan, 2003). They
also reported that 20 to 50 Hz sampling rates are required for robust tilt implementations.

2.4 Interaction Paradigms

Before the advent of wireless, mobile and handheld technologies, prevailing paradigm in
interaction design was to develop applications for the desktop, where the user is interacting
with keyboard, mouse and looking to a monitor. The term, which unifies concepts of GUIs
representing the user’s desk accessories and the whole desktop environment, is the desktop
metaphor. Mostly such an interface is based on WIMP (windows, icons, mouse and pointers)
using a regular monitor. However, recent trends in interaction paradigms try to promote
beyond the desktop.

2.4.1 Ubiquitous computing

The interaction paradigm for ubiquitous computing is based on technology disappearing in
the background, which means we would be no longer aware of the computers in the
environment while they are integrated seamlessly into the physical world, interacting with
each other and extending human capabilities. Mark Weiser, the founder of ubiquitous
computing, built a prototype system called “tabs, pads and boards”, which consist of
hundreds of computers equivalent in size of post-it notes, sheets of paper and blackboards
(Weiser, 1995). These computing devices are to be used in office environments without
noticing that they are computers and offering more functions than desktop metaphor.
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2.4.2 Wearable computing

Researchers try to embed technologies in everyday environment. Wearable computing
focuses on systems which people can wear or mount on the clothes. Such a system allows
the user interact with and take advantage of digital information while moving in the
physical world.

A complete wearable framework, which consists of a backpack containing a laptop with a
wireless interface, a positioning system, an orientation tracker, a see-through Head Mounted
Display (HMD) and a camera doesn’t introduce a natural interaction mechanism, because it
prevents the user move freely. Rather than this heavy setup, a mixed reality platform
consisting of a PDA with localization and orienting capabilities and a lightweight see-
through HMD operates with same capabilities and allows a free movement, natural
interaction to the user (Peternier et al., 2006).

Due to the small screen space of PDAs, screen based interaction mechanisms controlled with
Ul widgets are confusing and ineffective. Thus, small screen space forces the interaction
mechanisms to be more natural. If the interaction is provided with widgets on the PDA
screen, these widgets must be large enough to be distinguished from the content on display
and to be practical for relevant interaction. This fact limits the displayed content size, and it
is better to build natural interaction mechanisms and avoid virtual interface widgets.
Hollerer et al. introduced a gaze-directed selection mechanism for outdoor Ul interaction in
their mobile augmented reality system. The display unit of this system is a see-through
head-mounted display, which augments the real world with virtual labels and flags. Gaze-
directed selection is accomplished by the user orienting her/his head so the desired object’s
projection is closer than any other to the center of the head-mounted display (Hollerer et al.,
1999).

2.5 Visualizing Data on Small Screen

Most of the previous work on location-aware mobile guides uses 2D maps of the area where
the user is located; pinpointing her position and usually providing visual information on the
nearest points of interest and on the paths she has to follow to reach specific destinations.
Maps are powerful tools for navigation because of the richness of information they can
supply and the rate at which people can absorb this information.

Rakkolainen and Vainio have proposed a system that combines a 2D map of an area with a
3D representation of what users currently see in the physical world; study the effects of 3D
graphics on navigation and way finding in an urban environment (Rakkolainen & Vainio,
2001). They concluded that 3D models help users to recognize landmarks and find routes in
cities more easily than traditional 2D maps. The prototype was implemented on a laptop
computer, not on a PDA. Moreover this project was focused only on navigation support and
no information delivery service was provided about point of interests.

Realistic visualization of large and complex 3D models, such as those used in mobile guides,
is a very important task for other application areas as well: scientific simulation, training,
CAD, and so on. However, mobile devices do not include the specialized hardware typical
of high-quality graphics boards, thus it is not always possible to obtain a good quality level
for the visualization. A possible approach to this problem is to carry out rendering on a
powerful remote server (or a cluster of workstations) connected through a wireless network
and display the results on the mobile device as a video sequence (Lamberti et al., 2003). This
solution has two advantages: the data to be visualized is processed by specialized hardware,
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thus bypassing the problem of the low computational power of mobile devices, and the
source data is not transmitted to the client device, thus allowing for data independence. On
the other side, due to the limited bandwidth of current wireless networks, this remote
computation solution needs complex algorithms for the preparation of the data to be
transmitted.

2.6 View Management for AR Applications

Designing a 2D or 3D graphical user interface (Ul) for augmented reality applications is a

challenge in different manners;

e according to the changing viewing direction, the UI components must be relocated to
maintain visibility,

e virtual objects can disappear in front of the real world scene because of lighting and
rendering parameters,

e any annotations or virtual objects can overlap each other in a crowded scene.

Such problems have been discussed by researchers under the term view management. Bell

et al. defined view management for interactive 3D user interfaces as of maintaining visual

constraints on the projections of objects on the view plane, such as locating related objects

near each other, or preventing objects from occluding each other (Bell et al., 2001). Azuma

and Furmanski handled this discussion from 2D point of view and according to their

research; view management is about the spatial layout of 2D virtual annotations in the view

plane of augmented and mixed reality applications (Azuma & Furmanski, 2003).

Other than the layout of annotations, text readability is affected from the interference of the

background texture in the dynamically changing AR environment. Leykin and Tuceryan

introduced a pattern recognition approach to automatically determine if a text placed on a

particular background would be readable or not (Leykin & Tuceryan, 2004).

3. Mobile Augmented Reality System

3.1 Hardware components

The proposed mobile AR system provides a context-aware interaction framework for
pedestrian, wandering in urban environments. As reported in relevant research based on
navigation, it is important to acquire what the user’s geographic position is and where she is
looking at. In addition to these context-attributes, this research provides a natural
interaction mechanism to the navigation system by inferring application dependent arm
posture. These services are implemented and tested with two hardware configurations:

PDA prototype (Figure 1):

e HP iPAQ Pocket PC h2200 series operating on Pocket PC 2003 with Intel XScale
400MHz processor, 64MB RAM, and 320x240 pixels 64K color TFT display.

e Fortuna GPS receiver is connected to PDA via Bluetooth and sends global
positioning data in National Marine Electronics Association (NMEA) 0183 format
with a frequency of 1 Hz.

o InertiaCube?2 is an inertial orientation tracking system and provides angular data in
3 degrees-of-freedom with a frequency of 180 Hz. It is connected to PDA via Sync
port and uses an RS-232 interface.
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Ultra-mobile PC prototype (Figure 2):

e Sony VAIO UX 280p operating on Windows XP with an internal camera capable of
capture videos in 640x480 resolution.

e GPSreceiver used in this prototype is the same as the one in PDA prototype.

e  XSens’ MTx is an inertial measurement unit and provides 3 degrees-of-freedom angular
data with a frequency of 100 Hz. It is connected via USB.

Figure 1. PDA based hardware prototype

F k|
- .

Figure 2. Ultra-mobile PC based hardware prototype

3.2 Software components

Software in the mobile and ubiquitous computing area is expected to be modular, simply
modifiable to accommodate for new user needs, expectations, and a constantly changing
environment. To implement the navigation application a diverse set of APIs are integrated
to the development environment. Table 1 lists the libraries, which we used in our system.
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System yvs.erdlnte.rface, Video and Sensor Data
hardware R nelowing / Image . Communication Handling
endering Processing
¢ Vincent Mobile eInertiaCube2
3D Rendering Software Development
PDA Library Kit for Pocket PC 2003
prototype (OpenGL | ES) i ¢ Bluetooth i
e GLUT|ES Communication
Windowing Library Interface
e MTx Software e PostgreSQL
Ultra ¢ OpenGL Library OpenCV Development Kit 8.3.1 (PostGIS
Mobile PC | e Freetype Font LiIl))rar e Bluetooth included)
prototype Library y Communication e Libpgxx
Interface 2.6.9

Table 1. Software components of two hardware prototypes

4. Posture Recognition

As mentioned in the related work section, all of the orientation tracker work is based on
either to assist precise tracking and positioning of the user in space or gesture recognition
using several sensors. In this work, the goal is to create a stable differentiation mechanism
between several arm postures and map them to several application dependent contexts.

The developed recognition algorithm is based on state transitions triggered by time-line
analysis of orientation and angular velocity of the sensor. The angle between user’s forearm
and upper arm is obtained from the orientation sensor as pitch angle, o, and analyzed to
recognize different postures. We have gathered sample data from mobile users with various
walking speeds, while moving their hands between three postures:

o vertical, where pitch angle is around 0°,
e horizontal, where pitch angle is around 90°,
¢ idle, where the hand may move freely (Figure 3).

-90°

"

907

Figure 3. Drawing of target three hand postures from side view
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Figure 4 shows pitch angle measurements of the user’'s arm movement in three different
conditions: standing, walking, and running. Transitions between diverse arm postures can
be inferred from the top left plot of Figure 4: For Os < t < 5s, the posture is on idle state. After
this interval the user moves her hand up and stabilizes on horizontal posture until t ~ 10s.
For 10s < t < 20s, the user moves her hand down, stabilizes on idle state and moves her hand
up. For 20s < t < 27s, vertical posture is observed, and so on.

The measurements indicate that with the increase of velocity the noise on the measured
signal increases significantly. The noise can be observed on the top right plot of Figure 4,
where the transition from idle posture to horizontal posture is not clearly recognizable at t ~
40. Our current algorithm performs acceptably with users walking with low speed but the
accuracy decreases significantly with increased speed due to the high frequency noise
introduced into data by walking and running motion.
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Figure 4. Pitch angle measurements while user is stationary (top left), walking (top right),
and running (bottom). Data is collected with MTx

We implemented a sliding window to detect changes of the hand on pitch angle, o.. A
window, which contains five angle values obtained in time interval [t-1, t-5], is created at
each time step and upcoming angle is estimated by multiplying them with increasing
weights.

01*a; +01*a; +01%a; 5, +02% @3 +0.5% @y = Costimared

)



Natural Interaction Framework for Navigation Systems on Mobile Devices 207

The 0estimated angle is compared with the measured angle o;+s to identify if the hand is moving
up or down.

iz = Oosrimateq = downside change )

Uiys < Gasrimaren = Upside change (3)

- a;,s — —90° vertical
X5 = Uastimated = 110 change P — 0° horizontal

i+3 (4)

However using the pitch angle in one single direction is not sufficient enough to have robust
posture recognition. We have also evaluated the case, where the user performs short tilts
(rotations around the longitudinal axis) causing an inference on the state transition. For such
cases, a filter is implemented on the system which increased the state transition accuracy.
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Figure 5. Sample pitch angle measurement (top left). Tilt measurement of the same posture
(top right) causing erroneous estimation - 0: idle state, 1: navigation state, 2: investigation
state (bottom left) and increased estimation accuracy with tilt filter (bottom, right). Data is
collected with InertiaCube2
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Figure 5 shows plots of sample pitch and tilt angle measurements of the same motion and
corresponding state estimations. For 7s< t <9s, tilt angle is increasing and decreasing
instantly (top right plot, Figure 5) which affects the pitch angle. In spite of the fact that the
user holds her hand stable around -20° during angular data measurement, the top left plot
of Figure 5 shows that the pitch angle is changing up to 20°. Same erroneous measurement
can be observed for 11s < t < 15s. These unexpected changes cause inaccurate state
estimation (bottom left plot, Figure 5). Therefore, estimation accuracy is increased (bottom
right plot, Figure 5) by introducing the system with a tilt angle filter, which locks the state to
the previous one if major changes occur on tilt angles.

The system becomes unstable and produces erroneous results when users perform other
occasional movement patterns. Therefore we have introduced an additional data, angular
velocity, to the recognition system. The change of angular velocity together with the angle
allows us more stable recognition results.

Finally we developed a finite state machine to map all possible postures into one of the three
states: investigation, navigation and idle (Figure 6). The investigation state is when a user
holds a mobile terminal in vertical position to use it in an augmented reality context. In this
condition the user needs to investigate point of interests and receives environmental
information according to her gaze direction in the local coordinate frame. The navigation
state is when a user holds a mobile terminal in horizontal position to use it to render maps
or Geographic Information System (GIS) information. Thus, the user receives environmental
information in the global coordinate frame. There is a third idle state, where the user is not
in either posture and moves her hand freely. In this state, rendering is minimized to allow
power save property.

.
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Figure 6. State transitions

The conditions satisfying the state transitions in Figure 6 are defined in Figure 7. In this
algorithm, firstly, the estimated pitch angle value is compared with the angular value
perceived from the orientation sensor at that time step. If they are approximately equal,
user’s arm posture is estimated to be stable and either in investigation or navigation state
(3d and 6th columns of the table in Figure 7). Other enumerated transitions include
conditions which define possible changes between states, i.e. while arm posture is on idle
state and the user moves her hand upwards, then it is possible to switch state to navigation
or upside change on arm posture continues and state is switched to investigation. The state
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estimation algorithm is empowered by introducing angular velocity and tilt angle filter to
the system.

Unexpected arm movements of the user can affect the accuracy of the system. While the user
holds the PDA in horizontal or vertical position (navigation or investigation state) and
suddenly performs fast upward or downward movements with her hand, i.e. waving to
somebody, the system is stabilized in the former state with a tolerably accuracy rate.

We performed a user study to examine the accuracy of our system. In this test, all possible
state transitions emphasized in Figure 6 are performed. The overall accuracy rate is
calculated as approximately %87. Performing sudden up-down movements in navigation
state and investigation state produced some erroneous results.
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Figure 7. Conditions defined to change system states

5. Case Studies

5.1 Navigation system for campus environment

After connecting necessary hardware and building software components, the prototype
system is studied with a context-aware pedestrian navigation application. Location,
orientation, and activity of the user are the affecting context attributes. As a standard
navigation system working outdoors, this application locates the user using GPS data and
gives information about the point of interests around. Moreover, it offers different interfaces
by changing them seamlessly according to the user’s arm posture. This feature is achieved
by mounting the orientation tracker to the Pocket PC’s rear and integrating the posture
recognition algorithm discussed in the previous section. Currently, power is supplied to the
orientation tracker only with a power adapter. A battery pack connection must be built
carefully. Therefore, the interface transition mechanism could only be tested indoors with
previously collected GPS data.

The navigation application is tested in our university campus, but it is possible to add
different environment data and run the navigation system without doing massive changes
in code. This modularity increases the scalability of the prototype.

The screen captures of three application dependent interfaces can be observed in Figure 8.
The idle state is where the user is moving her hand freely, possibly not looking at the screen.
Thus rendering is minimized to save battery power. The navigation state is where the user
holds her hand in approximately horizontal posture (Figure 3) and the campus buildings are
represented in 3D coordinate system. During this state, the user can get information about
her position in the area, heading and speed. Campus buildings are labeled with their names
and represented with rectangular shapes changing size according to the distance to the user,
i.e. if the distance decreases the height of the building increases by a predefined scale. The
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user can change the view by rotating the camera using hardware buttons. The size of the
buildings” names change according to the position of the camera to maintain visibility. The
investigation state is where the user lifts the PDA in her gaze direction. In this state, the
campus buildings are placed in user’s local coordinate system and change their position as
the user changes her heading and position. We intended to switch to an augmented reality
view but the rendering capabilities of the PDA didn’t guarantee the video processing
requirements. Thus we improved our ideas in the following case study using an ultra
mobile PC.
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Figure 8. Screenshots from PDA screen displaying three application dependent contexts

5.2 Mobile AR system for archaeological excavations

Currently, we are working on this case study and integrating our interaction ideas to an
archaeological fieldwork assistant tool.

Archaeological site excavation is a destructive and irreversible process. Archaeologists try to
follow the phases of the excavation using traditional methods, ie. querying access
databases, examining excel sheets, analyzing Computer-aided design (CAD) files etc.
According to archaeologists, there is a certain need to visualize and analyze the previously
collected data and completed work. Over the past years, researchers have developed virtual
reality and augmented reality applications for cultural heritage sites. The current
applications are mainly focused on AR context, where 3D virtual objects are integrated into
the real environment in real-time. They can be classified into two main categories: mobile
tour guides (Vlahakis et al., 2002; Vlahakis et al., 2004) and reconstructive tools of remains
(Benko et al., 2004; Green et al., 2001). Although there are examples of excavation analyzers
in indoor augmented reality and 3D virtual reality contexts, there is no such application
which offers real-time on site digital assistance using outdoor augmented reality. We are
testing our tool in Yenikapi Marmaray rescue excavation site in Istanbul. This site is an
exciting discovery for the history of Istanbul because archaeologists revealed the ancient
port of Constantinople, which was the capital of the Roman Empire for centuries.
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Figure 10. 3D modeling interface

We mapped the states in Figure 6, except the idle state, into two different viewing options of
the site: navigation interface (aerial view) and rough 3D modeling interface. The navigation
interface is where the archaeologist holds ultra mobile PC in approximately horizontal
posture as shown in Figure 3. The point-of-interests (POI) are archaeological artefacts, i.e. in
our case, remains of port walls, which are pinned to their actual locations on the aerial view
(Figure 9). The color coding of each POI represents how much work is completed for that
PO], i.e. as the color gets darker the completeness of the work decreases. The archaeologist
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can observe her location and orientation on the excavation area. Each POI has its own data
sheet, which is editable in this interface. If the archaeologist wants to investigate a POI in
detail, she walks to that POI using the navigation interface and as she stands in front of the
POI, she lifts the ultra mobile PC to her gaze direction. Using the state transition mechanism
introduced in the posture recognition section, the 3D modeling interface is enabled. The
real-time video capture of the POI is mapped to the interface and a 2D plan of that POI is
given as a reference for modeling on the screen. The archaeologist can start the modeling
process by selecting the real corners of the wall according to the corresponding reference
points in an augmented reality interface (Figure 10).

6. Conclusion and Future Work

In this research, we introduced a posture recognition system to integrate a natural
interaction mechanism to mobile devices. The system consists of an inertial measurement
unit attached to a mobile device (PDA or ultra mobile PC) to distinguish between two
different postures of the hand and an idle state. This data can be used to differentiate
between three states, which enable to switch between different interfaces seamlessly. We
tested our approach on two different hardware prototypes.

In the global coordinate frame, we used GPS sensor data to locate the user, acquire her gaze
direction, embed GIS data and provide information about point of interests. In the local
coordinate frame, we used orientation sensor data to allow the user interact with the mobile
device while performing natural arm postures and perceive information on different user
interfaces. By combining these interaction techniques of global and local coordinate frame,
we provide a context-aware interaction framework for pedestrian navigation systems on
mobile devices by seamlessly changing graphical user interfaces.

We want to improve our approach by introducing different interaction techniques in mobile
augmented reality context by employing wearable sensors. Since augmented reality is the
discipline of augmenting the real world with computer generated graphics, and the user is
interacting with the real environment, the interaction methods used in these applications
must feel more realistic and natural.
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Abstract:

Image retrieval is an active area of research, which is growing very rapidly. Indeed,

stimulated by the rapid growth in storage capacity and processing speed, the number of

images in electronic collections and the World Wide Web has considerably increased over

the last few years. However, with this abundance of information, people are continuously

looking for tools that help them find the image(s) they are looking for within a reasonable

amount of time. These tools are image retrieval engines.

When using an image retrieval engine, the user is continuously interacting with the

machine. First, hel uses the system’s interface to formulate a query that expresses his needs.

Second, he provides feedback about the retrieved results at each search iteration. This allows

the engine to provide more accurate results by using relevance feedback (RF) techniques.

Third, he may be asked to assign a goodness score or weight to each image retrieved, which

helps evaluating the system’s performance.

In this chapter, we will review the main interactions between human and the machine in the

context of image retrieval. We will address several issues, including;:

Query formulation:

e How the user expresses his needs and what he is looking for

e The different ways the query can be formulated: keywords-based, sentence-based,
query by example image, query by sketch, query by feature values, composite queries,
etc.

*  Query by region of interest (ROI) vs. global query.

¢ Queries with positive example only vs. queries with both positive and negative
examples.

e  Page zero problem: finding a good image to initiate a retrieval session.

Relevance feedback: we will try to answer questions like:

e  Why do systems use relevance feedback?

¢  How can the user express his needs during the relevance feedback process

e How this information is exploited by the system to perform operations like feature
selection or the identification of the sought image.

1 Note that the masculine gender has been used strictly to facilitate reading, and is to be understood to
include the feminine.
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o  The different families of RF techniques.

° Relevance feedback with retrieval memory, i.e., taking into account the value of old
iteration queries when constructing the new one.

e  Whether it is useful for the system to create user profiles, and the challenges it has to
face.

e  The number of RF iterations required to obtain satisfactory results.

Viewing retrieval results:

¢ Existing viewing techniques: 2D linear presentation, 3D-based presentation, etc.

e Different ways the resulting images may be ordered and presented to the user:
similarity-ordered, time-ordered, event-ordered, etc.

Evaluation of the retrieval performance by the user:

¢  How the user can express his satisfaction/ dissatisfaction about the retrieved images

¢ What about the ground truth in image retrieval evaluation?

e  System response time and its influence on user satisfaction.

e  The ease of use of the system’s interface.

Other issues:

e  User’s needs: He may be looking for a specific image, for images that meet a given need
(e.g. illustrate a concept) or simply browsing the collection looking for potentially
“good” images.

e Etc

1. Introduction

In the last two decades, the number of images in electronic collections has increased

considerably. This is due to several factors, including:

e The substantial drop in prices of image acquisition devices. These devices include
digital cameras, video cameras, cellular phones, surveillance cameras, scanners that can
digitize analog images, etc. This drop in price has resulted in many people now owning
these devices, which allows them to create personal collections. In addition, these
images end up on Web pages and are thus available to the general public. Professional
collections are no less substantial. For example, many museums have several hundred
thousands of images representing their collections. Another example is the images used
in medicine for different purposes, including learning, diagnosis and decision-making.

e The increase of storage capacity and lower prices for storage devices (hard disks, CDs,
DVDs, external hard disks, etc.). Within only a few years, the size of a normal hard disk,
for example, has gone from a few megabytes to several hundreds of gigabytes. Today,
an ordinary user can have the space needed in his computer to store several millions of
images.

In addition to this, and due to the development of new technologies, which allow to share

images across the Internet and all types of networks, people can now access tons of images

that were not accessible before.

This availability of information, however, created a new need that did not exist before: to

find desired images within a reasonable time. This stimulated the emergence of a new area

of research, which is currently rapidly developing, namely image retrieval. The main
objective of this area of research is to develop tools that can help the user find the desired
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images within a reasonable time. These tools are generally called image retrieval engines, or
image retrieval systems.

Different scenarios are possible for image retrieval. The most common scenario is the
following:

1. The engine allows the user to create his query. It may be a text box in which the user
enters keywords describing what he is searching. It may also involve a set of images
from which the user can choose several as examples. Other ways of creating the query
are also possible, as we will see later in the chapter.

The user creates his query.

The engine searches by comparing the query against the images in the collection.

The engine displays the resulting images for the user.

If the user is satisfied or simply wants to end the retrieval session, he stops. If not, he
gives feedback about these results.

6. The engine uses this information and tries to find the most relevant results, and then

moves to Step 4.

Human beings are at the centre of any image retrieval method since it is primarily their
needs that the retrieval engine must cater to. In this way, the person who uses the services of
a retrieval engine is in continuous interaction with it, and, at different stages: creating the
query, examining the results, evaluating the engine, etc. The objective of this chapter is to
provide an overview of the different steps during which the user interacts with the machine
in the context of image retrieval. We should point out that this chapter is in no way a survey
of existing image retrieval engines and retrieval techniques. The user interested by this type
of survey can find a lot of good articles in the literature. For example, [1][2][3][4] and [5].

The chapter has been organized as follows: Section 2 discusses the different types of
interactions between human and the engine, whereas Section 3 explores the different tools at
the user’s disposal for creating his query and the manner in which this query can be created.
In Section 4, we will discuss similarity measures and their link with human judgement, and
in Section 5, will focus on relevance feedback. In Section 6, we will delve into more detail
about the different methods of viewing the results, and Section 7 covers engine performance
evaluation. We will end the chapter with a short conclusion.

Ol L

2. Interaction Modes Between the User and the Engine

User needs and the manner in which users search for images vary from person to person,

and even for a given user at different times:

e Some users have a specific idea of what they are looking for, whereas others simply
want to navigate through the database (DB) in search of an image that will catch their
interest.

e Some users are looking for a single image whereas others are looking for several.

e Some are looking for a specific image (an image they have already seen), whereas
others are looking for any image that could meet a given requirement (e.g. to illustrate a
newspaper article).

Depending on the type of user and the user’s needs, his way of interacting with the engine

may vary. Two different methods of interaction can be identified, namely query-based

search and browsing through a catalogue. For example, if the user is interested by a specific

image, the search function may work best for him. If, however, the user does not have a
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clear idea about what he is looking for, but simply wants to explore the DB to find
potentially good images, browsing through a catalogue may be very useful. By drilling
down in the catalogue, he can better pinpoint his needs and more accurately identify what
he is looking for.

The first style of interaction, namely query-based search, can be summarized as follows. The
user uses the engine interface to create his query. This query may be textual or visual as we
will see in Section 3. A good interface must be easy to use, and must allow the user to
express his needs (e.g. example images must be available). After the user has created his
query, the engine searches through the DB to retrieve the corresponding images. This
involves extracting features, calculating similarity measures between the query and images
in the DB, possibly using an index, as well as sorting images based on similarity. Once the
results are obtained, they are displayed to the user on the engine interface. A good engine
must enable the user to give more details on what he is searching for, which helps the
engine refine the results via what is called Relevance Feedback. All these aspects will be
explained in detail in subsequent sections.

For the second method, browsing, the system starts by creating a catalogue by grouping
similar images within a given class. This similarity can be calculated in terms of visual
elements, semantic concepts, or both. It is best if the catalogue is hierarchical, which means
that each theme at an upper level is subdivided into subthemes. Once the catalogue has
been created, the user can browse the DB by starting with a theme, and then search by either
drilling down through the sub-themes or moving across horizontally to other related
themes. At any time he may decide to change theme or to simply end the browsing session.

3. Query Formulation:

As we mentioned above, machine-user interactions can be done through a query or by
browsing through a catalogue. In the first case, the user must start by formulating a query,
whereas the second method does not require a query. In this section, we will focus on the
first scenario.

The first communication between the user and the image retrieval engine takes place when
creating the query. Indeed, the engine needs to understand which image(s) the user needs
in order to meet this requirement. Creating the query is a delicate problem and more
difficult than it seems. Two questions arise at this point: 1) For the user, the challenge is to
describe images that the user needs by using the few tools at his disposal; and 2) For the
system, the challenge is to understand what the user wants based on the query he
formulated. However, note that considerable advances have been made over the past few
years, which facilitates interactions between the user and engine during the query
formulation. In the rest of the section, we will look at the main existing techniques.

The user expresses his needs using text:

The first image retrieval engines used the same query formulation technique as the previous
text retrieval engines. This technique involves allowing the user to provide a textual
description of what he is looking for. The textual description can be either a group of
keywords or a sentence.

Keyword queries:
The user expresses his needs by providing a keyword, such as in the following query: I am
looking for an image that contains “an apple”. Most engines enable the user to provide
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several keywords. An example of this type of query could be: I am looking for images that
contain “oranges and apples”. When the query is made up of several keywords, they may be
combined using different logical connectors, such as AND, OR and NOT. This method of
formulating queries is directly derived from text search techniques.

Query by sentence:

For this type of query, the user provides a sentence that describes what he is looking for. An
example of this type of query could be: I am looking for “an image in which people are
eating in a park”. The challenge with this type of query is to analyze the sentence in order to
extract the most important words to the user. Another challenge involves understanding the
exact meaning of the sentence, since a sentence is not a simple group of words without any
order or links. For example, the word “Impala” can have different meaning depending on
the sentence in which it is found. If the user creates the query “Find me a herd of impala”,
the engine must understand that he is talking about the animal. However, if he says: “Find
me a Chevrolet Impala on the road”, the engine must interpret it as the car, and not the
animal.

Discussion:

Creating the query using a textual description presents a certain number of advantages:

¢ This is a natural way of allowing the user to express himself as he does in everyday life.

e [t allows to re-use an entire arsenal of text-search techniques, which were developed
over the years.

e It was noted by several researchers that text more easily captures semantic concepts
associated with images. Imagine, for example, a user who is searching for images
describing the concept “Joy”. As we will see a little later, the current content-based
search techniques have great difficulty in extracting this concept from images
automatically. If text is used, however, it becomes entirely possible to answer the query
provided that certain images are annotated with this word.

This being said, a text-based search is not without its problems:

e  First of all, this technique becomes unusable when the collection does not contain any
text along with the images. This is unfortunately the case for most personal image
collections. People often do not take the time to add text to their personal photos. Many
of them just empty out their acquisition devices (cameras, etc.) by recopying the images
onto their hard disk. This is also the case for many professional collections.

e Secondly, even if the images are annotated with text, this annotation can be very
subjective. The same image can be annotated with different words by different
annotators. According to [6], the annotation tells us more about the annotator than
about the image itself.

e  The text depends on the language. In order to be able to search in a DB in which the
images were annotated by using a given language, there must be tools that translate
queries into other languages to the annotation language.

e If images are surrounded by text, such as on a Web page, this text may be used in their
indexing. This technique is used by certain retrieval engines on the Web. The problem
however arises from the fact that it is not easy to determine which words are relevant to
the image, and which words are not.



220 Advances in Human-Computer Interaction

e Text does not go beyond a certain degree of refinement. For example, we went to
Google Image [53] and searched using the word “Goose”. We found the images in Fig.
1. on the first page of results.
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Figure 1. Search results using the word “Goose”

All these images do indeed contain geese. What happens now if you are interested in images
containing geese, but that must also visually resemble of the image in Fig. 2? This image
contains a single goose, in a very specific position, with very specific wings and colours, water
of a given colour and texture, etc. It is impossible to describe all these details using text, which
demonstrates the limitation of the capacity of text to go beyond a certain level of refinement.
We will look at how searches using an example image can get round this obstacle.

Figure 2. [54] Illustration of the limitation of text to describe the content of an image



Review of Human-Computer Interaction Issues in Image Retrieval 221

e A picture is worth a thousand words: It can contain many objects with a given layout,
very specific colour shades and shapes that cannot be described with text. Take the
image in Fig. 3, for example. It contains houses that are shaped in a specific way, cars of
specific makes, models and colours, trees, lawn, poles, etc. All these objects are set up in
a particular way. How could we describe the entire content of this image in words?

Figure 3. [55] A picture is worth a thousand words

The user expresses his needs using images:

The limitations of text-based retrieval that we have mentioned earlier have led certain

researchers to wonder whether it would be better to let the images speak for themselves. In

other words, the idea was to allow the user to formulate his queries using images, and then

the system would quite simply find the images that resemble them. Of course, responding to

these queries that only contain images means that different techniques must be used than

with textual queries. This new method was called content-based image retrieval or CBIR. As

part of content-based searches, the query can be formulated in different ways, which we will

summarize below. However, note that a certain number of steps are common to most

methods:

1. A certain number of visual descriptors must be extracted from all the DB images. This
extraction must be done a priori, i.e., before even allow the user to perform searches.

2. In general, the same visual descriptors must be extracted from the query.

3. The comparison between the query and a DB image comes down to comparing
between their visual descriptors.

Query in which the user provides the value of each feature

Some engines, such as [7], have chosen this technique, which involves asking the user to
provide the numerical value of each feature. If, for example, each image is described by
colour moments and Fourier descriptors of its shapes, it is then up to the user to provide the
numerical value for these features. It is clear that creating this type of query is, for various
reasons, very difficult, if not impossible, for the user, even if he is a specialist in image
processing. First of all, the ordinary user ignores the meaning of features, such as colour
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moments or Fourier descriptors. Secondly, it is extremely difficult, even for a specialist, to
translate one’s needs (the image that he is searching for) into a set of numerical values.

Query based on example image(s)

This is definitely the most successful content-based technique. The principle of this
technique is simple: the user selects an example image, and then the engine finds images
that resemble it. Several variations have been proposed:

Query with one example image versus query with several example images:

In its simplest form, retrieval by example image can be summarized as follows:

1. The engine starts by proposing to the user a number of images from the DB.

2. The user selects one of these images to say “Find me images that look like this”.

3. The engine browses through the DB looking for the images that resemble the query,

and then returns the results to the user.

The images that the engine proposes at the beginning may be chosen randomly or
intelligently (e.g. an image from each family). In general, wisely choosing these images can
make the search easier, more productive and quicker.

Many engines allow the user to create a query with several example images. In this case, the
example images can be combined by using logical connectors, such as AND, OR, NOT, etc.
At the time of the search, the images that make up the query may be combined in different
ways and at different levels. They can be combined at feature level by calculating, for
example, an average of all these images, and then by comparing this average with the
images in the DB. The combination can also be made using set operations. If the user is
looking for images that resemble Image A AND Image B, then the engine can start by
searching all images that resemble A, and then all images that resemble B, and the result
will be the intersection of the two sets.

Later we will see that certain engines make use of the fact that the user chooses several
example images to perform feature selection. However, note that certain models need many
example images to be able to select features. This can be restrictive and requires much work
on the part of the user, which is not always guaranteed.

Query by global image versus query by region of interest:
Certain retrieval engines do not allow the user to select part of an image as the query. If an
image is selected, it is taken as a whole. However, it was noted in different situations that
the user may be interested in part of an image, instead of the entire image. An example of
this is the user who is looking for a given object regardless of the background on which it
appears. In this case, allowing the user to select part of the image as a query can
considerably improve search results.

Searching by regions of interest can be summarized as follows:

¢ During feature extraction phase, each image is first segmented into regions; then each
region is represented by a set of descriptors.

e  The user creates his query by selecting one or more example regions. Certain engines
require the regions to be chosen within a single image whereas others allow to select
regions from different images. In addition, certain engines enable the user to choose
regions as negative examples.

e Once the query has been created, the engine searches through the collection images for
those that can be described by the combination of example regions.
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e  When it involves comparing a single region with another, different similarity measures
can be applied, including probabilistic measures and distances. The problem becomes
more complex, however, when comparing two groups of regions: the first coming from
the query, while the second comes from the DB image. To perform this comparison,
different techniques were adopted, including fuzzy logic [8] and set operations.

Lastly, note that nothing prevents the retrieval engine from letting the user to combine

global images and regions of interest in the same query. A possible example would be “I am

looking for images that resemble Image I but without Object O.”

Queries with positive example versus queries with negative example:
Over the past decade, researchers have realized the importance of negative examples and
the additional possibilities these offered for creating queries. The negative example can let
the user express what he does not want, which helps solve several problems during image
retrieval, including noise and miss. Noise is the set of images that the user does not want,
but that are returned by the engine. Miss designates all images that should have been
returned, but were not. There can be different reasons for these two problems: a user who
did not express his needs well, an engine that was not successful in understanding these
needs, etc. The negative example can be used as a way of reducing noise and miss. By
selecting a few images as negative examples, the user tells the engine that these must be
skipped (as well as any image resembling them) in the results of the next iteration, which
reduce the amount of noise. As well, the images skipped will be replaced by more relevant
images, which reduces miss.
Some of the other advantages of negative examples include:
e [t allows to target certain parts of the search space that the positive example alone
cannot do. It also finds classes of results that have complex forms in the search space.
e [t can sometimes solve the Page zero problem, which we will discuss at the end of this
section
e It helps better select features.
Many engines enable the user to combine positive examples with the negative examples
when formulating the query. Some engines allow users to introduce the negative example
since the first iteration whereas others allow users to use it only for the second iteration, i.e.,
to refine the results. Technically, the negative example was modelled in different ways,
including optimization models [9], probabilistic models [10] and set models [11].
Note that the negative example alone does not really allow to create a query due to its multi-
modality. Indeed: if you know what someone does not want, this does not give you enough
indication to know what he wants. For example, if a user does not want images of cars, this
can mean that he is looking for trees, buildings, the sea, grass, works of art or anything else.

Queries by sketch and queries by predefined icons

Two other mechanisms for creating the query have been adopted by certain engines. The
first involves allowing the user to make a sketch that roughly represents what he is looking
for, such as in [12]. The user can use the mouse or a electronic pen to make the sketch. As
well, the engine can allow the user to colour the objects being drawn.

The second mechanism involves letting the user “make” his own query image. The engine
starts by proposing a list of icons, each representing a well-defined object, such as the sky,
sea, sun, a car, etc. The user can select icons that interest him and put them in the right place
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on a "canvas”, which represents his query image. The engine of [12] allows this type of

query.

These two ways of creating the query can be useful in certain situations:

e They sometimes help in the case of a target search, i.e., a user who searches for a specific
image that he has already seen. However, in the case of a group search or when the user
does not have a specific description of the image content that he is looking for (e.g. he
wants to find any image that can illustrate a given concept), these types of queries may
be unsuitable.

e They allow to create certain simple queries (e.g. an object on a background). However,
they do not allow to describe complex images, such as images with a multitude of
objects.

e They can help solve the Page zero problem. When the user cannot find the right image
to start the search from those proposed by the engine, the sketch or icons can help serve
as a starting point. He starts by making a sketch or placing several icons, and then the
engine searches for a few corresponding images, and lastly the user uses some of these
images to create his query.

However, these types of queries are fraught with a number of problems:

e They depend largely on the ability of the user to express his needs by using the sketch,
which is not easy given the difficulty that some users have with sketching, especially
with a mouse or a electronic pen.

e  Many users do not have the time or patience needed to place icons or draw a sketch for
each search iteration.

e Another difficulty crops up when searching and comparing since the engine must
compare two things that are not of the same type: a sketch and an image. One possible
solution consists of comparing the shape of the drawn objects or selected icons with the
shapes extracted from the DB image. Another possible solution would be using shape
and object recognition. Automatic annotation could also be used.

Given their limitations, these two types of queries cannot be used alone in an engine. They

must be combined with other methods, such as query by example images.

Discussion:

Content-based retrieval includes a certain number of advantages, including;:

e  The fact that it can be used even if the DB does not contain any text. Indeed, in this case,
the text-based search becomes unusable, and the only way would be to base the search
on the content of the images.

e It works well with very complex images and with those containing many objects that
cannot be described with text.

e It allows a level of refinement that text cannot. For example, looking for images that
visually resemble the image in Fig. 2 is quite possible using a search with example
images.

¢ The content of images is more objective than text.

Content-based search also have a certain number of challenges:

e  Extraction of visual features.

e Semantic gap.

e The page zero problem.

Each of these challenges is discussed below:
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Extraction of visual features:

The fact of designing and extracting visual features which accurately represents the content
of images is perhaps the pillar of content-based search. A multitude of features are proposed
in the literature. They can be grouped in different families. The first family describes the
colour and includes histograms, moments, etc. The second family describes the texture and
includes the co-occurrence matrix, Gabor filter, autocovariance, etc. The third family
describes the shape: this includes invariant moments, Fourier descriptors, edge points, etc.
The fourth family involves mixed features that describe more than one aspect, such as the
correlogram, which describes both colour and texture. Other features were also proposed to
describe the structure, points of interest, etc. Extraction of features is a problem that is not
completely resolved and much work remains to be done, especially regarding features that
can capture the semantic content of images.

Semantic gap:

Although it works well for users interested in the visual content of images, content-based
search have much difficulty in capturing semantics. For example, imagine a user who is
searching for images that can be associated with the concept “Lunch”. A search on the Web
using Google Image [53] provides the results in Fig. 4. Although these images describe this
concept, there is little or no visual resemblance between them. How, then, can the content-
based search meet this query? This lack of connection between the visual content of an image
and the semantic concepts that may be associated with it is known as the Semantic Gap.
Different solutions were proposed to alleviate this problem. Some simply combine the
content of images with text, since text better captures semantics. Others use relevance
feedback in order to better understand what the user wants. However, note that the problem
of semantic gap is far from resolved. It is the greatest challenge that the new generation of
content-based retrieval engines face.
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Figure 4. Results of the search using the word “Lunch”
Page zero problem:

It sometimes happens that none of the images proposed by the engine resemble what the
user is looking for, and therefore cannot be used to create the query. This is known as the
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page zero problem. Several solutions can be applied to solve or alleviate this problem.
Certain engines allow the user to select another set of images from the DB, which can serve
as examples. Other engines allow the user to provide his own example image, i.e., an image
that is not in the DB. However, this should not be the only option possible seeing that the
user does not always have the images to describe what he wants. Queries containing several
example images can also provide some solutions to the page zero problem, insomuch as
each of these images contains part of what the user wants. Queries by region can also be
useful. For example, imagine that, from the images being proposed by the engine, only one
contains the object that the user wants, but that this same image contains other objects that
the user does not want. In this case, forcing the user to choose the integrality of the image is
restrictive whereas allowing him to select only the object that interests him provides more
flexibility. The negative example can also contribute to solve the problem of page zero. As
we explained earlier, the negative example reduces miss; and, when miss is reduced, the
odds will be greater that the user finds new images that resemble what he is looking for.
These images can therefore be used to create the query, which allows to overcome the page
zero problem. Another possible solution for this problem is to start with a textual query and
then refine it using example images, assuming of course that the engine supports textual
queries. Lastly, note that the queries made using sketches and icons sometimes help solve
this problem, as we explained earlier.

Combining different types of queries

Each way of creating the query is better suited for a given type of search, and meets a
specific need. Text-based search allows to find images based on their semantics. Content-
based search allows finding them based on their visual content, and is indispensable in the
case of non-annotated DBs. As well, specific method of creating queries, such as sketches
and icons, allow to solve certain problems, including the page zero problem. We think that
combining all these types of queries in the same engine could only be an advantage. More
tools would be available to the user, which would help him better express his needs. A
possible scenario would be to conduct a two-step search. During the first step, the text is
used to limit the search space to the set of images that relate to the same theme as the query.
During the second step, the visual aspect is used to refine the results and sort them
according to their visual resemblance with the query.

4. Similarity and Human Judgement

In the case of text-based search, matching techniques are generally used to compare terms
contained in the query and those accompanying the images. If, however, the search is based
on content, similarity techniques are more appropriate since rigid matching does not work
in most situations. Indeed, requiring that an image be an exact match to the query to be
returned to the user is a very restrictive choice and may return no result. Even images that
are very similar to the query are almost never an exact copy of it. This is due to a certain
number of variations and imperfections: difference in scale, angle, position, and object
orientation, etc. Unlike matching, similarity does not require equality among images. It
simply involves calculating a level of resemblance between the query and each image in the
DB, and then sorting these images in decreasing order based on this degree of resemblance.

In image retrieval, a good similarity measure must be as close as possible to human
judgement. This is justified by the fact that, in the end, it is the need of a person that should
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be met, and it is him who will judge whether the results are relevant or irrelevant. Because
of this, similarity is a complex cognitive process that involves different disciplines, including
psychology, mathematics and computers.

Old models consider similarity as a distance in the feature space, which assumes that it
meets the following conditions: non-negativity, identity of indiscernables, symmetry and
triangular inequality [13]. However, experimental studies have shown that these conditions
are not always met.

The Thurstone and Shepard models, where the base idea comes from [13], represent a second
family of similarity models. These models can be seen as a generalization of distances. See
[14] for a good review of these methods. In these models, the similarity between two stimuli
(images in our case) is a function of the distance, which is Minkowski’s distance, given

byd(x,y)=| Y-l |
k=1

Later, other models were developed. These models drop the distance model, which allows
them to eliminate the conditions mentioned earlier. We can talk about the work of Amos
Tversky [15], which proposed the famous feature contrast model. Instead of considering
stimuli as points in the metric space, Tversky characterizes them as a set of features. Let us
assume that a and b are two stimuli, and that A and B are their respective sets of features.
The work of Tversky stipulates that similarity can be obtained by calculating a linear
combination of functions of common features (A N B) and discriminatory features (A - B)
and (B - A). Mathematically, the similarity can be formulated as follows: S(a,b) = (A N B) -
o f(A - B) -Bf(B - A), where fis a positive function and ¢and fare two constants.

Some work, including [16], noted that all stimuli do not influence the perception of
similarity according to the same mechanism. For some of them, a distance may be
appropriate and correspond to test results. Others, however, require more complex models.
Before ending this section, we would like to say a few words on the similarity between
colours, because colour is a feature that is largely used when searching for images. Colour
can be characterized in different ways including histograms and colour moments. As well, it
can be represented in different spaces: RGB, HSV, XYZ or even L*a*b*. It was noted that
certain spaces correspond better to human judgement than others. For a space to be
considered close to human judgement, the following conditions must be established: two
colours that are distinct to humans must be found far from one another within this space,
and two colours that are similar to humans must be close to one another within this space.
For example, the L*a*b* space was often used since it approached human judgement. Lastly,
for similarity measures used with histograms, different measures were used, including
Euclidian distance [9], the Earth Mover Distance (EMD) [17] and histogram intersection [18].

5. The User and Relevance Feedback (RF):

Problem: Why do we need RF?

The user who interacts with an image retrieval engine expresses his needs through query
formulation. However, due to imperfections at different levels, it is not unusual for the user
to not be able to express his needs correctly or the engine to not succeed in understanding
these needs. Different problems may lie at the origin of this lack of understanding between
the user and engine. First of all, there is the semantic gap. Often the user is interested by the
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semantics of images (e.g. I am looking for images that illustrate joy), whereas the engine
relies on their visual content. The opposite may also occur: a user interested by the visual
content of images versus an engine that only takes into account the semantic concepts
extracted from the text, for example. Secondly, there is the weakness of the visual features to
correctly represent the images. In spite of the progress made these past few years in feature
extraction, a lot of work remains to be done before we can rely on features to adequately
represent the content of images and even less so their semantics. Thirdly, there is the
disparity between the similarity measures used by the engine and human judgement of the
similarity between the images. The page zero problem is the fourth problem. It occurs when
no image proposed by the engine resembles what the user is looking for, and cannot
therefore be used as an example image. Fifth, there is the subjectivity of the text in the
representation of images. The user of the engine and the person who annotated the images
do not necessarily have the same point of interest, which means they will not use the same
terms to describe the same image. Consequently, at the time of carrying out the search, the
user will have a lot of problems finding this image. Other difficulties also crop up when we
use text: synonyms, dependence on language and culture, etc.

Relevance feedback as a solution:

Relevance Feedback (RF) was introduced as a technique to overcome or alleviate the
aforementioned problems. RF was first used in search techniques in the mid-sixties. Its
objective is to improve retrieval precision during the iterations, based on the information the
user provides about the relevance of the retrieved results. The first work on RF includes [19],
[20] and [21]. Motivaed by the improvement it achieved in text retrieval, image retrieval
researchers very quickly understood the role that RF could play in image retrieval, and have
integrated it into their engines.

How does the user express his needs during the RF process?

The concept of RF is to ask the user to provide feedback regarding the results returned by

the engine at each iteration. Using this mecanism, the user explicitly or implicitly provides

more information on the images he likes and those he does not like as well as on the features
that interest him and those that do not.

In concrete terms, RF can be carried out in different ways:

e  The engine can ask the user to choose from the images returned at each iteration the
ones that he finds relevant (positive examples) and the ones he finds not relevant
(negative examples). It can also ask the user to assign a weight to each image. For a
positive example image, a high weight means that it resembles very much what the
user is looking for, whereas a low weight means that it resembles the user’s idea a little.
For a negative example image, a low weight means that similar images would not be
appreciated, whereas a high weight means that the user definitely does not want
similar images returned.

¢ The engine can ask the user to explicitly assign a weight to each feature used. However,
this can be restrictive given that the normal user ignores the significance of features. In
addition, even for a specialist, it is difficult to say whether a given feature is important
or not to find what he is looking for. To resolve this problem, many engines guess the
importance of features without explicitly asking the user. This information can be
deduced from the example images that the user provides, as we will see in this section.
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¢ Some engines ask the user to choose between the use of textual features, visual features
or a combination of both.

What can RF do?

After the user has provided his feedback about the results of an iteration, this information is
used to improve the results in different ways [10][5]. It helps to understand what the user is
looking for, i.e., to identify the image(s) in his head. It also helps determine the importance
he gives to each feature, which will then be used to define the similarity measures that best
reflect his judgement.

The different RF techniques:

Early CBIR systems that adopted RF were built on the vector model in information retrieval
theory. They used the query-point movement technique, and/or the axis re-weighting
technique [22]. In the query-point movement technique, the ideal query point is moved
toward the positive example and away from the negative example. Examples of systems
that have adopted this technique include [23] and [24]. Rocchio’s formula [25] has been
frequently used to perform query-point movement. In the axis re-weighting technique, the
main goal is to assign more importance to features according to which example images are
close to each other, and less importance to other features. This can be justified by the fact
that, if the variance of the query images is high along a given axis, any value on this axis is
apparently acceptable to the user, and therefore this axis should be given a low weight, and
vice versa [22]. An example of axis re-weighting models can be found in [23], where each
feature is weighted with the inverse of its standard deviation.

More recently, some researchers have considered RF to be a classification problem in which
example images provided by the user are employed to train a classifier, which is then used
to classify the database into images that are relevant to the query and those that are not.
Bayesian models have been used in systems like [26] and [27], which support image classes
that assign a high membership probability to positive example images and penalize classes
that assign a high membership probability to negative example images. SVMs have also
been used in RF [28] [5]. Examples include [29] and [30]. Some systems first train an SVM
classifier using positive and negative examples, and then use it to divide the database into
relevant images and irrelevant ones. Considering RF as a classification problem may entail
some difficulties, however. First, in a typical classification problem, each item (image)
belongs to one or more clearly defined classes, whereas, in image retrieval, human
subjectivity makes it difficult to assign a given image to a given class [31]. Second,
classification does not always provide a ranking of the retrieved images in terms of their
resemblance to the query, which may be necessary for some applications.

Other researchers consider RF to be a learning problem in which examples fed back by the
user are used to train a model, which is then used for retrieval. Techniques used include
self-organizing maps (SOMs), Bayesian frameworks and decision trees. In [32] for example,
SOMs are used to measure similarity between images. In [33], a Bayesian framework is used
to predict what target image users want, given the action they undertook. In turn, [34]
proposes an RF model that, for each retrieval iteration, learns a decision tree to uncover a
common thread uniting all images marked as relevant. This tree is then used as a model for
inferring which of the unseen images the user would most likely want. The initial drawback
of learning methods is the lack of data. Indeed, users usually provide a small number of
feedback images in the retrieval process, while these algorithms need a large number of
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examples for training. For example, after extensive experimentation with the system
described in [9], we found that people rarely give more than a few images as feedback,
while the model, in order to be trained correctly, needs a number of images at least equal to
the dimension of the largest feature. It would be inconceivable to ask the user to select
several dozen images in each retrieval step, because this can make the retrieval process very
slow and cumbersome.

Some researchers considered RF to be a distance optimization problem whose solutions are
the parameters that make it possible to find the ideal query, weight the features, and
transform the feature space into a new one that corresponds better to the user. Examples of
such models include [9], [22] and [35]. In these models, RF is formulated as a minimization
problem whose solutions are the optimal query and a weight matrix, which is used to define
a generalized ellipsoid distance as a measure of similarity between images. The basic idea of
those models is to enhance features for which example images are close to each other. When
the query embeds some negative examples, they enhance features that distinguish clearly
between positive and negative examples, and neglect those that do not. Like learning
techniques, optimization techniques suffer from the problem of lack of data, and different
attempts have been made to address it, like in [36], where the authors introduce the
regularization method and the null-space method.

Type of user and user influence on RF strategy:

For relevance feedback, two different strategies can be used [28]. The first strategy is the
most common. It involves providing the user, at each iteration, with the most relevant
images that the engine was able to identify. The second strategy involves returning the more
informative images and trying to obtain as much information as possible from the user. This
helps to better pinpoint the range or set of images that the user is searching for. In [37] and
[38] for example, at each iteration, two images are presented to the user, who must choose
the one that most matches what he is looking for.

The difference between the two strategies is that the first one assumes that the user is
impatient and therefore must be provided with the best results as quickly as possible or else
he could end the retrieval session. The second technique assumes that the user will
cooperate [39]. It attempts to ask him as many questions as possible to learn more about
what he is looking for. Note that both techniques can be combined in the same system [40].
For example, at each iteration, the system can provide the user with the most relevant
images and ask him some optional questions (if he wants to answer them) to better
understand what he wants.

Relevance feedback with or without memory:

When processing a given iteration query, some RF models take into account older queries
(previous iterations), whereas others only look at the query of the current iteration. The first
family could be called “models with memory” and the second “models without memory”.
Models with memory assume that the user is consistent in his choices, i.e., that, during a
given session, he continues to search for the same images and does not change his intention.
Models without memory do not make this hypothesis. Therefore, when the user is
consistent, the precision of models with memory increases throughout the iterations. Some
studies, including [41], have noted, however, that the user often changes his intention while
searching. In this case, a model without memory may be the most appropriate. Technically,
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models with memory consider the new search target as a combination (linear or otherwise)
of the very last query and the queries from previous iterations.

Creating user profiles:

The concept of memory discussed in the previous subsection can be expanded even further.
The engine can, for example, try to create a profile for each user. It must first identify each
user in a unique manner. This can be done by asking him to identify himself each time he
uses the engine by entering his user name and password for example. Other techniques,
such as IP address or cookies, also can be used to identify the user or his machine. The
second step is to memorize the preferences of each user when he performs search. The third
step consists of using these preferences in the future to improve search precision. Let’s take
an example. User X created Query Q at a given moment. According to the his feedback, the
engine understands that he was satisfied with the results obtained. In the future, if this same
user submits the same query, it would be intelligent on the part of the engine to return the
same results. However, if the user is not satisfied, the same results should not be returned.
User preferences go beyond the set of resulting images. The user may have a preference for
a given feature versus others, a type of query (e.g. text-based) versus others (e.g. content-
based), etc. All this information can be stored by the engine for future use. Once individual
profiles have been created, the engine can make a classification in order to discover the
different user classes and preferences of the members of each class. This classification can be
cross-referenced with their other attributes: age, sex, language, culture, etc.

Lastly, we should note that the creation of profile poses a certain number of challenges. The
largest challenge is the potential cooperation of the users: to create profiles, users must be
willing to identify themselves or provide certain personal information. This sometimes goes
against protecting the user’s privacy.

Helping the user create his query and provide feedback:

Sometime it is best to guide the user throughout the search process: from query formulation

to relevance feedback to obtaining results. From the user’s point of view, this assistance can

make search easier and more attractive. The engine, in turn, can better understand the user’s
needs to better serve him.

This help can be provided in different ways:

e  Help the user choose the query mode that best suits him from those offered by the
engine: textual query, example image query, etc.

e  Provide the user with some tips for creating his query, as is done by the engines of [42]
and [43].

¢ When the engine asks the user to enter the importance he gives to each feature, explain
to him at least the meaning of each of these features.

e  Step by step and by asking a certain number of questions, the engine can have the user
express his need in a more specific manner. For example, for the first step, the engine
may propose a set of image families (animals, cars, landscapes, etc.) and ask the user to
choose the family that corresponds to his search. Once the user has made his choice, the
engine proposes the list of subfamilies, and so forth, until the desired results have been
obtained.

¢ Guide the user, as in [37] and [38], where, at each step, the engine asks the user to
choose the image that best meets what he is looking for between two images proposed.
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¢ An “Advanced Search” function, found in certain Web retrieval engines, can be very
useful. It enables the user to give more details about what he is looking for: file format
(jpg, gif, bmp, etc.), file size, image dimensions, greyscale or colour, a photo versus a
sketch versus a synthesized image, etc.

¢ Hints that appear automatically when the mouse moves over certain elements in the
interface.

e Add a “What is it?” button beside certain elements in the interface so that the user can,
if he so wishes, better understand their meanings.

While helping the user is definitely appreciated, we must however determine how far this

help can go before it produces a negative effect. In extreme cases, we could require the user

to take training so that he can benefit from all engine functionalities. However, we must

remember that many users do not have the desire, patience or time to take this training. It

therefore becomes an obstacle that purely and simply pushes them to abandon such an

engine.

6. Results Visualisation:

1D Visualisation versus several D Visualisation:
Once the search has been performed, the engine must display the results to the user. The
most used and traditional method is to present the results linearly with images ordered
based on their resemblance to the query, starting with the closest match. We can call this
way of presenting results the one-dimensional method. However, we should note that most
engines use the fact that the screen is two-dimensional (2-D) and present the results on
several lines where the first line has the most relevant images from left to right, as though
reading a book.

Other methods of viewing search results have been proposed:

1. The system can use two features—which may be multidimensional—to represent
images. All images in the DB are displayed in a 2-D plan, with the query image in the
centre. Both axes of the plane each represent a feature. The position of a DB image on
each axis is proportional to its dissimilarity to the query with regard to the feature
concerned. In [44], for example, both axes represent the RGB and HSV histograms
respectively. The X-axis of each DB Image I is obtained from the intersection of the
RGB histograms of 1 and the query, with a positive sign if the entropy of the RGB
histogram of I is lower than the entropy of the RGB histogram of the query. The Y-axis
is calculated in the same way, but by using the HSV histograms.

2. Since most retrieval engines use more than two features to represent images, the
method described in 1) cannot be used in a 2-D plan. It can, however, be generalized as
follows: start by representing the images in the multidimensional feature space, and
then project them in a 2-D space (plan). It is this plan that the user will see displayed,
with his query in the middle. In order to minimize loss of information due to
projection, techniques such as Principal Component Analysis (PCA) can be applied.
This method was used in [45]. It not only allows to display images based on their
similarity to the query, but also based on resemblance between them.

3. Some engines, such as [46], visualize images in a 3D virtual reality space. The three
axes can each represent a feature as in 1) or a combination of features after projection,
as in 2). In [46], for example, the axes represent colour, texture and structure
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respectively. The engine can enable the user to view the results based on each axis
taken individually, or even view them from any angle (combination of axes).

4. In certain engines, such as [47], the query image is displayed in the middle, and then
surrounded by similar images. The size and position (distance) of each image from the
query is proportional to its similarity to the query. In addition, [47] proposes two ways
of displaying these images: either in concentric rings or in a spiral.

5. Some engines, such as [48], use Self-organized maps (SOM) for viewing collections of
images.

Note that some of these methods can also be used when formulating the query. They can

also be seen as a hybrid solution between the query and navigation.

All these viewing methods can be improved by combining them with the following

techniques:

¢ Image size: during display, the size of each image can be in proportion to its similarity
to the query.

e Zoom function: enable the user to zoom in to see more detail of a part of the collection
or to zoom out to have a more global view.

¢  Reduce overlapping: When projecting, many similar images can be found in the same
small zone, which means that some of them hide others. This effect is known as
overlapping. This problem becomes even more serious when the collection contains
many images. Most of the time, it is not possible to eliminate overlapping completely.
However, it can be reduced by using optimization or heuristic algorithms, which
attempt to find the position of each image that is as close as possible to its original
position and that minimizes overlapping with its neighbours. Displaying images in
small sizes with the Zoom option also alleviates this problem. However, the images
should not be too small, since users will not appreciate this. The article, [49], analyzes
and proposes a few solutions to these problems.

Size of image displayed to the user:

Whether during query creation, relevance feedback or results display, images must be

displayed to the user. The issue that this section looks at is the choice of dimensions for the

images displayed: Should the actual dimensions be kept, or modified, and why? The most
natural choice would be to have each image keep its actual dimensions. However, this may
have certain disadvantages:

e The actual dimensions of an image may be very large. The interface may not be able to
display them. As well, displaying a large image may require greater calculation
capacity and therefore take lots of memory.

¢ The different images can have different sizes. It is neither convenient nor attractive to
present images of different sizes on the same interface.

Instead, the dimensions of each image should be adapted to the interface. We could replace

each image with a thumbnail, for example, while giving the user the option of viewing the

original image if he so wishes. The size of the thumbnail should be proportional to the
original dimensions in order not to distort the image. In general, a thumbnail is smaller than
the original image. However, thumbnails should not be too small. If they are, the user will
have to view the original image each time to be able to see the details and decide whether
the image interests him. This could be cumbersome and slow down the search process [41].
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Presentation order of results:

Another issue that should be raised is: In which order should results appear? There are

several possible solutions. The most common is to present them in decreasing order of

similarity to the query. Other solutions are also possible:

e Inchronological order according to creation date.

e By event: images taken during a given event are presented together. This could be
family events or otherwise. An example of an event could be “Our camping trip in
1998” or even “Wedding of X family member”. This way of presenting assumes that we
know the event related to each image. It works well with certain collections of personal
or family images.

e  Hierarchically: different classes of images are displayed to the user, who can then
choose the class that he wants to visit. This way of presenting the results is similar to
browsing through a catalogue.

e A combination of all these choices.

Number of images to return to the user and interrogation technique:

Another issue that must be addressed is identifying the number of images to return to the
user and how to find these images. Two main query techniques were used by most retrieval
engines: The k nearest neighbours and the neighbours whose distance from the query (or
dissimilarity) is below a certain threshold &. If we use the first technique, a certain number of
problems must be addressed. The first is choosing the number k. This choice however is not
necessary for small DBs. The engine can simply sort all the images in the DB according to
their resemblance to the query, and then return the first ones to the user, while giving him
the option of viewing more results. For large DBs, using an index becomes essential. If this
index is available, the search will be limited to the classes closest to the query, which leads
us to searching in a smaller DB as in the previous case. The second problem is that the
images returned may not resemble the query, especially when the number of relevant
images in the DB is low.

When the second technique is used, the value of ¢ must first be determined. In order for the
results to have meaning, a threshold under which all the images actually resemble the query
must be chosen. Sometimes we have to define a variable threshold that changes depending
on the query. The problem with the threshold technique is that it depends considerably on
Recall. If it is too low, it might not return any results, and if it is high, it could return too
many results. In the latter case, the results can be truncated by limiting them to the k nearest
neighbours to the query, which brings us back to the first technique. The engine can also
sort the results, display the first ones to the user and give him the option of viewing others.
Regardless of the query technique adopted, using an index is only useful when the DB is
very large. An appropriate indexing technique limits the search to the most relevant classes,
which helps increase precision of results and reduce search time.

Viewing on small devices and adapting:

These past few years, the use of portable devices (PDA, cell phones, Palm Pilot, etc.) has
increased substantially. These tools are used for various purposes, including browsing the
Internet, accessing multimedia collections and searching on the Web. Creating retrieval
engines for these devices or adapting existing engines to them will help meet a growing
need. Recently, some researchers have taken an interest in this issue. For example, [50], [51]
and [52].
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When a retrieval engine is developed for these devices, client-server applications can be
used, in which the server runs on the computer to allow access to and searching in the DB,
while the client runs on the portable device. Portable devices are different from a
conventional computer. They are subject to additional limitations. The first constraint is the
size of their screens, which are smaller than a regular computer screen. Therefore, the client
interface and the size of images displayed must be adapted based on to this limitation. For
example, the client program can display a single image at a time, but while giving the user
the option of scrolling through the page to see more images. The second constraint is the
reduced data transfer speed. The server must therefore limit as much as possible the number
of images and data sent to the client. The third constraint is their rather limited calculation
capacity. The server must perform a maximum number of operations, leaving the client only
with the simplest things to do, like displaying results.

7. Users as a Retrieval Engine Evaluator

A retrieval engine is created to meet the needs of the user. The user must therefore be
satisfied with the services offered by the engine. According to Section 2, there are two types
of services: query-based search and catalogue browsing. In this section, we will look at
issues related to evaluating each of these services.

Evaluating the search function:

The most common evaluation scenario is the following. We start with several retrieval
sessions by changing the query each time. Once results have been obtained, they are
evaluated by being assigned scores as to their relevance versus the query. These scores can
be assigned by humans or obtained from preclassification of the DB. The scores of the
different sessions are then combined, for example, using a weighted average, which allows
to obtain different performance indicators, including Precision and Recall.

Therefore, it can be deduced that evaluating the search function of an engine requires three
components, namely, an image DB, ground truth and evaluation measurements, as detailed
below.

Image collection or DB:

In order to ensure an objective evaluation, the image collection used must meet a certain
number of criteria. First it must be large enough to allow evaluation of the scalability of the
engine. Next it must correspond to the objectives for which the engine was designed. If the
engine was developed for personal photos, for example, it must be evaluated on a collection
of personal photos, and if it was developed for art images, it must be evaluated on a
collection of art images. While remaining within the engine’s domain, the collection must be
as diverse as possible in order to evaluate the ability of the engine to find images from
different categories. Lastly, note that several collections have been used to evaluate search
engines. The most commonly used is that from Corel [37].

Ground truth:

Ground truth allows to judge whether the images returned by the engine are relevant or not.
Two types of ground truth are generally used: human judgement and preclassified DBs.
Human judgement is a good indicator, because, in the end, it is humans that will be using
the engine. If they see the results as being relevant, then we can say that the engine is



236 Advances in Human-Computer Interaction

precise. In order to ensure that the evaluation by people is objective, we must follow a

certain number of recommendations:

e The number of users: A significant number of users must participate in the evaluation
process in order to limit the effect of subjectivity from certain people.

e  The users must be representative of the population who will be using the engine: the
level of expertise in the field, level of instruction, age, sex, preferences, etc. For example,
if the engine is for the general public, the evaluators should not all be experts in image
processing.

e  Sometimes training is required so that a person can use the engine. This training must
be as concise and easy as possible; if not, users might not use the engine.

When the ground truth comes from a prior classification of the DB, a high score is

automatically assigned to any image belonging to the same class as the query, whereas a

low score, zero or even a negative score, is assigned to images from other classes. However,

similar classes must be monitored: an image from a class resembling the query should not
be considered as poor, even if it is not as good as an image coming from the same class as
the query.

Particular attention must be given to preclassification. The fact of relying on preclassification

to evaluate the engine implicitly assumes that it is perfect: imprecise preclassification would

completely distort our evaluation. Preclassification can be obtained in different ways. It can
be carried out by humans, which brings us back to the first type of ground truth, or it could
be done by the machine with little or no human intervention.

Evaluation measurements:

Two of the most commonly used measurements are Precision (Pr) and Recall (Re). Precision
measures the proportion of good images versus the total number of images returned to the
user. Recall measures the proportion of good images returned to the user among all good
images in the DB. Noise, which is the opposite of Precision, was also used. It represents the
proportion of irrelevant images from all images returned to the user. Certain variations of
Precision and Recall take into account image rank: the most relevant images must appear in
the first positions. Once calculated, Precision and Recall can be represented by curves. Some
authors draw the curve Pr = f(Re). A good system should provide high Precision regardless
of the Recall value. However, if Recall is low, as in the case of certain image collections, this
measurement becomes unsuitable. Other authors replace it with Pr = f(Sc), where Scope Sc is
the number of images returned to the user.

Evaluation of the browsing function:

In order to provide browsing services to users, the engine must start by indexing the DB.
This operation involves dividing the DB into classes, and then dividing each class into
subclasses. The first thing to evaluate here is the class quality. A good class must be coherent
and complete. Coherence means that the images assigned to this class resemble each other.
An example of an incoherent class would be a class that contains images of apples, cars and
horses. Completeness means that we find, in a given class, all the images that should be
assigned to it. We can draw a parallel between Coherence and Precision on the one hand,
and Completeness and Recall on the other.

As in the case for search, to evaluate the cataloguing, a DB is needed on which the algorithm
will be applied and a ground truth can be used to judge relevance. The collection must be
carefully selected. As for the ground truth, it can be provided by humans.



Review of Human-Computer Interaction Issues in Image Retrieval 237

The catalogue can be evaluated based on the total number of images it contains, the
diversity of subjects it covers, whether it is hierarchical or not, the inter-class and inter-level
relationships, the option of moving from theme to theme, ease of use, etc. Some of these
measurements, such as the total number of images covered by the catalogue, are objective.
They can be calculated without requiring any judgement from the user.

Other evaluation criteria
A certain number of other criteria could also be used when evaluating;:

Number of images indexed:

It is more difficult, but more useful, to index several hundreds of thousands of images than
to index only a few dozens. An engine can be evaluated based on the number of images it
indexes.

User-friendliness:

One of the attributes that makes a retrieval engine successful is how easy it is to use. The
interface must be user-friendly on all levels: formulating the query, displaying results,
relevance feedback, etc.

Response time:

Response time can also influence user satisfaction. A system, even if it provides relatively

precise results, that takes too long will not be appreciated by users. The response time for a

query can be influenced by:

e  Prior extraction of features: extracting the features of images first means large time
savings, since the engine will not have to do it at the time of the search. The only thing
left for it to do is compare the query with the DB images. All known engines extract
features ahead of time.

e The number of features used and their sizes: increasing the number of features or
increasing the size of a few features generally increases the comparison time, and, in
turn, the response time.

e  Similarity measures used: certain similarity measures are quick to calculate whereas
others take longer, which directly affects searching time.

e The fact of using an index: the index restricts the search space to classes that most
resemble the query, which considerably reduces the searching time.

Refinement and number of iterations:

It is always a good idea for the engine to provide the user with the option of refining the
results via relevance feedback. However, the number of iterations required to obtain good
results should be minimal.

8. Conclusion

When a user uses an image retrieval engine, he is in constant interaction with the engine, be
it to create the query, provide feedback, view the results or evaluate engine performance. In
this chapter, we have looked at most of these aspects. The retrieval engine must meet
human needs. Therefore, it must be as close as possible to them. In particular, it must use
the features that capture the semantic content of images, use similarity measures that
resemble human judgment, have a user-friendly interface, etc. A lot of work has been done
to that effect over the past few years; however, we believe much remains to be done.
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1. Introduction

Today Multimedia over IP (MolP) service is provided through the various access networks
to Internet, allowing users to get service anytime and anywhere. To control many resources
for QoS/QoE guaranteed services over converged networks, developing smart devices and
applications applying pervasive network and computing are one of the hot research issues
today. The ISO 8402 vocabulary defines quality as the totality of features and characteristics
of a product or services that bear on its ability to satisfy stated and implied needs. Quality of
Service (QoS) is the collective effect of service performance which determines the degree of
satisfaction of the user of the service (from ITU-T E.8001). And then, Quality of Experience
(QoE) is a term to allow for subjective as well as objective measures of QoS, performance
and all aspects of the interaction (experience) with the service or product (from SLA
management handbook). Both QoS and QoE are described very well with networked
multimedia application services such as MolIP, IPTV, and mobile IPTV from most recently
research (Kim et al., 2008). Due to the shared nature of current network structures,
guaranteeing the QoS/QoE of Internet applications from an end-to-end is sometimes
difficult and then it has been requested to develop smart devices which have multi-modal
functionality for ubiquitous network and computing environment. There are two different
aspects, i.e. ‘network” and ‘multimedia’ that are both closely coupled in many critical issues
such as QoS, QoE, etc., for MolIP services. An important problem is to provide realtime
QoS/QoE-guaranteed multimedia services over packet-based networks. The problem is still
unsolved because there are many parameters affecting quality between network and
multimedia. In order to solve the problem, a study on QoS/QoE parameters discovery and
measurement is necessary.

IP networks are on a steep slope of innovation that will make them the long-term carrier of
all types of traffic, including multimedia services in the Next Generation Network (NGN)
environment today. However, such networks are not designed for QoS/QoE guaranteed
realtime multimedia communication because their variable characteristics (e.g. due to
bandwidth, packet loss, delay, etc.) lead to a deterioration in voice/video quality. A major
challenge in such networks is how to measure voice/video quality accurately and efficiently
considering network resources that provide QoS/QoE-guaranteed services.

In this chapter, we design smart SoftPhone device for guaranteeing human
perceived_QoS/QoE which can discover and measure various network parameters during
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realtime service through IP network. The smart SoftPhone for discovering and measuring of
QoS/QoE-factors in realtime consists of four main blocks that is in order to control and
measure various parameters independently based on SIP/UDP/RTP protocol during the
end-to-end multimedia (voice and video) service. Also, we provide message report
procedures and management schemes to guarantee QoS/QoE based on using smart
SoftPhone device. In order to report quality parameters optimally during establishing call
sessions for MolP service, we design critical management module blocks for quality
reporting. To sum up, for the performance evaluation of the smart SoftPhone with scientific
exactitude of quality factors, we examine the proposed technique based on the realtime
phone-call service through heterogeneous network. The experimental results confirm that
the developed smart SoftPhone is very useful to quality-measuring for the quality
guaranteed realtime MolP service and then it could also be applied to improve quality as a
packet compensation device. Finally, we propose QoS/QoE delivery and assessment
methodology by model design and performance analysis in considering heterogeneous
network and terminals.

The organization of this chapter is as follows. Section 2 describes previous approaches on
the identification and characterization of MolP services by using related works. In section 3,
we design modules of smart SoftPhone for quality resource discovery and measurement.
The message procedures are presented for call establishing and releasing. In section 4, we
describe user, terminal, and network-aware QoS/QoE supported methods with personal
mobile broadcasting services. In section 5, RTCP-XR based block types are introduced to
monitoring and managing media quality for MolIP services. Section 6 and section 7 present
measurement methods with performance evaluations for voice and video quality. Finally,
section 8 concludes the chapter.

2. Previous Works

There have been many related research and development efforts in the field of QoS
management and measurement for the past decade. Also, today multimedia quality
management aspects of QoE have become an important issue with the development of
realtime applications such as IP-phones, TV-conferencing and video streaming over IP
networks. Specifically, when voice/video data is mixed with various application data, there
are worries that there will be a critical degradation in voice/video quality. For the
measurement of network parameters, many useful management schemes have been
proposed in this research area (Imai et al., 2006). Managing and Controlling of QoS/QoE-
factors in realtime is required importantly for stable MolP service. An important factor for
MolP-quality control technique involves the rate control, which is based largely on network
impairments such as jitter, delay, packet loss rate, etc due to the network congestions (Eejaie
et al., 1999) (Beritelli et al., 2002). In order to support application services based on the NGN,
an end-to-end QoS monitoring tool is developed with qualified performance analysis (Kim
et al., 2006).

The different parts of multimedia have different perceptual importance and each part of
multimedia does not contribute equally to the overall media quality. Voice/video packets
that are perceptually more important are marked, i.e. acquire priority in our approach. If
there is any congestion, the packets are less likely to be dropped than the packets that are of
less perceptual importance. The QoS schemes which are based on the priority marking are
open loop ones and do not make use of changes in the network (Cole & Rosenbluth, 2001).
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Currently, most interactive multimedia applications use the realtime transport protocol
(RTP) for data transmission with realtime constraints. RTP runs on top of existing transport
protocols, typically UDP, and provides realtime applications with end-to-end delivery
services such as payload type identification and delivery monitoring. RTP provides
transport of data with a notion of time to enable the receiver to reconstruct the timing
information of the sender. Besides, RTP messages contain a message sequence number to
allow applications to detect packet loss, packet duplication, or packet reordering. RTP is
extended by the RTP control protocol (RTCP) that exchanges member information in an on-
going session. RTCP monitors the data delivery and provides the users with some statistical
functionality. The receivers can use RTCP as a feedback mechanism to notify the sender
about the quality of an on-going session. The original RTCP provides overall feedback on
the quality of end-to-end networks (Schulzrinne et al., 2005). However, the standard RTCP
packet type is defined for quality control in realtime without bidirectional quality reporting
and managing procedures in detail through IP networks. The RTP Control Protocol-
Extended Reports (RTCP-XR) are management protocol which defines a set of metrics that
contains information for assessing the media quality by the IETF (Friedman et al., 2003). The
RTCP-XR reports the packet loss rate, the packet discard rate and the distribution of
lost/discarded packets. The loss/discard distribution describes calls in terms of bursts
(periods during which the loss/discard rate is high enough to cause noticeable quality
degradation) and gaps (periods during which lost or discarded packets occur infrequently
and hence quality is generally acceptable). To guarantee quality, the RTCP-XR can report the
quality directly in terms of the estimated R-factor or the mean opinion score (MOS). The R-
factor is a conversational-quality metric in the range of 0 to 100. And the both MOS-LQ and
MOS-CQ are in the range of 1 to 5. The RTCP-XR can be implemented as software is
integrated into IP phones and gateways inexpensively. Then the messages containing key
call-quality-related metrics are exchanged periodically through SoftPhones. However, the
RTCP-XR is adequate to monitor the QoS-factor on end-to-end MoIP networks because it
doesn’t have media quality monitoring functionality. To solve this problem, we propose
upgrading some components in the RTCP-XR scheme. Because current IP networks are not
designed to support the QoS, quality measurement becomes more important and urgent for
more reliable higher quality multi-media services over IP networks. We explore impact of
individual packet loss, delay, and jitter on the perceptual media quality on the smart
SoftPhone as one of MolP systems. The evaluation of MolP service quality is carried out by
firstly encoding the input media pre-modified with given network parameter values, and
then decoded to generate degraded output signals.

In this paper, we implement smart SoftPhone device for guaranteeing QoS/QoE which can
discover and measure various network parameters such as jitter, delay, and packet loss rate,
etc, and then propose an end-to-end quality management scheme with the realtime
message report procedures to manage the QoS/QoE-factors. The newly presented QoS-
factor transmission mechanism for QoE related QoS-factors managing over IP networks is
assessed with the performance analysis in the realtime transmission of QoS parameters
through various IP networks.

3. Smart SoftPhone Module Design for Discovering and Measuring

In this section, we clarify and design each functionality blocks which are carried on smart
SoftPhone for discovering and measuring call-quality over IP network in realtime. There are
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ten different technical functionality, i.e. ‘SIP Stack Module’, “‘Codec Module’, ‘RTP Module’,
‘RTCP-XR Module’, ‘Transport Module’, ‘Measurement Module’, “UA Communication
Module’, “User Communication Module’, “User Interface Module’ and ‘Control Module’
(Kim et al., 2007).

3.1 Modeling of Smart SoftPhone Functionality

In order to discover and measure quality status, we design 11 critical modules for User
Agents (UA) as illustrated in Fig. 1. It comprises in four main blocks and each module is
defined as follows:
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Figure 1. Main blocks and modules of smart SoftPhone functionality

#  SIP Stack Module -
e Analysis of every sending/receiving messages and creation response messages
¢ Sending to transport module after adding suitable parameter and header for
sending message
e Analysis of parameter and header in receiving message from transport module
¢ Management and application of SoftPhone information, channel information, codec
information, etc.
¢ Notify codec module of sender’s codec information from SDP of receiving message
and negotiate with receiver’s codec
e Save up session and codec information
#*  Codec Module -
e Providing the encoding and decoding function about two different voice/video
codecs
e Processing of codec (encoding/decoding) and rate value based on SDP information
of sender/receiver from SIP stack module
#*  RTP Module -
e Sending created data from codec module to receiver SoftPhone through RTP
protocol
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% RTCP-XR Measure Module -
e Formation of quality parameters for monitoring and sending/receiving
information of quality parameters to SIP stack/transport modules
#  Transport Module -
e  Address messages from SIP stack module to network
e Address receiving message from network to SIP stack module
*  Measurement Module -
e  Measure voice/video quality by using packet and rate which is received from RTP
module and network
*  UA Communication Module -
e  For requesting call connection, interchange of information to SIP stack module and
establish SIP session connection
e Address information to control module in order to show information of SIP
message to user
#*  User Communication Module -
¢ Sending and receiving of input information through UDP protocol
#  User Interface Module -
e  User give any command by using GUI and sending information to control module
#  Control Module -
¢ Management of UA communication, user communication, and user information
modules
¢  Management of various optional information module

3.2 Blocks and Modules for Call Session Control & Quality Management

In this work, we propose realtime message report procedures and management scheme
between MolP-Quality Management (QM) server and smart SoftPhones. The proposed
method for the realtime message reporting and management consists of four main
processing blocks, as illustrated in Fig. 2. These four different processing modules
implement call session module, UDP communication module, quality report message
management module and quality measurement/computation/processing modules. All of
the call session messages are addressed to quality report message management module by
UDP communication. After call-setup is completed, QoS-factors is measuring followed by
computation of each quality parameters base on the message processing. Followed by each
session establish and release, quality report messages are also recorded in database
management module immediately.

An endpoint of SIP based Softswitch (SSW) is known as smart SoftPhone (UA). That is, SIP
client loosely denotes SIP end points where UAs run, such as SoftPhones. SSW is
intermediated network elements between the end points and engages in the routing of SIP
messages from a UA to other UA based on a logical SIP address. SSW also performs
functions of authentication, authorization, and signaling compression. A logical SIP URI
address consists of a domain and identifies a UA ID number. The UAs belonging to a
particular domain register their locations with the SIP registrar of that domain by means of a
REGISTER message. Fig. 3 shows SIP based SSW connection between UA#1-SoftPhone and
UA#2-SoftPhone.
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Figure 3. Procedures of call establish/release between Softswitch and smart SoftPhone

4. User, Terminal, and Network-Aware QoS/QoE Guaranteed MolP Services

For the techniques of new challenging over application source levels we focus on the
relationship of user terminals and media streaming sources to support user perceived
quality of experience (QoE) based on high quality of service between heterogeneous
terminals and heterogeneous networks. These techniques depend on the characteristics of
media processing and terminal capabilities such as LCD panel size, resolution, etc., on the
heterogeneous network environment.

4.1 IP-based Personal Mobile Broadcasting Services
IP-based communications over a wide area have become more and more popular because of
the emerging wireless IP networks and services. However, multimedia transmission and
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streaming may suffer from an unreliable Internet connection and heterogeneous bandwidth
to the different receivers. The multimedia streaming service, which is aware of the network
resource, is still a critical topic for the user perceived QoS/QoE guaranteed service. For
example, if users wish to call and watch callee on the media phone, they will require
resource to support QoS/QoE. The bandwidth allocation in the distribution network will be
very different for these two users in order to ensure that both users get the same QoE. The
bit rate required for the delivery of content at a fixed quality varies. Therefore, the priority
of any individual media stream must correspondingly be allowed to vary both over time
and from one stream to another.

Also, the personal mobile broadcasting service as one of MolP services considers that the
QoE-guaranteed media contents are transferred seamlessly between heterogeneous devices
based on each user profile. The user currently has various handheld devices. It is always
possible to buy an additional new device and use more than one at the same time. In this
case, in order to maintain a high QoE-guaranteed media service for specific devices that a
user owns, all of the terminal capability information is associated with each user
subscription profile on the home subscription server (HSS) system. The HSS function is
defined as one of the subdivided functions of IP multimedia subsystem (IMS) service
network that is contained in the initial filter criteria.

There is a need to be able to coordinate the access to the supporting terminal capability and
user profile information so that they can receive their interesting context service from the
originating device to the target client device. This service involves seamlessly transferring
QoE-guaranteed video and displaying it between different devices based on user profiles. In
order to display the proper scene, HSS, application server (AS), and SSW systems are
composed to provide video streams seamlessly for the heterogeneous devices environment.
These systems consider both the terminal capability and the user profile for personal mbile
broadcasting service as shown in Fig. 4. The HSS system controls and matches all of the
profile information in terms of service providers, users and devices. Call session control
function (CSCF) can either play the role of a proxy (P)-, interrogating (I)-, or serving (S)-
CSCEF for seamless session controls.

The personal mobile broadcasting service is more suited for transferring realtime sessions. It
is basically to support capturing the session control information from the originating
terminal device and transferring them to the target terminal device. This is done by a session
control function that allows a user to have heterogeneous mobile devices. For the scenarios
to provide a personal mobile broadcasting service, the provider would first find an available
network resource for streaming (e.g., bandwidth, multicast address). Then, it would give
this information to a content providing end-user that is controlled by the HSS. This example
is shown in Fig. 4 as explicated at a football stadium. Second, the content providing end-
user sends an extracting video stream by first considering the LCD panel sizes of
heterogeneous devices. It also considers an actual broadcasting video stream with multicast
or multiple unicasts by using the information in the AS. Third, the receiving client in the
mobile environment may be able to select a specific content. This will be based on user
profile and terminal capability with logical source information provided by content search
results. In this process, service control functions may participate in session routing
information gathered by the SSW. This message contains actual content address and session
information for receiving it. Fourth, receiving client devices in the mobile environment can
request a content delivery function to join the session. Receiving client devices obtain the
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content from the content delivery function which is designed and located in the AS. The
providing functions in the HSS, SSW and AS control all of the service providers, end-users
and terminal capability, together.

The contents provider provides a video stream on many heterogeneous devices such as a
cellular phone, PDA, computer, HDTV (IPTV), etc. These devices have various LCD panel
sizes and different resolutions from small to big considering heterogeneous networks (e.g.,
WLAN, Wibro, CDMA). The viewer can feel very uncomfortable if the multimedia contents
just transfers from a widescreen sized LCD panel to a small sized LCD panel without
considering the resolution and aspect ratios. The user cannot recognize what the scene
describes on the device in the mobile service environment. Quality degradation due to
down sampling, up-sampling, en(de)coding, etc in the delivery channel can happen for
personal mobile broadcasting service.
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Figure 4. Configuration of personal mobile broadcasting service with considering terminals
capability and user profiles

The term resolution is often used as a pixel count and as the spatial dimension in a digital
imaging which is captured and displayed on device. The resolution is defined by three
cases: Low Resolution (LR), High Resolution (HR), and Super Resolution (SR). Consider the
following case: a low resolution image captured by a mobile phone has a resolution of 128 *
128 and we would like to display it on a higher resolution screen of 1024 * 768. Then, SR
processing techniques are needed so that the blurring effect can be reduced to improve user
perceived QoE. In this case, some more complicated processing techniques are required to
convert the LR image to a higher one. The aspect ratio of an image is defined as its width
divided by height. If an image is displayed on a device with an aspect ratio different from
that of an image, the modification is required, and it is still an interesting issue for frame
rate conversion (Telkap, 1995). The resolutions of commonly used displays and several
commonly used aspect ratios for various applications are shown in Table 1 (Lee et al., 2007).
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Resolution Aspect ratio
SDTV 640 * 480 4:3
HDTV 1920*1080 16:9
Computer-VGA 640*480 4:3
Cellular phone 128*128 1:1
PDA 320*200/480*320 5:4

Table 1. Frame resolution and aspect ratio comparison of heterogeneous devices

5. Quality Management for QoS/QoE Guaranteed MolP Services

The RTP protocol is used for transmitting realtime data information and the RTCP, for sending
the control information. The main function of the RTCP is to provide a detailed representation
of the voice packets exchanged during an RTP session. Its structure includes the sender report
(SR) and the receiver report (RR) transmitted periodically to all participants in the session. It
aims at providing a feedback on the quality of the transmission (e.g., delay, jitter, packet loss,
etc.), where transmitters send “sender reports” and receivers send “receiver reports” using the
RTCP-XR. While the SR includes transmission and reception information for active senders in
the session, the RR would also contain the reception information for non-active senders. The
MolIP-QM server receives the QoS-factor followed by messages procedure and reports QoS
information for the monitoring QoS-factor every 2 seconds.

5.1 RTCP-XR based Quality Monitoring and Management for MolP Services

For the management of bidirectionial quality resources, we have developed a RTCP-based
packet structure to provide an end-to-end transmission controlling method that can report
delay, jitter, and packet losses in a timely manner. Our packet structure is similar to the RTCP
extended report, which is primarily defined to provide more detailed statistics, particularly for
multicast applications. In our case, the RTCP-XR scheme is specifically designed to report
delay, jitter, and packet losses for every frame of voice signal. Also, the loss and the discard
rates are designed to be calculated for each session at the end-receiver in order to measure
realtime values. The original RTCP-XR packet type defined that can be used for speech quality
monitoring. However, it is not familiar with realtime speech quality reporting for
conversational speech through IP networks. Thus, we modified the RTCP-XR packet scheme
in order for reporting and monitoring of bidirectional quality because MoIP communication
services such as Internet phone, cellular phone, etc must be recognized as dialogical speech.
For the delay as one of the significant QoS-factor, BT-1 is formatted with both sub-block 1
and sub-block 2. SSRC_1 and SRRC_2 are for the sender and the receiver numbers which
are defined randomly. The DLRR in sub-block-1 reports one way delay between the sender
and the receiver. The DLRR in sub-block-2 reports the round trip delay which is measured
using one way delay information from DLLR in sub-block-1. Fig. 5 shows the message
format-II of BT-1 for delay monitoring. In Fig. 6, the information of the jitter and the packets
is controlled in BT-2. At first, in order to manage the jitter, we categorize it into three levels
of min_jitter, max_jitter, and mean-jitter. Those are reported as the cumulative effects of
jitter values obtained through the jitter buffer in our cases. Second, to get the realtime
communication, speech quality monitoring field of packet count information of the
RTP/RTCP is included in the report block. The Tx/Rx RTP Packets format in BT-2 is
designed for monitoring sender/receiver RTP. The Rx RTCP Packets are the RTCP-XR
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packets which are received at the MoIP-QM server, and the Tx RTCP Packets are the RTCP
XR packets which are sent from the SoftPhone to the MoIP-QM server. The final result value
of the cumulative packet loss is also included in the BT-2 scheme. The format of the BT-3
scheme is similar to the standard RTCP-XR. However, the loss and the discard rates are
computed as soon as the call session is established by using the cumulative packets which is
controlled on BT-2. The accuracy of the realtime counter for each packet is really critical
point. Specially, for time synchronization, we set our current execution time of SoftPhone by
using the NTP (National Time Protocol). That is, time of the host system is designed to be
synchronized to the national standard time. Finally, by applying the QoS-factor obtained
from speech quality measurement in UA, the MOS and MOS-CQ are defined separately
Other factors in BT-3 are added to the standard format scheme as shown in Fig. 7.
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6. Voice Quality for QoS/QoE Guaranteed MolP Services

We propose method of the realtime message report procedures and management schemes
for the quality guaranteed MolP services above. The QoS/QoE-factors control mechanism is
experimented with applying Packet Loss Concealment (PLC) algorithm under different
packet loss simulating conditions using G.711 and G.729A codecs. When packet losses occur
over IP networks, the PLC algorithms employed in speech codecs reconstruct lost speech
frames based on the previously received speech information. The PLC algorithm in G.711
Appendix I repeatedly inserts pitch period which is detected from the previous speech in
history butter which is called the pitch period replication method. The PLC algorithm
employed in G.729A estimates an excitation signal and synthesis filter parameters from last
frame which is good condition. To prove the efficiency of the proposed message procedures
and management schemes for QoS/QoE-factor control, we evaluate packet loss rate with
G.711 and G.729A codecs and then the management scheme is proved as following
improvement of results in this chapter.

6.1 Voice Quality Measurement for MolP Services

Because present IP networks are not designed to support the QoS, the quality measurement
becomes more important and urgent for more reliable higher quality multimedia services
over IP networks. We explore the impact of the individual packet loss, the delay, and the
jitter on the perceptual speech quality in MolP> systems. The MolP service quality evaluation
is carried out by firstly encoding the input speech pre-modified with given network
parameter values and then decoded to generate degraded output speech signals. In order to
obtain an end-to-end (E2E) MOS between the caller-UA and the callee-UA, we apply the
PESQ and the E-Model method. In detail, to obtain the R factors for E2E measurement over
the IP network we need to get Id, Ie, Is and Ij. Here, Ij is newly defined as in equation (1) to
represent the E2E jitter parameter.

R-factor=R0O-1Is-1d-Ij-le+ A 1)

The ITU-T Recommendation provides most of the values and methods to get parameter
values except Ie for codecs, Id and Ij. First, we obtain Ie value after the PESQ algorithm
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applied. Second, we apply the PESQ values to Ie value of R-factor. We measure the E2E Id
and Ij from our current network environment. By combining Ie, Id and Ij, the final R-factor
could be computed for the E2E QoS performance results. Finally, obtained R-factor is
reconverted to MOS by using equation (2), which is redefined by the ITU-T SG12.

R<6.5: MOS =1
T el 1

6.5<R<100: MOS =1 +
1000 6250 1000000

R )

R>100: MOS=4.5

6.2 Experimental Environment and Performance Evaluation

To model various packet loss environments, we design burst and random packet losses with
0%, 3%, 5%, and 10% loss rates, and it is considered that a packet contains 1 speech frame, 2
speech frames, or 3 speech frames.

No PLC Applied PLC
PLC PESQ R MOS | PESQ R MOS
Loss type
0% 4.2 93 44 4.2 93 4.4
Random 3% 3.5 71 3.6 3.8 78 3.9
5% 3.0 59 3.0 34 68 35
10% 2.5 48 25 3.0 58 3.0
0% 4.2 93 44 42 93 4.4
Burst 3% 3.2 64 33 3.2 65 34
5% 3.0 57 3.0 3.3 64 33
10% 2.7 50 2.6 2.8 53 2.7

Table 2. Result for realtime environment with G.711

No PLC Applied PLC
PLC
Loss type PESQ R MOS | PESQ R MOS

0% 35 72 3.7 3.5 72 3.7

Random 3% 3.2 63 34 3.3 68 35
5% 3.1 62 3.2 32 65 34

10% 2.9 57 2.9 3.0 58 3.0

0% 35 72 3.7 35 72 3.7

Burst 3% 3.2 64 33 3.3 67 35
5% 3.1 61 3.2 32 64 3.2

10% 2.9 56 2.9 3.0 57 29

Table 3. Result for realtime environment with G.729A

For the performance evaluation of PLC algorithm based on proposed management scheme,
we use the systemic evaluation method called PESQ, defined by ITU-T Recommendation
P.862 for objective assessment of quality. After comparing an original signal with a
degraded one, the output of PESQ provides a score from -0.5 to 4.5 as a MOS-like score. The
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reference speech for the real-time environment simulation is the decoded speech without
any packet loss, respectively. In the real-time environment, after getting the measured value
from PESQ evaluation method, the value is applied to the E-Model evaluation method and
then, finally, the MOS is acquired.
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Figure 8. MOS result for random losses with G.711
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We use 200 Korean dialogue speech utterances from 2 male and 2 female speakers as test
data. The duration of each utterance is about 10 seconds. The simulation result shows that
the QoS-factor transmission control mechanisms with applying PLC algorithms achieve the
distinguished result for the realtime speech quality monitoring than other MolP systems
which use the standard scheme without applying PLC algorithm during conversation
through IP-based network environment. In the following result tables, ‘fpp” refers to frame
per packet. The performance of the PLC algorithm in G.711 and G.729A is compared to that
of the no-PLC algorithm employed in G.711 and G.729A. In Table 2, the results of PLC
performance evaluation for G.711 in realtime environment are summarized by the
measurement methods of PESQ, the R-factor, and the MOS. The applied PLC achieves the
PESQ gains between 0.1 and 0.3 for packet loss. The corresponding gains for the R-factors
and the MOS scores are also achieved by these PESQ gains. High gains are achieved at
random losses with high loss rates as shown in Table 2 (in Fig. 8 and 9). In Table 3, the
results of PLC performance evaluation for G.729A in real-time environment are also
summarized by the measurement methods of PESQ, the R-factor, and the MOS. The PLC
algorithm achieves the PESQ gain of 0.1 for all types of loss. The corresponding gains for the
R-factors and the MOS scores are achieved by these PESQ gains. Finally, even though the
MOS is not highly improved for burst losses, the MOS gain of 0.1 is generally achieved as
shown in Table 3 (in Fig. 10 and 11).

6.3 Implementation of SoftPhone and MolP-QM Server

The main part of the smart SoftPhone is implemented in MFC and C# in .Net environment
for delivering and measuring of QoS/QoE-factors with various parameters transmission
control in realtime. As illustrated in Fig. 12 (a), the realtime MolP packets delivering and
measuring function on the smart SoftPhone is designed as various GUI function to manage
an end-to-end media quality over IP network. Smart SoftPhone has functionality for media
(voice/video) communication with other devices through SIP stack. The SIP stack
implement to connect between network and any user’s GUI of smart SoftPhone. We use
vocal 1.5.0 server in order for role of SSW, which is registration, establish, and release from
smart SoftPhone. The user can call session establish and release by using GUI on smart
SoftPhone which display the SIP message for sending and receiving to user. By the SIP
message, the user checks current situation in realtime between caller and callee. Also, it
measures voice quality by using objective measurement method which is called PESQ as
standard from ITU-T and has reporting function network parameters which follows by
RTCP-XR formation especially to monitoring QoS/QoE-factors. While the sessions establish
and release by phone, three different RTCP-based packet structures BTs are modeled by
realtime information such as caller ID, callee ID, delay, jitter, packet loss, packet discard,
etc., for each frame of speech signal. For speech signal measurement, our smart SoftPhone
designs to control of encoding/decoding voice packets in G.711 and G.729A as shown in
Fig. 12 (a). One important objective point with the implementation is to explore the
measured values of PESQ, R-factor and MOS with time synchronization of each session at
the end-sender and end-receiver by using NTP.

MoIP-QM server is implemented in Delphi and C# in .Net environment followed by the
structure of BT=1, BT=2, and BT=3 for monitoring of QoS/QoE-factor transmission control
in realtime. While the sessions establish and release by SoftPhone, three different RTCP-
based packet structures BTs are modeled by realtime information.
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Two main parts of MoIP-QM server, the request and response are designed based on
message procedures while call session is opened, and then jitter, delay, etc., per packet are
reported and described visually on MoIP-QM server as shown in Fig. 12 (b).
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Figure 12. Implementation of SoftPhone and MoIP-QM server
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7. Video Quality Measurement for QoS/QoE Guaranteed MolP Services

Video quality for MolIP services can be affected by variety of factors such as video coders,
transmission type, bandwidth limitation etc. We need to measure video quality in a
fundamental requirement in modern communications systems for technical, legal and
commercial reasons. Video quality measurement can be carried out using either objective or
subjective methods of video quality.

7.1 Video Quality Indicators Extraction and Measurement

MolIP service can be defined as a kind of convergence service composed of broadcasting and
telecommunication sectors. In this sense, various multimedia can be provided through IP
networks with interactivity. Since MolP services are very sensitive to the network
degradation such as packet loss, out of order, and jitter, the quality of service cannot be
guaranteed. With considering various effects both network and video levels for MolP
service, several distortions including blurring, block distortion, color error, jerkiness, edge
busyness, etc. aspects of user perceived QOoE, occur during transmitting and
encoding/decoding processes times. At the measuring points, block distortion, blurring
effects, and color error mainly happen on the video source. From the transport area, we can
assess at the points where there are areas before/after the IP network and before/after the
access network. Color error, jerkiness, edge busyness, etc., in the source is affected by packet
loss, delay, jitter, etc.

Degradation measures, which can give the numerical information of video quality, play an
important role. Most researchers have used many forms of quantitative quality metrics such
as the mean squared error (MSE) and peak-to-noise ratio (PSNR) as Full Reference (FR)
based objective video quality measure method. The most common objective criterion is the
mean square error (MSE). The MSE of original and processed image refer to (3).

MSE:Mwaimx,y)—m,y) p ®)

x=1 y=1

where f(x,y) is the original image, 7 (x,y) is the processed image, M and N are the

height and width of the images. Peak Signal-to-Noise Ratio (PSNR) is another widely used
way to measure all image quality evaluation. PSNR is a MSE derived objective quality
measure. PSNR is defined in (4) where peak signal strength is assumed as 255.

255
PSNR =10log,, —— 4
o VSE @)

However, since pixel values of original and degraded videos are used in the full-reference
model in MSE and PSNR, computational burden is very large.

Also, although MSE and PSNR metrics are simple and widely used metric results are poorly
correlated with subjective rating since they do not model the human visual system. The
example for comparing MSE and PSNR values is shown in Fig. 13. People feel
uncomfortable in spite of the same PSNR among the image.
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Jrininal ¥ deo M= HEF-12. 0 43L-12.5

Original video PSNR=1139 PSNR=11.39
Figure 13. Correlation between MSE/PSNR results and subjective rating

It is necessary to develop new objective metrics in order to reflect network based QoS-status
aware end-user perceived QoE indicators for accurate prediction and measurement in
considering correlation with subjective measurement.

Error Model Method Cause
. Comparing edge standard deviation Encoding/
Blurring RR between OS and PS Decoding
Block Estimation using edge of vertical/horizontal Encod{ng/
. . RR L - . Decoding/
distortion| direction and weight of around pixels
Network Transport
Color RR Comparing hue and saturation gnCoiliEgj
error between OS and PS ecocing

Network Transport

Edge RR Comparing edge average values
busyness between OS and PS
Freezing frame extraction using edge

difference between frames

Network Transport

Jerkiness NR Network Transport

Table 4. Video quality indicators

The current issue in the area is to measure in realtime with face value which service
providers really want the greatest accuracy. Thus, our focus is prediction and measurement
quality of the distorted video contents frames with considering user perceived QOE,
basically, and then the several additional proposed methods are useful for applying to
estimation of networked-QoS aware video-QoE indicators base on reduced-reference (RR)
for blurring, block distortion, color error, and edge busyness/no-reference (NR) for jerkiness
video measurement method. In Table 4, we briefly present the cause of errors and key of
measuring method.

In the RR model, extracted features of the original and degraded videos are used instead of
all pixel values. Perceptual video quality is computed by using these features. Finally, no-
reference models use only the degraded video sequence without using the original video
sequence. Although the NR model is very fast, accuracy for measuring degradation cannot
be guaranteed. The perceptual objective video quality models are shown in Fig. 14.



258 Advances in Human-Computer Interaction
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Figure 14. Perceptual video quality measurement model

7.2 Hybrid Objective Metrics for Video Quality Measurement
Differences in quality of video are due to loss compression/decompression as well as
transmission errors, which lead to artifacts in the received viewing contents. The amount of
artifacts and visibility of these distortions strongly depend on the video contents. There are
two types of quality to measure and to verify digital video quality which is delivered to the
end user to identify content quality degradation: objective and subjective quality. Both of
these are to develop Video Quality Metrics (VQM) which is intended to provide calculated
values that are strongly correlated with a viewers” assessment. In this research, we mention
above five indicators which include blurring, block distortion, edge busyness, color error,
and jerkiness according to the whole transmission process which can produce artifacts to
digital video QoE. We design hybrid VQM model which is defined in (5).

VOM =axE,, +bxE, ,+cxE, +dxE

color

- Ejerky +C 5

edge

We use the multiple linear regression analysis. If we suppose as ¥ =a + bx, it can be
described by the results of QoE indicators and subjective MOS as in
(xl,yl), (xz,yz),~ : -,(xn,yn) , and then to get linear coefficient a, b, the procedure is as

follows,

M=3 [y - £GP =Y [y, (a+bx)P ©

aH n (7)
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Zn:yl. = aZn:1+bZn:xl.

i=1 i=1 i=1
Zn:xl.yl. = aZn:xi +bZn:xi2
i=1 i=1 i=1

Finally, linear coefficient a, and b are as follows, and then from the equation, coefficients a,
b, ¢, d, C for the hybrid VQM is a = -17.809, b = -3.352, ¢ = 5.340, d = 32.191, C = 4.424 from
the equation (5).

ORDDIRIEIDIIIED

®)

nixiyi - (ixi)(iyi)

a : ,, b=—""— ; ©)
anl.z —(Z:xl.)2 anlz —(Z:xl.)2
i=l i=1 i=l i=1
Finally, we design the hybrid VOM model as follows,
VOM =-17.809E,,,, —3.352E,,, +5.340E,,, +32.191E,,, —E,, +4.424 (10)

7.3 Heterogeneous Networks and Terminals-Aware for MolP Services

The content providing end-user sends an extracting video stream by first considering the
LCD panel sizes of heterogeneous devices. The personal mobile broadcasting contents
provider provides a video stream on many heterogeneous handheld devices such as a
cellular phone, PDA, computer, etc. These devices have various LCD panel sizes and
different resolutions from small to big considering heterogeneous networks (e.g., WLAN,
WIMAX, (W)CDMA). The viewer can feel very uncomfortable if the multimedia contents
just transfer from a widescreen sized LCD panel to a small sized LCD panel without
considering the resolution and aspect ratios. The user cannot recognize what the scene
describes on the device in the personal mobile broadcasting service environment. Quality
degradation due to down sampling, up-sampling, en(de)coding, etc in the delivery channel
can happen for the personal mobile broadcasting service.

Table 5 shows the results packet loss rates with considering LCD panel size of
heterogeneous terminals in their bandwidth limitation when the personal mobile
broadcasting services deliver video content to their various target terminals through
heterogeneous networks which has different LCD size. We consider VGA (resolution:
649*480, 150kbps (video), 192kbps (audio)), CIF(resolution: 356*288, 75kbps (video), 192kbps
(audio)), QVGA(resolution: 320*240, 63kbps (video), 192kbps (audio)), QCIF(resolution:
178*144, 41kbps (video), 192kbps (audio)), Cellular Phone Size (resolution: 128*128, 34kbps
(video), 192kbps (audio)) with same commercial content for heterogeneous handheld
devices.
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Handover (HO) Time No HO 30.0s 60.5s 90.5s
Analysis Section 0.0s ~10.0s | 25.5s ~35.5s |55.55 ~ 65.5s| 85.55 ~ 95.55
Source HO delay | LAN(100M) | WLAN(11M) |WiMAX(5M)| WCDMA (384Kb)
0.0ms 0/1731 42/803 90/1325 271/1457
VGA 0.3ms 0/1045 103/1077 58/1513 276/792
(Computer, SDTV) )
0.7ms 0/953 89/960 108/1012 1002/1680
0.0ms 0/635 72/791 7/703 87/579
CIE 0.3 0/642 27/518 102/770 194/794
(PDA-I) 3ms / / / /
0.7ms 0/913 148/1062 49/520 94/559
0.0ms 0/667 30/601 7/945 78/569
QVGA
(PDA-TI) 0.3ms 0/518 42/720 48/457 82/711
0.7ms 0/509 35/431 57/847 159/699
0.0ms 0/538 19/398 1/431 11/500
QCIF
(Cellular 0.3ms 0/430 22/390 34/394 31/336
Phone-I)
0.7ms 0/391 54/442 36/446 43/454
0.0ms 0/343 19/338 0/327 4/386
Cellular
Phone 0.3ms 0/478 20/355 30/322 39/353
0.7ms 0/385 35/386 30/308 33/316

Table 5. HO in heterogeneous networks/terminals for the personal mobile broadcasting

service

The display of a specific target scene considering the context-aware viewer’s visual sight is
one of the important facts in providing QoE-guaranteed viewer centric mobile broadcasting
service (Kim et al, 2008). When the original contents used for a big LCD panel are
transferred to a small LCD panel, the video sequence captured for normal viewing on a
standard IPTV may have an adverse effect. The viewer trying to view the image on the
smaller display may have uncomfortable experiences. In order to provide the QoE
guaranteed service to satisfy the visual perception of the viewer, the specific context based
extracting methodology should be applied to the contents on devices with considering LCD
panel size of the targeted device, together.
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8. Conclusion

The demand on the guaranteed QoS/QoE of the flexible audio-visual content through the

heterogeneous networks and the display heterogeneous terminals will increase as much as

the MolP service has been developed rapidly in residential and business communication

markets.

e In this chapter, several related active research issues of Mobile IPTV service are
highlighted and some new research directions have been pointed out.

e  Provide critical message procedures applying RTCP-XR based packet structures BTs to
manage call session with quality factors such as jitter, delay, loss, etc.

¢ Design management module for call session and for quality reporting using SoftPhone.

e  Present QoS/QokE-factors transmission control mechanism

e Assess voice quality with a performance analysis of the PLC algorithms

e Derive video quality guaranteed technologies that enable end-to-end personal mobile
broadcasting service in a heterogeneous environment.

e  Ability to correlate the impact of networking resource, terminal capability, and user
profile at each of the media stream applications.

Finally, our proposed methods of transmission procedure and management scheme using

SoftPhone are very useful to manage QoS/QoE audio-visual quality through IP network.

Also, hybrid objective metric is very useful for user perceived QoE-aware video quality

measurement.
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Sonification System of Maps for Blind
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1. Introduction

Creating, manipulating, accessing, and sharing information such as pictures, maps, charts
and other visualisations as well as mathematical data and tables are fundamental skills
needed for life. Visualisation is commonly used within almost every scientific field. Visually
impaired people have very restricted access to information presented in these visual ways
and it is currently very hard for them to create, manipulate and communicate such
information.

For visually impaired people other information presentation ways must be found, which
would replace visual information. The solution is to transform visual information to
stimulus which could be perceived by other human sensor systems, which are functioning
normally. A touch sense is used for a long time due to Braille reading system. Nowadays
dynamic Braille displays are used for situations where more discreet communication is
required. However, Braille displays are expensive and can not be widely used.

A sense of hearing is the other choice. It seems that exploitation of hearing doesn’t require
expensive hardware because a sound system is present in all new computers. One solution
is to use a screen-reader and a voice synthesiser to access information on a computer. The
screen reader extracts textual information from the computer’s video memory and sends it
to the speech synthesiser to speak it. Such technology generally only allows access in a
linear manner (for example from the top left corner of the screen) and non-textual
information such as pictures and diagrams are not easily displayed in this manner. It is
difficult to present information where the spatial relationships between the data are
important.

The term 'sonification" comes from the Latin word “sonus” which means sound.
Sonification is the method of information transfered by non-speech audio signals. By means
of such signals a visually impaired user could explore computer screen if the sound output
is related to area over which computer cursor currently is present.

The aim of this study is to create a model of system for map sonification. The system must
use a cheap hardware, for example, usual sound system and tablet. The main component of
the system is computer software, which enables sonification of an imaginable display. The
term “map” must be understood in a wide sense -vector graphic picture divided to the
relatively large area constant colour regions.

Shortly about the structure of the paper. The related works are analysed in the second
section. The third section is devoted to the method. Firstly, non-speech sound characteristics
most suitable for sonification are analysed. After that XML based maps presentation format
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is discussed. Finally, a model of sonification is presented and its functionality is described.
The details of implementation are discussed in the fourth section. Finally, the fifth section is
devoted to the discussion about sonification and the achieved results.

2. Related works

One of the first approaches of sonification signals used in human computer interaction is
called earcons (Blattner et al., 1989). Sounds used for earcons should be constructed in such
a way that they are easy to remember, understand and recognise. It can be a digitised sound,
a sound created by a synthesiser, a single note, a motive, or even a single pitch. Rhythm can
be used within earcons to characterise the sound and makes it more memorable (Deutsch,
1980). The guidelines were provided for the creation of earcons (Brewster et al., 1995;
Lemmens, 2005). Example of their use is conveying of error messages, to provide
information and feedback to the user about computer entities. Presentation of earcons can be
accelerated by playing two earcons together (Brewster et al., 1994, McGookin & Brewster,
2004).

A method for line graph sonification invented in the mid 1980s was called SoundGraphs
(Mansur et al., 1985). Movement along the x-axis in time causes notes of different pitches to
be played, where the frequency of each note is determined by the value of the graph at that
time. It was established by experiments with fourteen subjects that after a small amount of
training, test subjects were able to identify the overall qualities of the data, such as linearity,
monotonicity, and symmetry. The flexibility, speed, cost-effectiveness, and greater measure
of independence provided for the blind or sight-impaired using SoundGraphs was
demonstrated.

In the late 1980s a system called Soundtrack was developed (Edwards, 1989). It is a word
processor for visually impaired people. The interface consists of auditory objects. An
auditory object is defined by its spatial location, a name, an action, and a tone. One
constraint applied was that objects cannot overlap. Their layout is, therefore, based on
grid arrangements. Two forms of sound are used in the interface: musical tones and
synthetic speech. Tones are used to communicate imprecise information quickly and
speech is used to give more precise information more slowly. Speech is used to
communicate die contents of documents being processed. An object's tone is sounded
when the mouse is moved to point to it and the name of the object pointed to is spoken if
the user presses the mouse button. The tones used in Soundtrack are simple square
waves of differing pitch. The pitch varies with position, increasing from left to right and
bottom to top. The edges of the screen are marked with another distinctive tone.
Auditory objects are structured into two levels. At the upper level, the user interacts with
an auditory screen comprising eight auditory windows. As the user moves the mouse
across the window boundaries, their tones are sounded and their names can be
ascertained, as previously described. To progress the interacting at the second level,
the user activates a window, by double clicking the mouse button within that window.
The same protocol applies within an activated window, so that each (sub)object has a
tone and a name that are produced. Soundtrack demonstrated that a WIMP-style auditory
interface could be designed for visually impaired users. Further improvements and
experiments investigations are described in paper (Pitt and Edwards, 1995).

A diagram reader program for the visually impaired (Kennel, 1996) (called AudioGraph)
enabled blind and visually impaired users to read diagrams with the aid of touch panel and
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an auditory output display. The experiments under the AudioGraph experimental platform
described in this paper aimed to investigate whether structured musical stimuli can be used
to communicate similar graphical information.

Invention of haptic devices leaded to design of multi-modal interfaces to access graphical
information. An example of haptic system is Pantograph (Dufresne et al., 1995). The idea of
multimodal access was realised in the research project PC-ACCESS (Martial and Garon,
1996). A similar technique was also used in the GUIB system in which graphics were
communicated using sound and text using synthesised voice or Braille (Mynatt and Weber,
1994). There are known also later attempts to combine haptic and auditory (Jansson &
Larsson, 2002).

Other approach is coding scheme based on a pixel-frequency association (Capelle et al,1998).
The sensory substitution model can now be summarized as follows. According to model of
vision, the acquired image matrix is first convolved by an edge detector filter and, second,
converted into a multiresolution image. Then, coupling between the model of vision and the
inverse model of audition is achieved by assigning a specific sinusoidal tone to each pixel of
this multiresolution image; the amplitude of each sine wave is modulated by the grey level
of the corresponding pixel. Finally, according to the inverse model of audition, the left and
right complex sounds consist of weighted summations of these sinusoidal tones.

The experimental research (Rigas & Alty, 2005) indicated that the rising pitch metaphor can
be successfully employed to communicate spatial information in user interfaces or
multimedia systems. It was found that users interpreted better short sequences of notes
(e.g., 6, 10 or 12). Longer sequences or groups of notes introduced an error in users’
interpretation. Typically, 50-60% of the whole data was within +-3: Users successfully
navigated an auditory cursor and recognised simple geometrical shapes. These results
would enable the continuation of this work by introducing more shapes and enlarging the
resolution of the 40 x 40 grid which was used as a basis for these experiments. The same
research team (Rigas & Alty, 2005) carried out experiments of use of structured musical
stimuli.

Tactile (embossed) maps were designed for this purpose. Until recently, the use of tactile
maps has been very limited, as most of the maps have been produced by hand, for example
using string and glue. Recent developments facilitated the production of cost effective maps.
For example: printers, new types of papers and new types of ink.

An experiment found out that the tactile display did not improve performance when audio
was present. The mouse appears to have some design deficiencies that means it is not useful
on its own. However, as discussed above, when combined with other modalities it can be
effective. Traditional methods of accessing diagrams use raised paper, allowing a teacher
and student to work together by providing a visual representation of the diagram to the
teacher and a tactile version to the student.

Providing accessible tactile diagrams through this method is not a trivial task. Is was noted
that a direct translation of a visual diagram to a tactile diagram is in most cases not sufficient
to provide accessible tactile diagrams. The data generated are static, and can be slow and
expensive and error prone to alter and recreate. Further to this, for situations where the
teacher and student are not collocated, this shared access to the workspace is not available
through this method. For these reasons, there have been work examining computer-based
technologies as an alternative to the raised paper.
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In the TeDUB project (Technical Drawings Understanding for the Blind) (Horstmann et al,
2004) the system was developed, which aim is providing blind computer users with an
accessible representation of technical diagrams. The TeDUB system consists of two separate
parts: one for the semi-automatic analysis of images containing diagrams from a number of
formally defined domains and one for the representation of previously analysed material to
blind people. The joystick was used for navigation through drawings.

In the recent work (Zhao et al, 2008) sonification was used to convey data (plots)
information to visually impaired user.

3. Method

3.1 Sounds

Humans can perceive a wide range of frequencies. The maximum range we can hear is from
20Hz to 20kHz. This decreases with age so that at 70 a listener might only hear a maximum
of 10kHz.

Perception of sounds is characterised by three basic features: pitch, timbre, and loudness.
They are subjective attributes that cannot be expressed in physical units or measured by
physical means.

Pitch is the perceived frequency of a sound. In the case of a pure tone, its primary objective
correlate is the physical attribute frequency, but the tone's intensity, duration, and temporal
envelope also have a well established influence on its pitch (Houtsma, 1995). If a tone is
complex and contains many sinusoids with different frequencies, which is usually the case
with natural sounds, we also may hear a single pitch.

Our auditory memory seems to be particularly good at storing and retrieving pitch
relationships, given that most people can easily recognize tones or melodies and sing them
more or less correctly. This ability to recognize and reproduce frequency ratios is often
referred to as perfect relative pitch. Some people possess the ability to identify the pitch of
sounds on an absolute. This relatively rare ability is referred to as perfect absolute pitch.
Loudness may be defined as that attribute of auditory sensation that corresponds most
closely to the physical measure of sound intensity, although, this definition is not accurate in
all circumstances. Loudness is often regarded as a global attribute of a sound, so that we
usually talk about the overall loudness of a sound rather than describe separately the
loudness in individual frequency regions. Sounds of between 1kHz and 5kHz sound louder
at the same intensity level than those outside that frequency range. Humans can perceive a
very wide range of intensities.

The traditional definition for timbre used in ANSI standard is by exclusion. It is the quality
of a sound by which a listener can tell that two sounds of the same loudness and pitch are
dissimilar. This definition does not tell us what timbre is. The sense of timbre comes from
the properties of the vibration pattern. Timbre is the attribute of auditory sensation in terms
of which a listener can judge two sounds with the same loudness and pitch to be dissimilar.
It is what makes a violin sound different to a piano even if both are playing the same pitch
at the same loudness. Even though its structure is not well understood it is one of the most
important attributes of sound that an interface designer can use.

The analysis indicates that non-trained people better rely on relative changes of sound than
on absolute values.
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3.2 Format of maps

Nowadays vector graphics format is widely used to store digitized maps. Often rich
interactive maps are published in web using SVG file format (W3C, 2003). SVG is an XML
markup language for describing two-dimensional vector graphics. It is an open standard
created by the World Wide Web Consortium. The available fill and stroke options, symbols
and markers enable higher quality map graphics.

As a XML based language, SVG supports foreign namespaces. It is possible to define new
elements or add new attributes. Elements and attributes in a foreign namespace have a
prefix and a colon before the element or attribute name. Elements and attributes in foreign
namespaces that the SVG viewer does not know, are ignored. However, they can be read
and written by script. Foreign namespaces are used to introduce new elements (e.g. GUI
elements, scalebars) and for the attachment of non-graphical attributes to SVG graphic
elements (W3C, 2003).

Most suitable software for browsing interactive SVG maps some years ago was plugin
Adobe SVG Viewer, available for all major platforms and browsers (Linux, MacOSX, Solaris,
Windows) which earlier could be downloaded free from the Adobe SVG homepage. Exist
and commercial products as MapViewSVG from ESRI (ESRI, 2008).

<path id="Finland”
fill="rgb(128,255,128)" M140 76C139.82
70.67 133.284 62.11 127 63.46C119.30 65.11
117.69 71.50 109.00 66.48C98.81 60.59
100.58 49.34 93.58 41.11C86.38 32.65 83.01
40.97 83 48L77 461.96 75C105.89 76.76
118.67 89.71 120.09 100C121.01 106.62
117.20 113.69 116 1201123 127 .... C143.73
65.90 144.3272.16 140 76 2" />

Figure 1. Map with contour of Finland and example of contour description

Mapping represents a perfect application of SVG because maps are, by nature, vector
layered representations of the earth. The SVG grammar allows the same layering concepts
that are so crucial to Geographic Information Systems (GIS). Since maps are graphics that
depict our environment, there is a great need for maps to be informative and interactive.
SVG provides this interaction with very high quality output capability, directly on the web.
Because of the complexity of geographic data (projection, coordinate systems, complex
objects, etc.), the current SVG specification (W3C, 2003) does not contain all the
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particularities of a GIS particularities. However, the current specification is sufficient to help
the mapping community produce open source interactive maps in SVG format. Figure 1 is a
example of represent map of Finland using SVG format.

The hierarchical structure of file for storing map is shown in Figure 2 (Daunys & Lauruska,
2006). There are shown only main elements. All map has text field with information about
the map. This is information for presentation to user by speech synthesis. Other elements of
the first level represent regions of maps. Actually, region is graphical tag of SVG, which
describes contour of region. This tag has attributes related to sound, text and similar. Sound
attribute allows to indicate sound file, which is played when cursor is over region. Text
attribute is devoted to information about selected region.

Map
. 1
| | | | |
Text Regionl Region2 Region3
External Sound Text Reference to
contour other
information

Figure 2. The hierarchical structure for maps information storage in XML format file

3.3 System model

First we consider the system hardware. Computer mouse is optional graphic-input device.
The device use relative motion, so when the user hits the edge he or she needs merely to
pick up the mouse and drop it back. It is convenient during usual work with computer
applications, but maps exploration system is one of exceptions. In our application we need
devices which give absolute coordinates. There are two choices: tablet and touchscreen. For
graphical input on desktop or laptop computer we selected digitiser (tablet) as cheaper and
more accurate device. PC computer have sound system and installed Microsoft Windows
XP (Service Pack2) operation system.

Created sonification software without executable file has resources (collections of WAV and
XML format files) and configuration file.

Software must implement these actions:

¢ loading default system configuration;

e selection of XML file;

e parsing of XML file;

¢ handling of mouse move events or menu options.

Moving of pen on tablet invokes mouse movement event in computer OS. Mouse events
must initiate the generation of non speech sound. Mouse coordinates are defined and by
them it is determined, over which region the mouse is present. If the mouse is on the same
region as previously, now changes are done to played wav file. If the mouse goes to the new
region, correspondingly, the old sound file is stopped and new file is started to play.
Additionally, the distance of cursor point to the region boundary is measured to give alert
signal if cursor is approaching the boundary of region.
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The algorithm for determination of distance is next. The initial direction angle and the step
for angle increase are selected. By default angle is equal to 0 degrees and step is equal to 5
degrees. We go from cursor point by the given angle while we reach boundary. Boundary is
reached when pixel colour changes. Then we calculate Euclidean distance from cursor point
to point on the boundary. The obtained value is stored in the array. Next direction is
selected by adding angle step to current direction angle. And again point on boundary and
distances is found (Figure 3 (a)). From the array of distances, which is plotted in Figure 3 (b),
minimal distance is defined.
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Figure 3. Determination of minimal distance from cursor point to boundary of region: a)
points on boundary detection in all directions, b) plot of distances between cursor point and
boundary points

If minimal distance is lower than threshold then alerting signal is issued. The volume of
sound is increased when distance decreases.

4. Implementation

In this section we will discuss implementation issues of the sonification system. For coding
we selected C# language. We used the free Microsoft Visual C# 2008 Express Edition. The
Windows application is based on System.Windows.Forms assembly.

The developed software must be very stable because it will be impossible for a disabled to
solve a software crash and respond to unpredicted dialog boxes. Best guarantee for stability
should be found in widely used technologies. In recent years the .NET Framework by
Microsoft has brought the ability to write much more robust and secure code on the
Windows platform. Furthermore, .NET Framework is not operating system specific; there
exist some projects where .NET Framework is implemented in other OS. For example, one of
the projects is Mono leaded by Novel.

One of the advantages of .NET Framework is its automatic memory cleaning, so called
garbage collection. It is carried out when managed code is used. One of the simplest ways
for managed code programming is the use of C# language.

.NET Framework promises good options for interoperability. It is easy to combine code
written in different .NET languages because all code is first translated into CIL (Common
Intermediate Language). CTS (Common Type System) also exists and ensures compatibility
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of parameter types in functions calls. It is simpler to invoke methods on COM objects. There
are also some choices for cross-machine communication between managed modules.

The parsing of SVG document was implemented using XLINQ library functions, other
called as LINQ to XML library. The abbrevation LINQ stands for NET Language-Integrated
Query. LINQ defines a set of general purpose standard query operators that allow traversal,
filter, and projection operations to be expressed in any .NET-based programming language.
The standard query operators allow queries to be applied to any IEnumerable<T>-based
information source. XLINQ provides both DOM and XQuery/XPath like functionality in a
consistent programming experience across the different LINQ-enabled data access
technologies.

We used object-oriented programming technology. XLINQ allows parse data from XML file
directly to classes of graphical objects.

Graphical rendering was implemented with Windows GDI+ functions. PictureBox control
allows draw stable pictures. Included bitmap in it allows organise navigation plane.

For speech synthesis we used Speech library from NET. Framework version 3.0. It allows
not only synthesize English speech but also some effects as emphasis of words or speech
rate changes by 5 levels.

Only one software component was used outside .NET Framework. It was DirectSound
library from Microsoft DirectX version 9c. Attractive features of DirectSound are advanced
sound playing control: some files in the same time with independent parameters control.

5. Discussion

The differences of visual and auditory systems are pointed by Brewster (Brewster, 2002).
Our visual system gives us detailed information about a small area of focus whereas our
auditory system provides general information from all around, alerting us to things outside.
Visual system has a good spatial resolution, while auditory system has preference in time
resolution. So it is impossible to convey the same information by these two information
channels.

In the sonification report (Kramer & Walker, 1999) it is stated that progress in sonification
will require specific research directed at developing predictive design principles. There is
also indicated about the need of research by interdisciplinary teams with funding that is
intended to advance the field of sonification directly, rather than relying on progress
through a related but peripheral agenda.

Analysis shows that there many different sonification efforts including solutions for visually
impaired but they are more as project results and are not widely available.

The described sonification system can be easily implemented and easily integrated to bigger
projects. The improvements mostly can concern selection of sounds.

6. Conclusions

XML format files were successfully used for preparing information for sonification. The
developed model of sonification was successfully implemented using free software
development tools: Microsoft Visual C# 2008 Express Edition and Microsoft DirectSound
library.
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1. Introduction

The aim of this chapter is to describe the development of an undergraduate Human

Computer Interaction (HCI) course that is taught from a multidisciplinary perspective to a

multidisciplinary audience using themes from the various disciplines that are encompassed

within HCI. Consequently, the goals of this chapter are to:

e Describe HCI

e Introduce HCI as a multidisciplinary field

e  Expound on the various disciplines encompassed within HCI

e Describe the development of an undergraduate course from a multidisciplinary
prospective

e Suggestideas for future work

2. What is HCI?

2.1 Overview

Technology is a mainstay in today’s society. Whether at home, school, or in the workplace,
people use technological systems. Consequently, the average user is now less likely to
understand the systems of today as compared to the users of 30 years ago. Therefore, the
designers and developers of these systems must ensure that the systems are designed with
the three “use” words in mind so that the product is successful. Hence, the system must be
useful, usable, and used (Dix, et al., 2004). The last of the “use” terms has not been a major
factor until recently, thereby making the discipline of human-computer interaction
increasingly more important.

Human-computer interaction has been described in various ways. Some definitions suggest
that it is concerned with how people use computers so that they can meet users’ needs,
while other researchers define HCI as a field that is concerned with researching and
designing computer-based systems for people (Benyon, et al., 1998; Sharp, et al., 2007). Still
other researchers define HCI as a discipline that involves the design, implementation and
evaluation of interactive computing systems for human use and with the study of major
phenomena surrounding them (Preece, et al., 1994). However, no matter what definition is
chosen to define HCI, the concept that all these definitions have in common is the idea of the
technological system interacting with users in a seamless manner to meet users’ needs.
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2.2 The human user

The human user may be an individual or a group of users who employ the computer to
accomplish a task. The human user may be a novice, intermediate, or expert who uses the
technological system. Further, the human user may be a child using the system to complete
a homework assignment or an adult performing a task at work. Additionally, the human
user may be a person who has a physical or cognitive limitation which impacts his/her use
with the computer-based system. No matter who the human user is, the goal when
interacting with a computer system is to have a seamless interaction which accomplishes the
task.

2.3 The computer system

According to the Random House Unabridged Dictionary, a computer is defined as an electronic
device designed to accept data, perform prescribed mathematical and logical operations at
high speed, and display the results of these operations (2006). However, as computers
become more complex, users expect more than just a display of the results of their
operations. The term computer system is used to represent technology and technological
systems. Consequently, technology or technological systems encompass many different
aspects of computing. Users now require their systems to be able to provide answers to
questions, to store various forms of information such as music, pictures, and videos, to
create a virtual experience that physically may be unattainable, and to understand verbal,
visual, audio, and tactile feedback, all with the click of a button. As the human user
becomes to depend on these technological systems more, the interaction between the user
and the system becomes more complex.

2.4 The interaction

Interaction is the communication between the user and the computer system. For computer
systems to continue their wide spread popularity and to be used effectively, the computer
system must be well designed. According to Sharp, Rogers, and Preece, a central concern of
interaction design is to develop an interactive system that is usable (2007). More
specifically, the computer system must be easy to use, easy to learn, thereby creating a user
experience that is pleasing to the user. Consequently, when exploring the definition of
interaction, four major components are present which include:

¢  The end user

e  The person who has to perform a particular task

e  The context in which the interaction takes place

e The technological systems that is being used

Each of these components has its own qualities and should be considered in the interaction
between the computer system and the user. In his bestselling book, The Design of Everyday
Things, Donald Norman writes about these components and how each must interact with
the other, suggesting that the common design principles of visibility and affordance help to
improve interaction (2002). The principle of visibility emphasizes the idea that the features
of the system in which the user interacts should be clearly visible and accessible to human
sense organs, which improves the interaction between the action and the actual operation
(Norman, 2002). The principle of affordance as suggested by Jef Raskin, should
accommodate visibility such that the method of interacting with the system should be
apparent, just by looking at it (2000).
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Therefore, in order to create an effective user experience, a designer of an interactive computer
system must understand the user for which the system is being created, the technological
system that is being developed and the interaction that will take place between the user and
the computer system. An ideal designer of these systems would have expertise in a wide
variety of topics which include but are not limited to psychology, sociology, ergonomics,
computer science and engineering, business, art and graphic design, and technical writing.
However, it is impractical to assert that any one designer should have expertise in all these
areas. Furthermore, when the concepts of HCI are introduced to students who eventually
become designers of these systems, the course is typically taught in a computer science
department, by a computer science professor, to computer science majors.

3. HCI as a Multidisciplinary Field

3.1 The discipline of HCI

HCI is a field that brings many disciplines together and is regarded as a highly multi-
disciplinary field. There are several main disciplines that are encompassed within HCI.
Figure 1 provides a graphical representation of the many academic fields that are often
included in HCI. This section will briefly introduce the disciplines and suggest why each is an
important area of HCI and is therefore, relevant for inclusion in an undergraduate HCI course.

Figure 1. The Disciplines of HCI

3.2 Art and Graphic Design

In order to design products that are useful, usable, and used, the disciplines of art and graphic
design are essential. While psychologists bring to the field of HCI the understanding of how
humans act and react to technology, and computer scientists and engineers design and
develop the computer systems, and the area of human factors enhances knowledge about the
physical environment in which the system will be used and the social sciences help obtain
accurate descriptions about the user, without the areas of art and graphic design, most systems
would not be used. Artists and graphic designers put a “face” on the system and thereby with
a good design and use of color, artists and graphic designers help to make the interaction
between the user and the system enjoyable and seamless. Graphic designers often use
typography, visual arts and rules for page layouts to assist with the design of an interface for a
system. Meanwhile, the discipline of art brings to HCI a creative process by which interaction
takes place between the user and the computer system. Artists help to bridge the gap between
designing the system for the user and making the system usable by the user.
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3.3 Business

The business field is wide. Various areas of business include business administration,
accounting, economics, finance, management, and sales and marketing. At the core of each
of these areas lies a knowledge base that HCI uses to its benefit. Whether it includes how to
sale and market a computer system that capitalizes on user sensory interaction with a
system, or if it includes e-commerce management, all the areas of business contribute to the
HCI discipline. While all cannot be covered in an undergraduate course in HCI, it is
important for students to understand the role that business plays within the discipline.

3.4 Engineering

ABET, Inc., the recognized accrediting agency for college and university programs in
applied science, computing, engineering, and technology, has defined engineering as “[T]he
creative application of scientific principles to design or develop structures, machines,
apparatus, or manufacturing processes, or works utilizing them singly or in combination; or
to construct or operate the same with full cognizance of their design; or to forecast their
behavior under specific operating conditions; all as respects an intended function,
economics of operation and safety to life and property.” Engineering plays a very specific
role in HCI ensuring that systems are designed and developed according to specifications.

3.5 Ergonomics and Human Factors

The term ergonomics originally coined in Europe or its United States counterpart, human
factors, is traditionally the study of the physical characteristics of interaction (Dix, et al.,
2004). More specially the discipline is concerned with how the controls are designed, the
physical qualities of the screen, and the physical environment in which the interaction
between the user and the system takes place. The goal of human factors is to optimize
human well-being and overall system performance.

The discipline of human factors is important to the field of HCI as it focuses on the user’s
capabilities and limitations. For example, the arrangement of controls and how information
is displayed, the physical environment of the user such as whether the user will be sitting or
standing, using the system in a lighted room of artificial or natural light, and how color will
be used, are some of the many human factors studied which contribute to the field of HCI.
Consequently, students must understand how human factors impact system performance.

3.6 Technical Writing

Technical writing is concerned with the presentation of information that helps a reader solve
a specific problem. Technical writing has been called a form of technical communication
that is frequently used to demystify technical terms and language.  Technical
communicators write and design many kinds of professional documents which include but
are not limited to manuals, lab reports, web pages and proposals. Often students have been
exposed to writing and creating documents during their undergraduate career, but many
have not written documents that explain technical concepts. Technical writing contributes to
the field of HCI as it provides a form of communication that helps to enhance the interaction
between the user and the computer system.

3.7 Computer Science
Computer science is a discipline that is concerned with the study and the science of theories
and methods that underlie technological systems. Computer science can also be thought of
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as the study of computer hardware, and the study, design and implementation of computer
software. HCI for many years has been thought to be a sub-discipline of computer science.
However, as computer systems become more complex, requiring a heightened level of
interaction between the user and the computer system, HCI encompasses the field of
computer science as it does many other disciplines.

Computer system design includes a variety of activities that range from hardware design to
interface design. Consequently, careful interface design plays an essential role in the overall
design of interaction between the user and the computer system. The themes from computer
science’s software design are therefore, very prominent in the user interface design of HCL

3.8 Social Sciences

Although, HCI has often been linked with the “hard sciences” of computer science and
engineering, it is the “soft sciences” of sociology and anthropology that bring to the
forefront of the discipline the impact and influence that technology has on its users. A major
concern of the social sciences is to understand the interaction between the computer system
and the user both during and after the event. Therefore, the reasons for including the social
sciences in HCI are to obtain a more accurate description of the interaction between users,
their tasks, the technological systems that they use and the environment in which they use
the systems (Preece et al., 1994).

3.9 Information Systems

Information systems sometimes called management information systems, is considered to play
a major role in HCIL. Information systems, is an applied discipline that studies the processes of
the creation, operation, and social contexts and consequences of systems that manipulate
information. It also includes the analysis, development, and management of systems.

The area of information systems has two distinguishing features that place information
systems within the context of HCI: (1) business application and (2) management orientations
(Zhang, 2004). Consequently, information systems works well as one of the many disciplines
of HCI because it is concerned with the study in which humans interact with information,
technologies, and tasks in business, organizational, and cultural environments. Simply put
the discipline of information systems helps HCI to go beyond the theoretical concepts of
computer science to a more applied approach while taking into account issues related to
social and organizational constructs.

3.10 Math and Statistics

Evaluation is concerned with gathering information about the usability of a system in order
to improve system performance (Benyon et at, 1993). Without evaluation, user
requirements may not be met or system performance may be low, all leading to an
unpleasant user experience. However, in order to evaluate a system, data concerning the
user’s interaction with the system and the user’s attitudes towards the system must be
collected and analyzed. Consequently math, primarily statistics, plays an important role in
the evaluation of a system and the user.

Statistical testing helps to present the results of evaluation in a useful and meaningful
manner. Consequently, if researchers are observing the behavior between the user and the
computer repeatedly, comparing one group of users to another group of users, studying one
group of users comprised of individuals differing from one another, or simply presenting
background information on a group of users, statistics is needed.
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3.11 Cognitive Psychology

In order to design a product for the user, it is important to know the user’s capabilities and
limitations. The discipline of cognitive psychology provides knowledge of the user’s
perceptual, cognitive and problem-solving skills. Cognitive psychology is needed in order
to understand the manner in which humans act and react. More importantly, cognitive
psychology is used to understand how users will interact with technological systems and
devices.

Of particular interest to HCI is the human information processing system which is akin to
the computer information processing system. The human information processing system,
according to various researchers consists of three subsystems which include: the perceptual
system, which handles sensory information; the motor system, which controls actions; and,
the cognitive system which provides the processing needed to connect the sensory
information with the motor system (Card, et al., 1983). The computer information system
includes: input devices which accepts information by apparatuses such as a keyboard or
mouse; output devices which include peripheral devices; and, the central processing unit
which combines the arithmetic and logic unit with the control unit to transform user input
to output. Figure 2 shows the correlation between the human information processing
system and the computer information processing system.

The Human The Computer

Input/Output
Channels

Central

Cognitive Processing

Processing Unit

Computer
Memory

Figure 2. Information Processing

4. The HCI Curriculum

In 1988, the ACM Special Interest Group in Computer-Human Interaction organized and
created a Curriculum Development Group (CDG) whose specific task was to produce a set
of recommendations for education in HCI. The CDG acknowledged the multidisciplinary
nature of the field, but also stated that the HCI undergraduate curriculum should be
embedded within an existing disciplinary curriculum, namely computing programs (ACM
1991). Computing programs were chosen because the CDG felt that the computing
disciplines “are a natural place to start” since the programs cover a broad spectrum in
computing (ACM, 1991). Consequently, a review of many undergraduate programs found
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that HCI was typically taught in computer science departments with a heavy focus on user
interface design. Yet the CDG acknowledged that “ideally” an HCI specialist would be
generally comfortable in handling technological issues, the needs of individuals, and
handling the concerns of their organizations and workgroups (ACM, 1991). Therefore, to
prepare students with the skills needed to handle the human component of the HCI
discipline, similar courses were found in Psychology Departments with a heavy emphasis
on human factors, cognitive science and problem-solving principles.

With this premise in mind, the idea of the newly developed course in HCI was to draw a
cross section of students from the various disciplines on campus to provide them with the
basic knowledge of HCI principles taught from a multidisciplinary perspective. It was the
intent of the newly developed course to bridge the gap between the courses and to offer a
multidisciplinary learning experience to an undergraduate multidisciplinary audience.

The next section describes the development of an undergraduate human computer
interaction course that was developed and taught from a multidisciplinary perspective to a
multidisciplinary audience using themes from the various disciplines that are encompassed
within HCL

5. A New Approach

Prior to spring semester 2005, a HCI course had not been offered. Students received some
instruction in HCI principles in several of the upper-level division computer programming
courses that they took or in the senior level software engineering course required for all
computer science majors. However, the only students enrolled in these courses were
computer science students. Consequently, the new course had to be structured so that
students who were majoring in other disciplines could take the course and not feel
intimidated by the computer programming requirements sometimes associated with the
computer science major and upper level division computer science courses. Furthermore,
since the new course was designed to cater to a multidisciplinary audience, the focus of the
course could not merely be on user interface design but also would include discussion on
the human user, the interaction between the user and the computer system, and on the
evaluation of computer systems. The new approach to the course focuses on developing a
course that encompasses the themes central to HCL

To further incorporate the concepts of a multidisciplinary learning experience, a different
teaching approach was incorporated. The next section introduces various teaching methods
and explains why the facilitator teaching style using peer teaching was ultimately chosen
and employed as the teaching style for the HCI course.

5.1 Teaching style

Education literature states there are four styles of teaching (Grasha, 1994). To ascertain the
most appropriate teaching strategy for the development of a new HCI course, the four
teaching styles, formal authority, demonstrator/personal model, facilitator, and delegator
were assessed. A brief description of each is presented in the next sections.

5.1.1 Formal authority
The formal authority teaching style is an instructor-centered approach where the instructor
is responsible for providing and controlling the flow of the content and the student is
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expected to receive the content. The advantage of this method is that the instructor provides
the instruction, knowledge and skills, and therefore the material is thoroughly conveyed.
The disadvantages of this method are that a heavy display of knowledge can be intimidating
to less experienced students and students do not build relationships with their peers
because team work and collaboration are not fostered.

5.1.2 Demonstrator

The demonstrator/personal model approach is also an instructor-centered approach where
the instructor demonstrates the skills that students are expected to learn. This approach
encourages student participation and instructors adapt their presentation to include various
learning styles. The advantage of the demonstrator/personal model method includes an
emphasis on direct observation. However, the disadvantages to this approach conclude that
some instructors may be too rigid and therefore discourage a personalized approach by
students and if they cannot complete the task as effectively as the teacher, some students
may become discouraged and frustrated.

5.1.3 Facilitator

The facilitator method is a student-centered approach. The instructor acts as a facilitator and
the responsibility is placed on the student to achieve results for various tasks. This type of
teaching style fosters independent learning as well as collaborative learning. The instructor
typically designs group activities which necessitate active learning, student-to-student
collaboration and problem-solving. The learning situations and activities require student
processing and application of course content in creative and original ways. This type of
teaching approach provides options or alternatives for students and encourages higher-level
thinking skills. The limitation to this approach is that it is time-consuming to prepare
materials and the instructor and materials must be flexible.

5.1.4 Delegator

The delegator teaching style is a student-centered approach where the instructor delegates
and places the control and the responsibility for learning on the students and/or groups of
students. The delegator method often gives students a choice in designing and
implementing their own complex learning projects while the instructor acts in a consultative
role. The advantages to this approach include high levels of collaboration and active
learning. However, the limitations to this approach conclude that much of the control and
responsibility for learning is placed on individuals or groups of students, which may not be
the best environment for some students.

The facilitator teaching style was chosen because it is a student-centered approach which
shifts the focus of activity from the teacher to the learners. This method includes active
learning, collaborative learning and inductive teaching and learning (Felder, 1996). The
facilitator teaching style has been stated to work best for students who are comfortable with
independent learning and who can actively participate and collaborate with other students
(Grasha, 1994). In particular, this approach was chosen because in education literature, the
method has been shown to increase students” motivation to learn, to lead to a greater
retention of knowledge, and to positively impact attitudes toward the subject material being
taught (Bonwell, 1991; Johnson & Johnson, 1994; Meyer & Jones 1993). Additionally, the
method places a strong emphasis on collaborative learning.
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5.2 Collaborative learning

Students learn best when they are actively involved and engaged in the learning process. In
educational environments, study groups are often formed to gain better insight on course
topics through collaborative efforts. Collaborative learning is defined as the grouping
and/or pairing of students for the purpose of achieving an academic goal (Gokhale, 1995).
Davis reported that regardless of the subject matter, students working in small groups tend
to learn more of what is taught and retain it longer, than when the same content is presented
in other more traditional instructional formats (1993).

Supporters of collaborative learning suggest that the active exchange of ideas within small
groups not only increases interest among group participants, but also helps to improve
critical thinking skills. The shared learning environment allows students to engage in
discussion, take responsibility for their own learning, hence becoming critical thinkers
(Gokhale, 1995) Students are responsible for their own learning as well as the learning of
others. Research has shown that collaborative learning encourages the use of high-level
cognitive strategies, critical thinking, and positive attitudes toward learning (Wang & Lin,
2006). Further, Johnson and Johnson suggest that collaborative learning has a positive
influence on student academic performance (1994).

5.3 Peer teaching

Collaborative learning takes on a variety of forms, one of which is peer teaching. Peer teaching
is one of the oldest forms of collaborative learning in American education with its roots in the
one-room schoolhouse educational setting. Peer teaching is defined as students learning from
and with each other in ways which are mutually beneficial and involve sharing knowledge,
ideas and experience between participants (Rubin & Herbert, 1998). Plimmer and Amor
reported in their evaluation of student responses in an HCI course that fostered peer teaching,
that there was a substantial sharing of knowledge and that students found this exchange
useful (2006). The study further found that the sharing of existing knowledge with peers
enriched the learning experience and contributed to an appreciation of the multiple disciplines
encompassed within HCIL. Similarly, in a study conducted by Rubin and Herbert found that
the benefits to the peer teacher included a sense of empowerment, an increased sense of
mastery and self-efficacy (1998). It has been further suggested that the peer being taught
learned more, than from traditional, teacher-centered approaches.

6. Course Development

6.1 Course description

The description of the course, CSCI 499G - Human Computer Interface, is to provide students
with an introduction to human computer interaction and to also expose them to current
research topics within the field.

The prerequisites for the course are at least junior standing (a completion of at least sixty
credit hours) with a minimum of two computer science courses, one of which had to be a
programming course. The prerequisites were chosen to ensure that students had some
programming experience and that they had completed many of the general university
requirements some of which included courses in the social sciences and humanities where
some of these concepts would be used in the HCI course.
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6.2 Learning outcomes

Learning outcomes are extremely important when developing a course.
outcomes describe the specific knowledge and skills that students are expected to acquire.
The learning outcomes for CSCI 499G included the following, and at the end of the course a

student should be able to:

¢  C(Clearly state what the multidisciplinary nature of human computer interaction is and

its origin.

e Identify the different areas of study within and current research topics related to the

HCI discipline.

e  Identify the basic psychological and physiological attributes of computer users.
¢ Describe and identify the components and devices of computer systems.

e  Describe the fundamentals of the HCI design process.

To meet the objectives of the course outcomes, the content of the course included:

e Introduction to HCI

¢  The Human Component of HCI

e  The Computer Component
¢ Interaction Basics

¢ The Design Process

e  Evaluative Techniques

e  Current Topics in HCI

Table 1 is an outline of the topics covered during the sixteen week semester (Lester, 2007).

WEEK TOPIC

1 Introduction

2 Historical Perspective of HCI

3 Chapter 1 - The Human

4 Chapter 1 - The Human

5 Chapter 2 - The Computer

6 Chapter 2 - The Computer

7 Chapter 3 - The Interaction

8 Chapter 3 - The Interaction

Midterm Examination
9 SPRING BREAK
NO CLASS

10 Chapter 5 - Interaction design basics
11 Chapter 7 - Design rules
12 Chapter 9 - Evaluation techniques
13 Chapter 9 - Evaluation techniques
14 Chapter 10 - Universal design
15 Chapter 10 - Universal design
16 Putting it all together
17 Final Examination

Table 1. Weekly course schedule

Students were assessed through homework, three class projects, and a paper in special

topics. Additionally, two exams were administered.

The learning
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The next section presents how homework and class projects were designed and used to
introduce to students the multidisciplinary nature of HCIL.

7. Student Assessment

7.1 Homework

The homework assigned was not the typical homework of answering questions taken from
class readings or from the questions at the end of each chapter of the required course
textbook. Instead, homework was taken from human engineering exercises (Bailey, 1996).
These exercises required students to solicit random volunteers, ask the volunteers to
perform specific tasks, and then to submit a report. The report was to be type-written and
no more than two pages in length. The report contained the following sections:

e  Purpose of the study

¢ Method used

e Results

e  Discussion of results

¢  Concluding thoughts

Often, computer science and engineering students receive no formal instruction on how to
conduct a study using human participants or how to write and submit a scientific report. By
choosing this homework method, the concepts within the social sciences, technical writing,
and human factors disciplines were reinforced.

7.2 Class projects

There were three class projects assigned during the course of the sixteen week semester.
The projects were designed such that each incorporated some aspect from the many
disciplines encompassed within HCI. Each project was named after a popular American
television show to encourage active student involvement and to create an environment
where real-world applications could be used. Students used collaborative learning and peer
teaching to complete the projects.

7.2.1 Project |

Project I was named Extreme Makeover. The television show features a home that is in
desperate need of repair and renovation. The class project required students to redesign the
interface of a display device. The students were asked to create a physical prototype of the
device. Specific instructions for the creation of the prototype included that the device could
not be any larger than one 82 X 11" sheet of paper and no smaller than the size of regular-
sized PDA. The device could not weigh more than one (1) pound. Additionally, the device
should use text entry or a positioning, pointing, or drawing device.

Additionally, in creating a physical device, students were also required to produce a
technical document. The document included the following: a statement of the problem and
introduction to the device; an outline of the specifications for the device; an explanation of
how the device was to be used; a statement about the skills that the user of the device must
possess, if any (is training necessary?); a statement concerning the sensory channels needed
to operate the device; as well as the advantages and limitations of the design.

The project encouraged students to be creative and focused on the principles found in the
disciplines of art and graphic design, cognitive psychology, ergonomics and human factors,
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and technical writing. Students were assessed on the written report as well as the creativity
and presumed usability of physical prototype.

7.2.2 Project Il

Project II was named Design on a Dime. The television show features homeowners who
would like to redesign one room of their home, using limited financial resources. The class
project required students to design and develop a user interface for a clothing store that
needed to track inventory. Students were only asked to create the interfaces which allowed
employees to input a product number and determine if the merchandise existed and how
much of the merchandise was in stock; hence, the concept of design using limited resources
was utilized. Additionally, students were asked to create a persona that described the core
user group, a scenario that described an example of how the ordering tool would be used
and a network diagram that illustrated the main screens or states of the ordering tool.

Also, as in Project I, students were asked to submit a technical report. The report included a
statement of the problem and an introduction to the ordering tool, the description of the
ordering tool, the persona, the scenario, the network diagram, an illustration or figure of the
first screen for the ordering tool and also the advantages and limitations of the design.

For Project II, the main focus was on the concepts found in the information systems,
computer science, engineering and the business disciplines. Computer programming was
required for this project. However, the focus was not to design and develop a program, but
to concentrate on the interface that the employees would use and the business concepts
required for this type of development. Technical writing was also a focus in this project.
Students were assessed on the screen design and layout, and also on usability including
learnability, flexibility, and robustness. Students were also assessed on the written report.

7.2.3 Project Il

Project III was called America’s Next Top Model. The television show focuses on the search
for the next super runway model. The objective of Project III was to use the experimental
evaluation technique discussed in class to conduct an evaluation. More specifically, the
class project required students to solicit random participants (no fewer than six and no more
than ten) who evaluated two interfaces of various web search engines. Students were asked
to develop two testable hypotheses, to use descriptive statistics to make inferences about the
population and to also display results from statistical tests. While it was explained to the
students that the population size limited the type of statistical tests that could be used, the
idea was expose students to experimental evaluation.

A written report was required from the students which included: a statement of the
problem; an introduction to the search engines, including the important features of each and
an illustration of each; a description of the evaluative technique used, including the stated
hypotheses; the results; a discussion of the results and concluding thoughts; and an
appendix containing the hard copies of the end user survey. An end user survey created by
the author was provided to the students.

The project focused on the concepts of data collection, evaluation, analysis of data, and
presentation of results. The principles found in the disciplines of the social sciences,
cognitive psychology, math, primarily statistics, were the focus of this project. Students
were assessed on the written report.



Advancing the Multidisciplinary Nature of HCI in an Undergraduate Course 285

7.3 Special topics in HCI

Students were asked to select any current topic in the HCI field to research, which was not
presently covered in class. Students were required to write a research paper on the topic
and to present the paper in class. The paper was to be type-written and between eight and
ten pages in length. The parts of the paper included: an introduction to the topic; a review
of the literature on the topic; an analysis of the topic; and a summary and concluding
thoughts. Additionally, students were required to follow either the IEEE Computer Society
Style Guide or The Publication Manual of the American Psychological Association.

The focus of this project was the multidisciplinary nature of HCI. Students were assessed
on degree of content, scholarly synthesis of literature, organization, grammar, and style.

8. Discussion

The course has been offered twice, once during the spring 2005 semester and again during
the spring 2007 semester. Students were asked to complete a short survey after the
completion of the course. The review of the survey revealed the following:

e Students left the course with an appreciation for the various disciplines that are
encompassed within the HCI discipline

e Students understood the need for user interface design and that it was important to
include the user throughout the design lifecycle

¢ Interface design is much harder than just choosing colors and buttons

e  The creation of an evaluation tool is difficult and that users do not always answer the
questions in the manner requested

e  Users do not always use the interface in the manner in which they are requested

When asked about the course itself, the students expressed the following:

e  Although nervous at first about the course set-up, students stated that they enjoyed the
material and the computing majors expressed a desire for more courses that promoted a
student-centered teaching approach

¢ They enjoyed using collaborative learning to complete the projects

e They liked the idea of presenting their projects and the paper on the selected special
topic which provided them with an opportunity to practice public speaking

e They enjoyed taking classes with “other” majors which provided a different perspective
as it related to problem-solving

9. Limitations and Future Work

9.1 Limitations and challenges

Developing a course that is multidisciplinary in nature proved to be quite challenging. This
section describes some of the challenges that the author encountered.

One of the challenges that the author encountered was the use of the facilitator style
teaching pedagogy during class meetings. Many of the computer science and engineering
students expressed their discomfort with this approach because they had no prior
experience with a student-centered approach to learning. Consequently, getting the
students to understand that formal authority was only one style of teaching and that other
methods exist was quite difficult. However, the psychology students who were familiar
with this teaching style were quite comfortable from the onset.
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Another challenge was getting non-computer science majors to register for the course.
Many students still see computer science as programming, only. Therefore, encouraging a
cross section of students to enroll in the course proved to be quite difficult. The majority of
students who enrolled in the course both semesters were computer science, engineering,
and psychology majors.

An additional challenge was selecting course projects for students of varying ability.
Although the students liked the idea that projects were based on popular television shows,
ones to which they could relate, students still expressed certain levels of discomfort. While
the students from the technical disciplines were very sure of their computing ability, they
were less confident with their technical writing skills, and with the disciplines that related to
human factors. Similarly, the students with a major in psychology were quite comfortable
with human factors topics and less confident with the technical subject matter. This finding
is consistent with prior research which suggests that although multidisciplinary approaches
in HCI courses introduce the work practice of various disciplines, the designing of these
types of learning experiences is difficult (Adamczyk & Twidale, 2007).

9.2 Suggestions for future work

Now that the course has been taught twice with the next offering proposed for the spring

2009 semester, the author has decided to make the following changes:

¢ Infuse both the formal authority and facilitator teaching styles into class meetings so
that despite the discipline, students are comfortable with the teaching style

e Promote the course as an interdisciplinary offering so that students from other
disciplines (i.e., sociology, business, etc.) will be encouraged to enroll in the course

e Continue the development of additional course projects that focus on the
multidisciplinary nature of the field

e Develop a quantitative survey so that student survey responses can be measured and
analyzed

¢  Continue to emphasize the multidisciplinary theme throughout the course

e  Invite guest lecturers from industry and other academicians who focus on HCI research

10. Implications

A well-known HCI mantra is “users perform tasks using computers (Sharpe et al., 2007).”
The implication from this statement is that designers and developers of these systems must
understand the user, the technological system and the tasks that the users expect to perform.
More specifically, in order to create an effective user experience, a designer of an interactive
computer system must understand the user for which the system is being created, the
technological system that is being developed and the interaction that will take place
between the user and the computer system.

An ideal designer of these systems would have expertise that ranges in a wide variety of
topics which include but are not limited to psychology, sociology, ergonomics, computer
science and engineering, business, art and graphic design, and technical writing. However,
it is not possible for one person to be proficient in all areas. Therefore, if we as educators are
to provide our students with the tools needed for leadership roles within the development
process of HCI, we need to consider the development of a truly interdisciplinary course.
The course should encompass the themes central to the HCI discipline and integrate the
paradigms from various discipline-oriented perspectives.
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It is the intent of the author to expand the dialogue that is already taking place between
educators from various disciplines. It is the expectation that the infusion of the
multidisciplinary themes of HCI into an undergraduate course leads to the creation of effective
user experiences where the designers of interactive computer systems understand the user for
which the system is being created, the technological system that is being developed and the
interaction that will take place between the user and the computer system.

11. Conclusion

In summary, the aim of this chapter was to: describe HCIL introduce HCI as a
multidisciplinary field; expound on the various disciplines encompassed within HCI;
describe the development of an undergraduate course from a multidisciplinary prospective;
and, to suggest ideas for future work. HCI has been described in a multitude of ways;
however, the main theme of HCI emphasizes the idea of the technological system
interacting with users in a seamless manner to meet users’ needs. Therefore to meet the
needs of the user, HCI interleaves the “soft skills” with technical proficiency. As a result the
field of HCI is constantly changing and becoming more complex as user expectations of
technical systems becomes greater. Consequently, human-computer interaction will
continue to make advances and so will its multidisciplinary nature.
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1. Abstract

In recent years the number of virtual reality (VR) applications and devices employed in
companies as well as in research facilities has increased remarkably. The applications
developed call for human-computer interaction, which in turn calls for system and usability
evaluations. These evaluations are usually conducted by means of measurement of human
behaviour including aspects of perception, action, and task-performance. Traditionally,
evaluations are held in specially designed usability laboratories but the new tendency
requires researchers and even students that are non-experts in the field of usability, to
evaluate applications. Hence, these studies take place at the premises of laboratories at
universities or research institutes. This raises the question of whether non-experts are able to
conduct evaluations in a professional manner. Furthermore, the evaluation issue calls for
multi- and inter- disciplinary collaboration, where technical expertise is combined with
humanistic knowledge and methodology. Several experts in the field of VR, as well as in the
field of usability studies, call for producing helpful guidelines in order to be able to evaluate
VR applications. This chapter gives an overview of the problem and introduces a guideline
for evaluations of VR applications which aims to assist researchers in evaluating VR devices
and installations,and in particular usability novices. This chapter also aims to facilitate
multidisciplinary activities through the use of an evaluation guideline which would be
simple and focused on VR. The applicability and usefulness of the proposed guideline are
based on the authors’ experience in supervising and coordinating several university student
projects related to the development of VR visualization technologies and applications.
Furthermore, the guideline has been tested through several case studies where students
were asked to evaluate their final year projects. The results showed how the proposed
guideline could successfully be employed by non-experts to carry out pilot and formal
evaluations. Therefore, this chapter is expected to represent a valuable reference for students
and non-usability experts who design VR systems or applications and wish to run a user
study to assess usefulness and general usability characteristics of their products.

2. Introduction

In recent years VR applications started to be used more commonly. If a few years ago only
big institutions had the budget to acquire devices such as a CAVE or a head mounted
display, today the spread of interactive applications and their commercial use has opened a
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wide market accessible to a larger range of activities and budgets. This has also raised
interest in the ways of using VR devices. Research institutions are exploring new
possibilities and new interaction tools, to support and enhance the ideal use of VR facilities.
There is a large range of possible applications in VR, not only for product development and
laboratory simulation, such as computer-aided design, data visualization, training, but also
for entertainment purposes, such as computer games, art and tourism. The full potential of
those techniques has not entirely been explored by now, e.g. only few games suitable for VR
devices are available so far.

The VR evolution also raises the question of usability to assess the relevance and user
friendliness of the proposed applications. Especially since each VR device has a diverse
operational area, there is a large range of possible uses depending on the given
circumstances. In order to assess the overall usability of the system and to figure out which
kind of device and system setting should better be used on what application, usability
evaluations of systems are conducted.

In the last 20 years, since the introduction of usability to a wider audience (also comprising
non experts), amongst others by Jakob Nielsen (Nielsen, 1993), the development of usable
applications whose usability is evaluated through user-tests has increased in importance.

Companies offering consultancy in this area have been established, e.g. USECON", which

most of the time dispose of professional usability laboratories. Nevertheless, only few
research establishments, especially from an interdisciplinary background, have access to
such facilities.

The number of people developing VR devices increases steadily. Amongst them there are
computer-scientists and engineers, including also a remarkable number of students, who are
often required to conduct user studies by themselves. Most of those technically educated
people are not specialists in conducting evaluations.

Unfortunately, at the current state little work can be found in form of helping instructions or
guidelines for the specific area of VR. Although evaluations and usability in general are a
common and well known area and there are several books available on this topic, it has to
be considered that VR is a modern and not standardized subject. Furthermore, students
usually do not have a large amount of time for developing their applications or doing their
research. Big companies or universities specializing in this field have more resources at
hand. Students typically have up to one year of time to develop and test a project. Therefore
most of the guidelines introduced have to be simplified in order to be able to be applied in a
reasonable amount of time. Nevertheless, they have to be as accurate as possible.

The purpose of this chapter is to describe a simple guideline for running usability studies
with a focus on VR applications. The guideline consists of a number of directives exposed
with a certain level of detail, while still being a compact set (as required for a handbook),
and of easy understanding.

This chapter is expected to represent a precious reference for students and non usability
experts that undertake the design of a new VR application and wish to run a pilot or formal
user study to assess effectiveness and general usability characteristics of their product.
Section 3 provides an overview of related work which supports the argumentation for a
simplified and focused guideline. Section 4 introduces the guideline concept in terms of a
multidisciplinary facilitator. Section 5 presents the objective and approach of the chapter.

1 USECON, The Usability Consultants, http:/ /www.usecon.com/
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Section 6 presents the suggested basic set of evaluation guidelines to be considered when
performing a user study. A case study where the proposed guideline has been adopted is
described in section 7.

3. Related Work

Renowned specialists in the field of VR, who are conducting usability studies and perform
research in this field, call for a general guideline for evaluations in VR.

Joseph Gabbard states in (Gabbard, 1997) the urge for a handbook or more professional help
for conducting usability studies in the field of VR. In his thesis, Gabbard proposes a
taxonomy for conducting user studies connected to VR. Gabbard offers a very precise and
detailed list of inputs for conducting usability studies. He introduces an approach which
starts at the beginning of the product life-cycle and comprises assets for the tasks the
participants should conduct as well as for the specific applications that are employed for the
usability study. Although written in 1997, most of the inputs are still valid, nevertheless,
there is no section about the state-of-the-art included in his thesis - a point that he tried to
cover in his following work.

In particular, Gabbard et al. published a paper in 1999, describing a new methodology
treating the usability process of products employed in the field of VR (Gabbard et al., 1999).
They divide the interaction development into behavioural and constructional development.
Because of this user-centered and developer-centered approach, they describe a four-step
usability process including user task analysis, expert guideline-based evaluation, formative
user-centered evaluation and summative comparative evaluations. Gabbard et al. further
mention the lack of professional guidelines in VR. Although they describe a well-structured
process, the guidelines still consist of expert-based approaches that are hard to be executed
by non-experts in the field of usability.

Bach and Scaping, (Bach & Scaping, 2004) are also very involved in this area and point out
the lack of a guideline that not only treats one VR device, but is a general handbook for all
VR facilities available. Further they mention that usability tests in the field of VR could get
very complicated, since the technology used is very complex. In general, they give a good
overview of the main obstacles one might encounter while conducting usability studies in
this area. Bach and Scaping specify the most significant differences between common user
studies and user studies accomplished in the field of VR. They also point out that most of
the VR devices are multi-user compatible, whereas regular 2D devices are not. Since the
ergonomic knowledge in the field of VR is very rare, they suggest combining some already
existing methods of evaluations with new ideas.

In his paper about usability of VR systems, Timothy Marsh criticizes the absence of a
general guideline for 3D applications (Marsh, 1999). He proposes further research to
investigate the precise definition of VR, to detect the differences in the evaluation methods
from normal 2D usability studies, to investigate existing research approaches and to develop
studies for a future research plan.

Sutcliffe and Gault (Sutcliffe & Gault, 2004) introduce a new possibility of heuristic
evaluations for VR applications. Their method is based on the heuristics introduced by
Nielsen (Nielsen, 1993). They assembled a set of 12 heuristics and conducted 2 test studies
using them. The results show, that not all heuristics are suitable for all kinds of applications
and devices. Sutcliffe et al. consider the heuristics developed to be a new and important
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extension to expert-based human-computer interaction (HCI) evaluation methods and they
deem it to be superior to Nielsen's original approach concerning VR applications.

In 2006 Karaseitanidis et al., (Karaseitanidis et al., 2006), used the VIEW-IT tool (view
inspection tool) developed by Tromp and Nichols (Tromp & Nichols, 2003) for a new kind
of evaluation method, following the "VIEW of the Future" project. They decided not only to
rely on traditional questionnaires, but to use psycho-physiological and neurophysiologic
measures like the estimation of mental workload, stress, strain, level of cognitive
performance, alertness and arousal. For assessing these factors, which are not able to be
measured with "common" usability methods, they made use of

electroencephalography (EEG), event-related potentials (ERP), electrocardiography (ECG),
blood pressure and more. Furthermore they made a socio-economic assessment to identify
future domains for VR facilities.

As can be seen from the above presented works, the methods and approaches introduced
almost exclusively focus on expert-based evaluation methods and are therefore not suited
for novices in the area of usability.

4. A Multi-Disciplinary Subject

Measurement of human behaviour is a main subject of the humanistic community (e.g.
psycho-physiologists, psychologists), whose studies have recently also targeted VR related
topics (e.g. presence, immersion). The humanistic community typically lacks technical
knowledge which sometime leads to proposing inapplicable studies or studies of difficult
comprehension by many among the technical people.

VR technology is, on the other hand, mostly developed by the technical community (e.g.
computer scientists, engineers). However, in this community there are many not familiar
with conducting human-based evaluations and therefore struggling with designing a
systematic usability study, hence, desiring simple guidelines or, in other words, an
evaluation "handbook".

While multi- and inter- disciplinary research activities are being promoted and carried out
both at research and educational level, a synergic interaction between the technical and
humanistic communities is still out of reach for many researchers who have typically been
educated monodisciplinary.

Interaction between different communities has often led to contrasts, misunderstandings
and slow development. The authors of this chapter and their department colleagues have
experience with problematic situations due to multidisciplinary cooperation in recently

established interdisciplinary educations, such as Medialogy? and in projects at European

level, e.g. Benogo®, Puppet*.

The aim for this guideline is also to support multidisciplinary activities by functioning as
facilitator of multidisciplinary interaction when performing evaluation studies in VR. In

2 Medialogy is a mnew interdisciplinary study at Aalborg University, Denmark.
http:/ /www.media.aau.dk.

3 Benogo (Being There Without Going), EU-FP6 RTD (IST-FET) project. Coordinator: Aalborg
University, Denmark, 2002-2005. http:/ / www .benogo.dk

4 Puppet (The Educational Puppet Theatre Of Virtual Worlds), EU-ESPRIT-LTR project under i3 -
(Experimental School Environment). Coordinator: Aalborg University, 1998-2001.

http:/ /www.cvmt.dk/ projects/ puppet.
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particular, by reducing interaction among different disciplines when this may not be
needed. For example, when non-usability experts aim at performing pilot/formal
performance evaluations or when evaluations are planned after product development and
not earlier in the process (such as for industrial products).

Although user studies in VR should generally involve multidisciplinary collaborations
because of their complexity, the authors of this chapter believe that it is beneficial to provide
VR technical developers with a handbook containing a precise guideline on how to perform
usability tests. A concept also supported by the experts mentioned in the previous section.

5. Aim and Approach

The aim of this chapter is a simple evaluation guideline specifically targeting usability
studies in VR. The guideline is designed for "non-experts" to provide them with a simple but
scientifically valid reference on how to run and design usability evaluations. We propose the
guideline to be achieved from the analysis of representative and well assessed scientific
work in the field, e.g. articles from major international journals and conferences.

We have researched and analyzed the state of the art in evaluations connected to VR in
some of our

previous work, (Koeffel, 2007; Koeffel, 2008). In particular, more than 30 representative
literature works concerned with evaluation of VR displays have been analyzed, and 15 of
them have been chosen for a deeper study (Bayyari & Tudoreanu, 2006; Christou et al., 2006;
Cliburn & Krantz, 2008; Demiralp et al., 2006; ElImqvist & Tudoreanu, 2006; Fink et al., 2004;
McMahan et al, 2006; Ni et al., 2006; Patel et al., 2006; Qi et al., 2006; Sutcliffe et al., 2006;
Takatalo et al., 2008; Vinayagamoorthy et al., 2006; Wang et al., 2006; Wilcox et al., 2006).
The analyzed papers represent a determined cross-section of the mostly treated areas in VR
and are related to the analysis of different visual display technologies in VR applications.
Since the field of VR represents a wide area which is surely hard to cover with a general
guideline, we decided to leave out acoustic and haptic devices. Furthermore, not all visual
displays are considered, e.g. head mounted displays, since it was our goal to show case
studies through experimentation with available facilities (though, including a large
panoramic wall and a 6-sided CAVE).

Generally, one major issue in visual display technology in VR, covered in some of the
considered papers, is the display size. Among other topics of interest: exploration and
remote driving, information rich VRs, influence of the real world and occlusions in VR, and
use of different VR facilities.

The Fishtank VR facility is evaluated against the CAVE in two different types of user studies
conducted by Demiralp et al., (Demiralp et al., 2006). Ni et al. investigate the connection
between display size and task performance in information-rich VR, (Ni et al., 2006). Bayyari
and Tudoreanu investigate the impact of immersive VR displays on user performance and
comprehension (Bayyari & Tudoreanu, 2006). Cliburn and Krantz conduct a user study in
order to assess the impact of stereoscopic visualization and multiple displays on user
performance (Cliburn & Krantz, 2008).

The users” performance in real and virtual environments is investigated by Fink et al. (Fink
et al., 2004). A similar study is conducted by Sutcliffe et al., who compare interaction in real
world and virtual environments (Sutcliffe et al., 2006). In (Wang et al., 2006), Wang et al.
evaluate the effects of real world distraction on user performance in VR. The effectiveness of
occlusion reduction techniques is investigated by Elmqvist and Tudoreanu in (Elmqvist &
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Tudoreanu, 2006). Using the results of an empirical study, Qi et al. develop guidelines to
ease the choice of display environment for specific volume visualization problems (Qi et al.,
2006).

The performance and usability of different 3D interaction devices is investigated by Patel et
al. (Patel et al., 2006). The importance of posture and facial expressions of virtual characters
in virtual environments is explored by Vinayagamoorthy et al. (Vinayagamoorthy et al.,
2006). Wilcox et al. evaluate whether or not people perceive a violation of their interpersonal
space when using VR (Wilcox et al., 2006). Takatalo et al. present a framework for
measuring human experience in virtual environments in (Takatalo et al., 2008). McMahan et
al. introduce a study that separates 3D interaction techniques and the level of immersion
since it is very difficult to compare different VR systems, (McMahan et al, 2006). The
development and evaluation of a large-scale multimodal VR simulation suitable for the
visualization of cultural heritage sites and architectural planning is described by Christou et
al. (Christou et al., 2006).

The most significant information about the user studies conducted in the analyzed papers
had been collected, classified, and used as a base for our analysis.

The data collected comprehends:

e The goal of the user study.

e  The number of participants.

e Data connected to the participants such as their vision or attitudes.

e  The setup in use.

e The number of tasks to complete, their nature and the completion time.

e The statistical and graphical types of evaluation.

All the collected data has then been evaluated statistically.

The idea of a "handbook" together with its content have then been developed, (Koeffel,
2008), presented to the research community (Livatino & Koeffel, 2007), and further
improved based on the acquired experience.

The proposed guideline merges existing traditional approaches in evaluation and the state
of the art in evaluating VR applications. For the traditional part especially Nielsen (Nielsen,
1993), Rubin (Rubin, 1994) and Faulkner (Faulkner, 2000) appeared to be relevant.

The guideline addresses two areas:

1. General suggestions on how to design usability studies.

2. VR specific aspects of usability studies.

The general recommendations of the first part can be understood as the basics of user
testing, which can also be found in the literature, such as (Faulkner, 2000; Nielsen, 1993;
Nielsen & Mack, 1994; Rubin, 1994; Sarodnick & Brau, 2006). The proposed guideline
comprises a summary of the suggestions offered in the above mentioned sources and
because of the generality of this part, the provided information can also be adapted and
applied to different areas of VR.

The second part includes VR specific aspects such as the number of participants employed
in user studies in the field of VR, the kind of questionnaires used or statistical measures
employed to obtain results, etc.

The Guideline has been tested through user studies, (one of them is briefly described in
section 7). The results and experience obtained from those studies combined with the
authors” experience in conducting user tests, have allowed for improving and completing
the guideline to the stage presented here.
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The proposed guideline contains the basis of a recommendation on the most important steps
for designing, planning and conducting a usability study in the field of VR. It is
accompanied by a case study to facilitate implementation and conceptual understanding.

6. Evaluation Guidelines

This section describes the proposed set of directives for the evaluation of VR applications.
The following paragraphs are divided into sub-sections addressing specific aspects. The
content of the description is based on selected literature in the field of VR that we have
investigated. The test designer is left with some freedom of choice depending on: the
guideline specific aspects, application context, available time, and pre-determined
objectives. To support the designer’s decision in making a choice, the guideline often
directly refers to the results of our investigation in specific aspects in terms of percentage of
literature works.

6.1 Research Question

Before starting to build a setup for an evaluation, the research question for the usability
study needs to be formulated. A general research question defining the purpose of the entire
project should already exist; nevertheless a specific research question should be formulated
for the special purpose of the evaluation. This defines the main subject of the study.

It is very important to create a strong and valid research question that summarizes the goal
of the evaluation in only one sentence/paragraph.

It is essential that the purpose of the entire project as well as the evaluation is clear to
everybody on the project/evaluation team. Additionally, the research question should help
to formulate the hypothesis we want the project to be tested against.

6.2 Ethics

Since user tests are conducted with humans, it is essential to assure that there will be no
harm to the participants and that their personal rights are maintained, (Burdea & Coiffet,
2003). Users” mental and physical health must not be at risk and they need to be informed
about potential hazards. Furthermore, users have to be able to stop whenever they feel
uncomfortable and desire the test to end.

Certain universities dispose of an ethical department that administrates all studies and
evaluations conducted involving humans. In this case, the researchers have to apply to this
committee and do have to obey certain rules. If the university where the evaluation is
supposed to take place does not dispose of such a department, ethical considerations have to
be taken into account as well. Especially when there is no board reviewing the studies, one
has to make sure that all ethical concerns are respected. Furthermore also legal
considerations of the country where the study is planned,should be reviewed.

Virtual reality applications offer many possible risks to the participants of a user study, e.g.
in cases when new devices are invented and tested or when existing devices have not
entirely been tested for health risks. Additional hazards can appear through the use of
HMD's, backpacks or laser diodes. Different mechanical devices in use, such as haptic tools
can endanger the participants’ health when applied incorrectly. Side-effects such as the
occurrence of cybersickness need attention when using VR applications. They might even
require a participant to stop the test.
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6.3 Evaluation Method

At the very beginning of each user study it is important to choose and define the
appropriate evaluation methods applicable to the setup to be tested. According to Jakob
Nielsen these are: performance measures, thinking aloud, questionnaires, interviews,
logging actual use and user feedback. These evaluation methods can also be applied in a
combined version.

Depending on the time when the evaluation takes place and the kind of data collected, one
can distinguish between formative and summative user studies. Formative usability
evaluations usually take place several times during the development cycle of a product to
collect data of prototypes. Typically summative evaluations are applied at the end of a
project, for example, to compare different products. Formative user studies are rare in VR.
According to our statistical evaluation, all of the 19 user studies investigated were
conducted as summative studies.

When comparing two or more different VR devices/applications (summative evaluation),
one can decide whether to use a within or between subjects design. Between subjects studies
are more common in VR. A statistical analysis conducted in (Koeffel, 2008) has shown that a
total of 61% of user studies in VR were designed as between subjects studies.

6.4 Setup

In our recommendations the setup is distinguished into the testing environment and the

technological setup.

¢  Testing environment
Evaluations conducted by students and academic researchers usually take place in the
facilities of universities. In some cases universities dispose of their own usability labs
for conducting evaluations, but in most of the cases the evaluations occur in computer
labs or classrooms. Since classrooms are not always comfortable (and hard to find
relaxing), while it is required that the participants feel at ease, it is very important to
create a comfortable environment. It has to be avoided the presence of people that are
not involved in the project, the presence of those running around hectically and
preparing the evaluation, and other distractions such as loud noises.
It is generally important not to give the participants unnecessary information about the
project or to bias the results by telling the users some weaknesses or previous results. If
the user study requires a test monitor logging data while the participants perform the
testing, it is fundamental that he/she respects the participants’” privacy by not sitting
too close to them. Furthermore, any kind of stress and emotional pressure has to be
kept away from the participants in order not to influence the results.

¢ Technological setup
Student and research evaluations often base on an already finished project (summative
evaluations), referring to the hardware and/or the software. Therefore the technological
setup might already be given. Considering the different VR setups, it is very important
to assure that all needed devices are at the test monitors’ disposal on the day(s) of the
usability study. Furthermore it is very important to test if the application, the software,
and the data logging, are well functioning. Since VR devices and applications are still
considered to be "new technology" they are sometimes unstable and tend not to work
all the time. Hence, it is crucial to organize and reserve technical facilities and rooms,
and to inspect the functionalities of the project to be tested.
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6.5 Participants

Several fundamental elements of evaluations are related to participants. Before recruiting
volunteers, it is very important to investigate the target population of the user study.
Therefore users with the desired attributes such as age, gender, education, experience with
VR, computer experience, gaming experience, visual abilities, etc. can be selected. Generally,
it is advisable to test user groups with a great internal variance. Especially in the field of VR,
it is utterly important to recruit users from different age groups, gender and experience.

The results of our research indicate that around 71 percent of the participants were male and
only 29 percent were female, which means that men are participating in user studies in the
field of VR twice as often as women. This could be acceptable in case of men being the main
users of a VR product. In general, a careful selection of participants according to expected
system users is important.

Concerning the number of participants, it mainly depends on the kind of user study
conducted (i.e. formative or summative evaluation, between or within subjects design, etc.).
Generally, usability experts (Faulkner, 2000; Nielsen, 1993; Nielsen & Mack, 1994; Rubin,
1994) hold that 2 to 4 participants suffice for conducting a representative pilot study, and 5
to 20 participants suffice for conducting a formal user study. Nevertheless, more recent
approaches on evaluations in the field of VR have suggested testing a higher number of
participants in order to obtain meaningful results.

A number of approximately 23 participants is suggested for within subject designs and 32
for between subject designs. In case of pilot studies, a minimum number of 6 participants is
proposed. These figures are based on our literature analysis.

Participants are typically volunteers and/or they do not receive any financial compensation.
Nevertheless, it is highly recommended to hand the participants a small token of
appreciation after finishing the user study.

6.6 Forms

Forms are different documents that are handed to the participants during the course of a

user study. Concerning the forms given to the participants, this guideline conforms to the

traditional approaches introduced in (Nielsen, 1993; Rubin, 1994) and the results of the
statistical analysis of relevant literature in (Koeffel, 2008). Therefore we recommend the use
of the following forms:

¢ Information sheet: The information sheet (also called test script) provides an overview
of the entire testing process. This form should be handed to the participants at the very
beginning before the actual testing, and it should contain information about: the title of
the project, names and contact information, introduction to the project, duration of the
study, tasks to be completed, and the possibility to withdraw from the study at any
time. In 5 out of the 18 studies investigated, the participants have reported to have
received written or displayed information before the testing process.

e Consent form: The consent form states that the researchers are allowed to use and
publish the data collected during the user study. This may also include eventually
taken pictures or videos. It is a reassurance for the participants that their data will not
be used for any other purpose than the one explained in the consent form and/or in the
information sheet. For the researcher this form is a legal reassurance that he/she is
allowed to use and publish the obtained data.
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¢  Questionnaires: Generally questionnaires should contain the information required by
the research question which is not possible to be collected automatically through data
logging and performance measures. Therefore, mostly subjective qualitative data is
collected using questionnaires. Special issues should be treated in questionnaires in
order to emphasize the conclusion and the results of the data collection. Questionnaires
can provide answers about personal feelings or preferences. We distinguish among:
screening, pre-test, device, post-test, background, presence, simulator sickness, and the
EVE-experience questionnaire.

e Task scenarios: It might be necessary to provide participants with a task scenario
(describing each step in detail) for each task he/she should complete. This allows every
participant to gain the same amount of information. Furthermore it clarifies the
knowledge necessary to complete a given task.

e Data collection forms: Experience has shown that it is not always sulfficient to auto-log
data using software. Sometimes it is necessary that the test monitor writes down notes
or information during a task session. This can be additional information such as time or
estimates expressed by participants.

¢  Thank you form: In addition to the possible personal gratification that participants may
receive by taking part in a user study, a thank you letter should also be handed to
them. This is important in order to formally thank the participants and tell them where
to find further information about the progress of the project, e.g. published papers.

The forms should be adapted to the needs of the user study. Generally we suggest the

employment of semantic differentials as answering options.

6.7 Schedule

It is essential to estimate the overall completion time per participant and to prepare a
schedule showing the sequence of participants and their assigned tasks. In particular, the
schedule should include: timing of the single tasks, overall completion time, the sequence of
the tasks per participant, possible breaks, time needed for introduction and debriefing, room
locations, etc.

The studies analyzed indicate an overall completion time per participant that ranges from 23
to 240 minutes with an average completion time of 45 minutes. This time includes the time
from when a participant arrived at the testing facility until the time he/she left.

In the field of VR it is very important to keep the single task sessions as well as the overall
completion time as short as possible. A maximum of 30 minutes per task is recommended
by Bowman et al. (Bowman et al., 2002). Too long sessions might cause exhaustion of the
participants and side effects such as cyber-sickness, which could negatively affect the
results. It is important to counterbalance the sequence of the single tasks in order to avoid
learning effects and biasing of the results.

6.8 Test Monitor and Spectators

The role of each person present during the user study has to be predefined. Especially the
test monitor should be well instructed and capable to serve his/her purpose.

The test monitor is present during all parts of the usability study and interacts with the
participants. If possible somebody who has ground knowledge in usability (especially
evaluations) should be employed as test monitor. In case that there is no expert in usability
available, the person in the role of test monitor should acquire basic knowledge in this area.
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The test monitor should be able to comfortably interact with the participants, which requires
an open and friendly personality (i.e. a "people-person"). It is also important that the test
monitor does not get too close to the participants physically as well as mentally, to give
them some privacy.

In case other people than the test monitor and the participant, are present during a test
session, e.g. technical staff, VR project development team, spectators, etc., they should be
introduced to participants at the beginning and the roles of the spectators need to be defined
clearly. Generally, the number of spectators during a testing session should be kept small
since they tend to make the users nervous. If not part of the research question, spectators
should avoid talking during task sessions. This is especially crucial for VR applications,
since distractions such as loud noises might disturb the sense of presence.

Since VR systems are still considered new technology and unstable, it might happen that the
participant gets frustrated because something is not working properly or it is very difficult
to accomplish. In such a case, the test monitor should not judge the participant or the system
by expressing that e.g. "this error always occurs" or otherwise by negatively influencing the
user. The test monitor should encourage the participant to go on as long as possible.

6.9 Test Plan

When forming the idea of conducting an evaluation, a test plan should be created. This

document contains in principle every kind of knowledge necessary for the user study. The

test plan describes the main content of the usability study. It serves as the basic document
for communication to other people that might be involved in the user study (e.g. second test
monitor).

Using the test plan every involved person knows the main principles and ideas behind the

evaluation. Therefore open questions and misunderstandings can be clarified. Furthermore,

the test plan describes the resources needed and gives an overview of the milestones already
accomplished. A properly formulated test plan for user studies in the field of VR should
contain the following items:

e Purpose: The purpose describes the research question and the main problems treated as
well as the current state of the art of the project.

e  Problem statement/test objectives: The problem statement treats the main issues and
questions connected to the evaluation, e.g. the questions derived from the hypothesis.

e  User profile: The user profile describes the target group and the participants to be
acquired for the study.

o  Test design: The test design includes decisions about the entire session of the usability
study, such as the evaluation method, e.g. if doing a between or within subjects
evaluation. Furthermore the test design specifically describes each single step during
the user study, starting from the arrival of the participants until the time they leave.

e Task list: The task list describes every task and subtask that the participants will be
asked to accomplish and on which VR device tasks are accomplished.

e Test environment/equipment: This section elaborates the test environment and
equipment used in the test, e.g. VR devices and rooms needed.

e  Test monitor role: The description of the test monitor role includes information about
the test monitor and possible spectators.

¢ Evaluation measures: The evaluation measures should be described on a list
enumerating all data collected during the user study (data logging, questionnaires, etc.).
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¢ Report contents and presentation: This section gives a short preview on the data
contained in the final test report and the presentation of the results obtained during the
user study.

6.10 Pilot Study

It is generally recommended to perform a pilot study before testing a project in a formal
user study. The pilot study should be conducted in the same way as the formal study and
each participant should be treated as if he/she were in the formal study (including the
forms to be used).

The pilot study is useful for removing errors from the project/setup, debug the test design,
debug the experimental design, detect biased questions in the questionnaires, refine the
questionnaires and detect the overall time necessary per participant. Furthermore, rooms
and technical facilities should be tested of their functionality.

A minimum number of 6 participants is suggested, (see sub-section 6.5 for more details). In
general, the more participants are tested, the more indicative the results are.

The pilot study is essential in case of problems that may not be predicted and only occur
during the study.

6.11 Formal Study

In an ideal case, a pilot study has been conducted before the formal study and the results of

the pilot study have been taken into account when planning and conducting the formal

study. If required, additional tests could be conducted at the very beginning of the study in

order to categorize the participants. Furthermore, a practice session should be administrated

for all testing activities which need a test-user to become acquainted with system commands

and behaviour. In our literature an average of 4.1 tasks are accomplished per participant in

practice sessions.

In order to avoid negative side effects (such as motion sickness) and fatigue, long enough

breaks should be held between the single task sessions.

Concerning the variables chosen for the evaluation, the most frequently used independent

variables (factors) are related to: display type and size, chosen virtual environment,

stereoscopic visualization, etc. The most popular dependent variables are subjective

measures (obtained from questionnaires). The most used are completion time and response

accuracy.

The number of possible tasks which users are asked to complete during an evaluation may

vary largely. An average of 28.7 trials accomplished by one participant during a user study

was detected in the analyzed works. The most frequently employed categories of tasks in

our literature research may represent a typical example. These are:

1. Navigation (Bayyari & Tudoreanu, 2006; Cliburn & Krantz, 2008 ; Fink et al., 2007; Ni et
al., 2006; Patel et al., 2006; Takatalo et al, 2008, Vinayagamoorthy et al., 2006; Wang et
al., 2006).

2. Manipulation (Christou et al., 2006; McMahan et al., 2006; Patel et al., 2006; Sutcliffe et
al., 2006).

3. Counting (Bayyari & Tudoreanu, 2006, Elmqvist et al., 2006; Qi et al., 2006;
Vinayagamoorthy et al., 2006; Wang et al., 2006).

Among other tasks completed less frequently by the participants: estimation, prediction,

search and observation.
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6.12 Results and Presentation

Another important part of conducting usability studies is the processing and evaluation of
the collected data. The processing of the results can be very complex and time consuming
since most of the time a lot of data is collected. Therefore it is recommended to employ
statistical tools. The most frequently used are: mean, median, frequency distribution,
Bonferroni, standard deviation, t-test, and ANOVA (Analysis of Variance).

For the graphical display of the gained data, frequency distributions (in form of histograms)
are very popular (83% of the cases in our investigation). Their main purpose is to display
error rates and time. As inferential statistics the analysis of variance (ANOVA) is used the
most to detect the statistical significance of test results. The ANOVA is a common method of
separating the effects of multiple investigation factors (independent variables) on evaluation
measures (dependent variables). The ANOVA examines which factors have a significant
influence on a dependent variable by comparing the variance within a factor to the variance
between factors, (Wanger et al. 1992).

A one-way ANOVA is to be used to estimate the effect of one factor (independent variable)
on one of the evaluation measure. A two-way ANOVA is to be used to estimate the effect of
two factors (independent variables) on one evaluation measures. According to the literature
it is hard to analyze more than two factors using an ANOVA.

In case the effect of a factor is to be estimated on more than one evaluation measure, a
multivariate ANOVA (MANOVA) should be applied. A MANOVA is an extension of the
ANOVA that reports for multiple dependent variables.

The results of ANOVA'’s should be displayed in tables, while bar graphs are most used to
display descriptive statistics.

7. Case Study

This section briefly presents a case study where the proposed guideline has been applied to.

Although it is not imperative to conduct a case study to asses our guideline, we believe this

could illustrate its usefulness and application possibilities, and it would facilitate

implementation and understanding of the underlying concept.

We have run several case studies over the last few years in order to assess and improve the

proposed guideline. The presented case study is related to an innovative use of VR

technologies in Telerobotics. The study focuses on a mobile robot teleguide application,

(Livatino et al. 2007), which included:

¢ Qualitative evaluation on user preferences for different VR technologies (Desktop,
CAVE, Panorama).

¢ Quantitative evaluation to support the comparative study, to analyze the advantage of
using stereoscopic over monoscopic viewing, and to examine the influence of the user's
cognitive profile on his/her performance.

The case study took place at the facilities of Aalborg University in Aalborg (VR Media Lab)

and Copenhagen (Medialogy Lab).

The proposed study aimed at improving and extending previous evaluations conducted

with different VR facilities, (Livatino & Privitera, 2006). We ran the tests on the three VR

facilities represented in figure 1. They are: 3D desktop in mono and stereo; large panoramic

wall in mono and stereo; a 6-sided CAVE in stereo only.
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7.1 Problem Statement

The problem statement of our case study (part of the test plan, see sub-section 6.9) had three

hypotheses. They are:

e Users performing tasks employing stereo visualization perform better than users
performing the same tasks employing mono visualization.

e The same task is not performed with the same efficiency and accuracy on different VR
facilities.

o  The level of visual attention influences the performance of participants in Teleoperation
tasks.

Figure 1. The VR devices tested in the case study are located at the VR Media Lab and
Medialogy Lab at the Aalborg University in Aalborg and Copenhagen, Denmark. They are:
a 160" panoramic wall with 8x3 m. screen (top-left), a 3D desktop equipped with shutter
glasses (bottom-left), and a 2.5 m3 6-sided CAVE (top and bottom right). The right figures
show the CAVE structure (bottom) and a representative view from inside the CAVE (top)

7.2 Participants

Ten users took part in the evaluation study. The case study required around 2 hours per
participant to be completed. All participants had basic to medium experience with VR
devices. Experience in playing computer games was also taken into account as experience in
VR. Figure 2 shows a user during the evaluation.



Simple Guidelines for Testing VR Applications 303

7.3 Evaluation Method
As different types of VR devices were compared against each other, the case study was
designed as summative evaluation. Because of the limited number of participants and the
difficulty of finding equally skilled participants, a within subjects design was preferred over
a between subjects design. Therefore each participant fulfilled the same amount of tasks on
all available VR devices.

Figure 2. A user during the evaluation on the 3D desktop

7.4 Procedure

The test procedure is part of the test design, (see sub-section 6.9). In our particular case it
started with an introduction, then a visual attention test was performed to classify the
participants' level of selective visual attention. The users were then asked to teleguide a
robot within an interactive test, during which quantitative data were recorded. The last step
comprehended the completion of pre-designed questionnaires to acquire qualitative data
referring to the users' experience with different VR technologies.

We decided to turn special attention on the counterbalancing of the tasks as well as the
sequence during the entire user study to avoid fatigue and learning effects. This required
the participants to perform the tests according to a precise schedule.

Practice sessions were administrated before testing. A debriefing phase ended the test
session.

7.5 Forms and Questionnaires

As suggested in the guideline, we used a consent form, an information sheet, and different
questionnaires for background information and the relation between the different VR
devices employed in the test.

During the pilot study the participants were asked to fill in four different questionnaires,
one after each task and one at the end of the user study (see Figure 3). The questionnaires
contained questions related to users’ background, their experience and gaming abilities (e.g.
hours per week), specific questions on five proposed judgment categories (adequacy the
application, realism, immersion, 3D impression and viewing comfort), and users’” overall
impression after the user study.



304 Advances in Human-Computer Interaction

7.6 Evaluation Measures

The following evaluation measures (part of the test plan, see sub-section 6.9), were collected

and calculated for the quantitative and qualitative evaluation.

For the quantitative evaluation:

e The numbers of collisions during single driving tasks, (Collision Avoidance test).

e  Time to complete each driving task, (Time Completion test).

e  Errors made while estimating the relative distance (Access Width Estimation test).

e Number and percentage of tasks completed correctly (Collision Avoidance and Access
Width Estimation tests).

For the qualitative evaluation:

e Adequacy of the task to the application, (Adequacy to application).

e  The realism of the visual feedback, (Realism).

e Sense of presence, (Immersion).

e  Depth impression, (3D impression).

e The user’s viewing confort, (Viewing comfort).

The numbers received from the "device questionnaires" were combined with the

background and post-test questionnaire.

During the evaluation of the data, the questions were grouped into five categories

corresponding to the five qualitative judgement categories, in order to be able to compare

the results in each area. The 7 scale semantic differentials were used for the answer of the

questionnaires.

Figure 3. The prepared testing setup including the forms handed to the participants (top)
and participants filling in questionnaires (bottom)
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7.7 Result Analysis and Discussion

The collected evaluation measures were analyzed through inferential and descriptive
statistics and the results were graphically represented by diagrams. In the following some
comments on the obtained results are reported while all gathered data can be found in
(Koeftel, 2007).

The results on the Panorama and the 3D desktop showed an increased number of collisions
with mono visualization compared to stereo visualization.

As for the average completion time needed for the driving task, the participants performed
best on the 3D desktop (using either mono or stereo visualization), then on the panorama
and 