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Convergence of AsynchronousJacobi-Newton-IterationsUwe SchraderFebruary 13, 1997AbstractAsynchronous iterations often converge under di�erent conditions than their syn-chronous counterparts. In this paper we will study the global convergence of Jacobi-Newton-like methods for nonlinear equations Fx = 0. It is a known fact, that thesynchronous algorithm converges monotonically, if F is a convex M-function andthe starting values x0 and y0 meet the condition Fx0 � 0 � Fy0. In the paper itwill be shown, which modi�cations are necessary to guarantee a similar convergencebehavior for an asynchronous computation.1 IntroductionThroughout this paper the natural partial ordering in IRn and IRn�n is used. For anyx; y 2 IRn with x � y the set hx; yi = fz 2 IRn : x � z � yg is called order interval.A mapping G : Q � IRn ! IRn (or IRn�n) is called isotone on Q0 � Q if G(x) � G(y)holds for all x; y 2 Q with x � y.The notation xk " x� means that the sequence fxkg is monotonically increasing andlimk!1 xk = x�; analogously xk # x� is de�ned.The following theorem on the convergence of sequential Jacobi-Newton-iterations isknown from [5]:Theorem 1 Let F : Q � IRn ! IRn. Assume that there exist x0; y0 2 Q so that x0 � y0,hx0; y0i � Q and F (x0) � 0 � F (y0), and that F is Frech�et-di�erentiable on hx0; y0i.Moreover, suppose that F 0(x) is a nonsingular M-matrix for each x 2 hx0; y0i, and thatF 0(x) : hx0; y0i ! IRn�n is an isotone mapping in x. Then the sequences de�ned byyk+1i = yki � (@iFi(yk))�1Fi(yk); i = 1; : : : ; nxk+1i = xki � (@iFi(yk))�1Fi(xk); i = 1; : : : ; n ; k = 0; 1; : : : ; (1)satisfy yk # x� and xk " x�, where x� is the unique solution of F (x) = 0 in hx0; y0i.1



Note that the monotone behavior of the iterates is crucial for proving convergence.This iteration can be parallelized by assigning each processor Pj with updating a subsetJj of components. The parallel iteration may be done synchronously or asynchronously.Asynchronous iterations recently attracted much attention because they may have sig-ni�cantly lower computing times (see e.g. [4], also for more references). Asynchronousimplementations on parallel computers usually always �t into the following de�nition, [1]:De�nition 1 Let Q � IRn, Q = Q1 � : : : � Qn, and let H : Q ! Q. For k = 0; 1; : : :consider non-empty sets Ik � f1; : : : ; ng and n-tuples (s1(k); : : : ; sn(k)) of nonnegativeintegers. Suppose that the following three conditions hold:si(k) � k for each i 2 f1; : : : ; ng; k = 0; 1; : : : ;limk!1si(k) =1 for each i 2 f1; : : : ; ng;jfk 2 IN : i 2 Ikgj =1 for each i 2 f1; : : : ; ng:Then the iterative method which, starting with an initial guess x0 2 Q, calculates theiterates xk according toxk+1i = (Hi(xs1(k)1 ; : : : ; xsn(k)n ) =: Hi(xs(k)) if i 2 Ikxki if i 62 Ik ; k = 0; 1; : : : ;is termed asynchronous iteration for H.Furthermore it will be assumed that, while updating a variable xi, its last iterate is known:xk+1i = (Hi(xs1(k)1 ; : : : ; xsi�1(k)i�1 ; xki ; xsi+1(k)i+1 ; : : : ; xsn(k)n ) if i 2 Ikxki if i 62 Ik ; k = 0; 1; : : : :This assumption is ful�lled if the subsets Jj are pairwise disjoint.2 A modi�ed Jacobi-Newton-operator and some con-vergence theoremsThe basic Jacobi-Newton-operator for the upper bound is Hi(y) = yi � (@iFi(y))�1Fi(y),i = 1; : : : ; n. We propose the following modi�cation:Hi(y) = � yi � (@iFi(y))�1Fi(y) if Fi(y) � 0yi otherwise ; i = 1; : : : ; n: (2)The analogously modi�ed operator for the lower bound is:Hi(x) = �xi � (@iFi(y))�1Fi(x) if Fi(x) � 0xi otherwise ; i = 1; : : : ; n: (3)The modi�cation is necessary because an asynchronous iteration for the basic operatormay not only cause non-monotone sequences of iterates, but also that an iterate out of thedomain of de�nition Q of the function F is computed.2



The following two theorems for the modi�ed asynchronous iteration are the main resultsof this paper.Theorem 2 Assume that F , x0 and y0 ful�l the conditions of Theorem 1. Then the iteratesfxkg and fykg of an asynchronous iteration for the operators (2) and (3) satisfy yk # x�and xk " x�, respectively.Proof: For k = 0; 1; : : : let the sets Lk and Mk be de�ned by Lk = fi 2 Ik : Fi(ys(k)) � 0gand Mk = fi 2 Ik : Fi(xs(k)) � 0g, respectively. Then the iterates xk and yk, k = 0; 1; : : :,are calculated according toyk+1i = ( yki � (@iFi(ys(k)))�1Fi(ys(k)) if i 2 Lkyki otherwise (4)and xk+1i = (xki � (@iFi(ys(k)))�1Fi(xs(k)) if i 2Mkxki otherwise : (5)By assumption, F is a M-function on hx0; y0i. Hence, since F (x0) � 0 � F (y0), thereexists a unique solution x� 2 hx0; y0i of F (x) = 0. On the other hand, since F 0 is anisotone mapping, Theorem 13.3.2 of [5] ensures that F is order-convex. Consequently,F (y)� F (x) � F 0(x)(y � x); (6)whenever x and y are comparable, that means, x � y or y � x.The proof consists of 4 parts. We have to show that(a) xk � xk+1, yk+1 � yk, k = 0; 1; : : :,(b) xk � x� � yk, k = 0; 1; : : :,(c) jfk 2 IN : i 2 Lkgj =1, jfk 2 IN : i 2Mkgj =1, i 2 f1; : : : ; ng, and(d) limk!1 yk = x�, limk!1 xk = x�.(a) Since F 0(y) is a nonsingular M-matrix, @iFi(y) > 0 for each y 2 hx0; y0i. Using thisrelation, the monotone behavior of the iterates immediately follows from the de�nition ofthe operators (2) and (3).(b) We show by induction thatF (xj) � 0 � F (yj); j = 0; 1; : : : : (7)Then the assertion follows from the inverse isotonicity of F . By assumption, (7) holds forj = 0. Suppose that (7) is true for j = k.First consider the upper iterate yk+1. By (6) we haveFi(yk+1) � Fi(yk) + Xj2Lk @jFi(yk)(yk+1j � ykj ); i = 1; : : : ; n;and hence, because @jFi(yk) � 0 if i 6= j,Fi(yk+1) � Fi(yk) � 0; i =2 Lk;Fi(yk+1) � Fi(yk) + @iFi(yk)(yk+1i � yki ); i 2 Lk:3



Thus, in the case i 2 Lk, from (4) we obtainFi(yk+1) � Fi(yk)� @iFi(yk)(@iFi(ys(k)))�1Fi(ys(k)):Using yk � ys(k), it follows from the isotonicity of F 0 that@iFi(yk) � @iFi(ys(k)); (8)and, since F is o�-diagonally antitone, that Fi(ys(k)) � Fi(yk). Hence, Fi(yk+1) � 0 holdsfor i 2 Lk, too.Next consider xk+1. We show �rst that xk+1i � yki , i = 1; : : : ; n. Obviously this holds fori =2 Mk, because xk+1i = xki . In the case i 2 Mk we start from the relationyki � yki � (@iFi(ys(k)))�1Fi(yk), which holds by inductive assumption. Adding (5) tothis relation, we �ndyki � xk+1i + (yki � xki ) + (@iFi(ys(k)))�1(Fi(xs(k))� Fi(yk)):Since F is o�-diagonally antitone, xs(k) � xk ensuresFi(xs(k)) � Fi(xk): (9)Henceyki � xk+1i + (yki � xki ) + (@iFi(ys(k)))�1(Fi(xk)� Fi(yk)): (10)Due to (6), the inductive assumption and again o�-diagonal isotonicity, it follows thatFi(xk)� Fi(yk) � nXj=1 @jFi(yk)(xkj � ykj ) � @iFi(yk)(xki � yki ):Together with (10) we getyki � xk+1i + [1� (@iFi(ys(k)))�1@iFi(yk)](yki � xki );and, because of (8), yki � xk+1i . Now, an analogous argument as for yk+1 leads toF (xk+1) � 0: By (6) we haveFi(xk+1) � Fi(xk) + Xj2Mk @jFi(xk+1)(xk+1j � xkj ); i = 1; : : : ; n;and hence, because @jFi(xk+1) � 0 if i 6= j,Fi(xk+1) � Fi(xk) � 0; i =2Mk;Fi(xk+1) � Fi(xk) + @iFi(xk+1)(xk+1i � xki ); i 2Mk:Thus, in the case i 2Mk, from (5) we obtainFi(xk+1) � Fi(xk)� @iFi(xk+1)(@iFi(ys(k)))�1Fi(xs(k)):4



Using xk+1 � yk � ys(k), it follows from the isotonicity of F 0 that@iFi(xk+1) � @iFi(ys(k)):Hence, together with (9), Fi(xk+1) � 0 holds for i 2Mk, too.(c) Let i be an arbitrary, but �xed element of f1; : : : ; ng. We number through theelements of the in�nite set fk 2 IN : i 2 Ikg, so that fk 2 IN : i 2 Ikg = fkij; j = 1; 2; : : :g,where the sequence fkijg is strictly monotonically increasing. Analogously we represent thesets fk 2 IN : i 2 Lkg and fk 2 IN : i 2Mkg by the sequences flijg and fmijg, respectively.We show by induction that for any element lij there exists a successor lij+1. At the beginningli1 = ki1 holds, because ofFi(ys(ki1)) = Fi(ys1(ki1)1 ; : : : ; ysi�1(ki1)i�1 ; y0i ; ysi+1(ki1)i+1 ; : : : ; ysn(ki1)n ) � Fi(y0) � 0: (11)Assume that lij = kip.By De�nition 1, for all h 2 f1; : : : ; ng there exists a number qh 2 IN, so that sh(k) � lij +1for all k � qh. Set q = maxh qh and r = minft 2 IN : kit � qg. The number r exists becausethe kit form an in�nite sequence.Then lij+1 2 fkip+1; : : : ; kirg; since, if lij+1 > kir�1, thenFi(ys(kir)) = Fi(ys1(kir)1 ; : : : ; ysi�1(kir)i�1 ; ylij+1i ; ysi+1(kir)i+1 ; : : : ; ysn(kir)n ) � Fi(ylij+1) � 0:In the same manner it can be shown that the sequence fmijg is in�nite.(d) We consider the sequence fykg. Up to now it is shown that there existslimk!1 yki = limj!1 yliji = zi � x�i , i = 1; : : : ; n. Since F 0(x) is isotone in x, we �ndthat yliji � ylij+1i = (@iFi(ys(lij)))�1Fi(ys(lij)) � (@iFi(y0))�1Fi(ys(lij)) � 0; i = 1; : : : ; n:Therefore limj!1[yliji � ylij+1i ] = 0 and (@iFi(y0))�1 > 0 imply limj!1 Fi(ys(lij)) = 0,i = 1; : : : ; n. Consequently, using the continuity of F together with De�nition 1, weget Fi( limj!1 ys(lij)) = Fi( limk!1 yk) = Fi(z) = 0; i = 1; : : : ; n;which shows that z = x�. The proof for fxkg can be done analogously. 2The conditions on the initial guesses x0, y0 can be weakend. Theorem 2 also holds ifinstead of F (x0) � 0 � F (y0) only x0 � x� � y0 is demanded. We formulate this as atheorem:Theorem 3 Let F : Q � IRn ! IRn. Assume that there exist x�; x0; y0 2 Q so thatF (x�) = 0; x0 � x� � y0; hx0; y0i � Q:Suppose that F is Frech�et-di�erentiable on hx0; y0i, that F 0(x) is a nonsingular M-matrixfor each x 2 hx0; y0i, and that F 0(x) : hx0; y0i ! IRn�n is an isotone mapping in x. Thenthe iterates fxkg and fykg of an asynchronous iteration for the operators (2) and (3) satisfyyk # x� and xk " x�, respectively. 5



Proof: We proceed as in the proof of Theorem 2. Clearly, part (a) holds. For the sake ofbrevity we denote by (ys(k); zi) the vector ys(k), for which the i-th component was replacedby zi: (ys(k); zi) = (ys1(k)1 ; : : : ; ysi�1(k)i�1 ; zi; ysi+1(k)i+1 ; : : : ; ysn(k)n ):To show assertion (b), we proceed by induction. By assumption, we have that x0 � x� � y0.Assume that xj � x� � yj, j = 0; 1; : : : ; k.First consider yk+1. Obviously, if i =2 Lk, then yk+1i = yki � x�i . If i 2 Lk, using (6) and(4), we getFi((ys(k); yk+1i )) � Fi((ys(k); yki )) + @iFi((ys(k); yki ))(yk+1i � yki ) = 0: (12)Suppose that yk+1i < x�i . Then Fi((ys(k); yk+1i )) < Fi(x�) = 0, because F is a M-function.This is a contradiction, hence yk+1i � x�i is shown.Next consider xk+1. Again it is clear that xk+1i = xki � x�i , if i =2Mk. If i 2Mk, using (5)and the isotonicity of F 0, we getxk+1i = xki � (@iFi(ys(k)))�1Fi(xs(k)) � xki � (@iFi(x�))�1Fi(xs(k)): (13)From (6) we obtainFi(xs(k)) � Fi(x�) + nXj=1 @jFi(x�)(xsj(k)j � x�j) � @iFi(x�)(xki � x�i ):Hence, together with (13), xk+1i � x�i is shown.In the remainder of the proof we show parts (c) and (d) together. Consider �rst the sets Lkand the sequence fykg. We split the set of indices into three parts, f1; : : : ; ng = A+B+C0,where A = fi 2 f1; : : : ; ng : y0i = x�i g;B = fi 2 f1; : : : ; ng : y0i > x�i and Fi(y0) � 0g;C0 = fi 2 f1; : : : ; ng : y0i > x�i and Fi(y0) < 0g:If i 2 A, then yki = x�i for all k = 0; 1; : : :, because of Fi((ys(k);x�i )) � Fi(x�) = 0.Without loss of generality we assume B 6= ;. Otherwise it would follow from F (y0) � 0that y0 � x�, hence A = f1; : : : ; ng, which would �nish the proof.If i 2 B, then, because of (11), li1 = ki1. Assume that lij = kip. Then, by (12), we haveFi((ys(lij); ylij+1i )) � 0. By De�nition 1, for all h 2 f1; : : : ; ng there exists a number qh, sothat sh(k) � sh(lij) for all k � qh. Set q = maxh qh and r = minft 2 IN : kit > qg. Thenlij+1 2 fkip+1; : : : ; kirg; since, if lij+1 > kir�1, thenFi(ys(kir)) = Fi(ys1(kir)1 ; : : : ; ysi�1(kir)i�1 ; ylij+1i ; ysi+1(kir)i+1 ; : : : ; ysn(kir)n ) � Fi((ys(lij); ylij+1i ) � 0:Thereby we have shown that jfk 2 IN : i 2 Lkgj =1 for all indices i, which are containedin B.If C0 = ;, then part (d) of the proof of Theorem 2 can be used to complete the proof.6



Assume now that C0 6= ;. We will show that there exist an index j0 2 C0 and a numberc(j0), so that Fj0(yc(j0)) � 0.Suppose that for all i 2 C0 we have that Fi(yk) < 0, k = 0; 1; : : :. Then limk!1 yk = ~yexists. If i 2 A, then ~yi = x�i ; if i 2 C0, then ~yi = y0i . For i 2 B the same argument as inpart (d) of proof of Theorem 2 leads to Fi(~y) = 0. Since Fi(~y) � 0, i 2 C0, it follows thatF (~y) � 0. This results in ~y � x�, which contradicts ~yi = y0i > x� for i 2 C0.By De�nition 1, for all h 2 f1; : : : ; ng there exists a number qh, so that sh(k) � c(j0) for allk � qh. As usual, q = maxh qh and r = minft 2 IN : kit � qg are de�ned. Then lj01 � kj0r ;since, if lj01 > kj0r�1, thenFj0(ys(kj0r )) = Fj0(ys1(kj0r )1 ; : : : ; ysj0�1(kj0r )j0�1 ; y0j0; ysj0+1(kj0r )j0+1 ; : : : ; ysn(kj0r )n ) � Fj0(yc(j0)) � 0:Analogously to the case i 2 B we can prove now that jfk 2 IN : j0 2 Lkgj =1.Now we set C1 = C0nfj0g, and proceed for C1 as for C0. If necessary, we set C2 = C1nfj1g,and so on. This process is �nite, since C0 does not contain more then n�1 elements. Thisconcludes the proof for Lk and fykg.To prove parts (c) and (d) for the sets Mk and the sequence fxkg we proceed analogously.To do this, we only need the following counterpart of (12): If i 2Mk, thenFi((xs(k);xk+1i )) � Fi((xs(k);xki )) + @iFi((xs(k);xk+1i ))(xk+1i � xki )= Fi((xs(k);xki ))� @iFi((xs(k);xk+1i ))(@iFi((ys(k); yki )))�1Fi((xs(k);xki ))� 0; (14)which can be obtained using (6), (5), part (b) and the isotonicity of F 0. 2Remark: Under the conditions of Theorem 2 the function F and the initial guesses x0and y0 ful�l the assumptions of Theorem 3, too. So we could have omitted the proof ofTheorem 2. Nethertheless it was additionally given because in part (b) supplementary tothe assertion relation (7) was shown. This enabled us to prove part (c) much easier thanin the proof of Theorem 3.
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Remark: The assumption x0 � x� � y0 is re-ally weaker than F (x0) � 0 � F (y0). For thecase F : Q � IR2 ! IR2 this is illustrated bythe �gure. If y0 lies between the curves F1 = 0and F2 = 0 (like P1), then it ful�ls both con-ditions, but if it is located above F1 = 0 (likeP2) or below F2 = 0 (like P3), it only satis�esthe �rst condition.7



If F 0(x) is not isotone on hx0; y0i, but upper bounds Mii for the partial derivatives@iFi are available, e.g., via interval arithmetic, then Theorems 2 and 3 still hold for theoperators which arise, if in (2) and (3) the derivatives @iFi(y) are replaced by the boundsMii(x; y). This is given in the following theorem:Theorem 4 Let F : Q � IRn ! IRn and x0; y0 2 Q with x0 � y0, hx0; y0i � Q. Supposethat F is Frech�et-di�erentiable on hx0; y0i and that F 0(x) is a nonsingular M-matrix foreach x 2 hx0; y0i. Moreover, assume that for i = 1; : : : ; n there exist Mii(x0; y0) 2 IR so that@iFi(z) � Mii(x0; y0) for each z 2 hx0; y0i. In addition assume either F (x0) � 0 � F (y0)(as in Theorem 2) or that there exists x� 2 hx0; y0i with F (x�) = 0 (as in Theorem 3).Then the sequences de�ned byyk+1i = ( yki � (Mii(xs(k); ys(k)))�1Fi(ys(k)) if i 2 Lkyki otherwise ; k = 0; 1; : : : ; (15)and xk+1i = (xki � (Mii(xs(k); ys(k)))�1Fi(xs(k)) if i 2Mkxki otherwise ; k = 0; 1; : : : ; (16)satisfy yk # x� and xk " x�, respectively.Proof: Relation (6) does not hold under the assumptions of this theorem, but it can bereplaced byFi(y) � Fi(x) +Mii(x; y)(yi � xi); i = 1; : : : ; n; (17)which holds for x; y 2 hx0; y0i whenever x � y. Using (15), (16) and (17) instead of (4),(5) and (6), the assertion is proved by the same arguments as in the proofs of Theorems 2and 3. 2It is possible to view Theorems 2 and 3 as special cases of the following general theoremon asynchronous iterations for enclosing �xed points of isotone operators, stated in [2]:Theorem 5 Let Q � IRn, Q = Q1 � : : :� Qn. Suppose that H : Q ! Q is continuous,isotone and has an unique �xed point x� 2 Q. Assume that there exist x0; y0 2 Q so thatx0 � y0; x0 � H(x0); H(y0) � y0:Then the sequences of the iterates fxkg and fykg of an asynchronous iteration for H satisfyxk � x� � yk; k = 0; 1; : : : ; and limk!1 xk = x�; limk!1 yk = x�:Note that here no monotone behavior of the iterates is stated. In general this would requirethe additional assumption that the sequences fsi(k)g, i = 1; : : : ; n, are increasing, but inthe case of Theorems 2{4 it is a trivial consequence of the special form of the operators(2), (3), (15) and (16).To show that Theorems 2 and 3 are immediate corollaries of Theorem 5, it now su�ces toprove the following lemma: 8



Lemma 6 Under assumptions of Theorems 2 and 3 the operators (2) and (3) are isotoneon hx�; y0i and hx0; x�i, respectively.Proof: First consider operator (2). Let x� � y2 � y1 � y0. We have to show thatH(y2) � H(y1).In case that Fi(y1) < 0 it is clear that Hi(y2) � y2i � y1i = Hi(y1).On the other hand, if Fi(y1) � 0, then we distinguish between the following two cases. IfFi(y2) � 0, then the isotonicity of F 0 and (6) implyHi(y1)�Hi(y2) = y1i � y2i + (@iFi(y2))�1Fi(y2)� (@iFi(y1))�1Fi(y1)� y1i � y2i + (@iFi(y1))�1(Fi(y2)� Fi(y1))� 0:If Fi(y2) < 0, we proceed as follows. From (12) we know Fi((y1;Hi(y1))) � 0. Suppose thaty2i = Hi(y2) > Hi(y1), then we get Fi(y2) � Fi((y1; y2i )) > Fi((y1;Hi(y1))) � 0, because Fis a M-function. This is a contradiction.Next consider operator (3). Let x0 � x1 � x2 � x�. The operator depends not only on thelower iterate x, but on the upper iterate y, too. Because during the asynchronous iterationthe sequence fykg is monotonically decreasing, while the sequence fxkg is monotonicallyincreasing, x� � y2 � y1 � y0 is ful�lled for the corresponding values of y1 and y2. Theaim now is to show that H(x1; y1) � H(x2; y2).If Fi(x1) > 0, then, obviously, Hi(x1; y1) = x1i � x2i � Hi(x2; y2).If, on the contrary, Fi(x1) � 0, then we again distinguish between two cases. If Fi(x2) � 0,then the isotonicity of F 0 and (6) implyHi(x1; y1)�Hi(x2; y2) = x1i � x2i + (@iFi(y2))�1Fi(x2)� (@iFi(y1))�1Fi(x1)� x1i � x2i + (@iFi(y2))�1(Fi(x2)� Fi(x1))� x1i � x2i + (@iFi(y2))�1@iFi(x2)(x2i � x1i )� 0:If Fi(x2) > 0, then the assumption Hi(x2; y2) = x2 < Hi(x1; y1), using (14), leads to thecontradiction Fi(x2) � Fi((x1;x2i )) < Fi((x1;Hi(x1; y1))) � 0. 2Remark: Note that the unmodi�ed Jacobi-Newton-operators, de�ned by (1), are isotoneonly on the sets fz 2 IRn : F (z) � 0g and fz 2 IRn : F (z) � 0g, respectively, so that theassumptions of the mentioned general theorem are not ful�lled. Also from this point ofview the proposed modi�cation seems to be useful.To conclude this section we remark that in the proof of Lemma 1 we considered asyn-chronous iterations via the instructionyk+1i = (Hi(ys(k)) if i 2 Ikyki if i 62 Ik with Hi from (2);xk+1i = (Hi(xs(k); ys(k)) if i 2 Ikxki if i 62 Ik with Hi from (3);9



where the same subsets Ik and n-tuples s(k) are used to compute both, xk+1 and yk+1.There are asynchronous implementations which justify the use of the more general schemeyk+1i = (Hi(ys3(k)) if i 2 Ik2yki if i 62 Ik2 with Hi from (2);xk+1i = (Hi(xs1(k); ys2(k)) if i 2 Ik1xki if i 62 Ik1 with Hi from (3); (18)see [3]. To discuss this case, we use some ideas of [3], Theorem 3.5. Set E1 = hx0; x�i,E2 = hx�; y0i, E = E1 � E2 �E2. Denote x 2 E byx = (x1; x2; x3) = (x1;1; : : : ; x1;n; x2;1; : : : ; x2;n; x3;1; : : : ; x3;n):In E we de�ne the partial ordering �E asx �E y () x1 � y1; x2 � y2; x3 � y3:Let G : E ! E withG1;i(x) = ( x1;i � (@iFi(x2))�1Fi(x1) if Fi(x1) � 0x1;i otherwise ;G2;i(x) = G3;i(x) = ( x3;i � (@iFi(x3))�1Fi(x3) if Fi(x3) � 0x3;i otherwise :Then, under assumptions of Theorems 2 and 3, G is an isotone mapping on E, which is aconclusion of Lemma 1. Additionally we get(x0; y0; y0) �E (x�; x�; x�); (x0; y0; y0) �E G(x0; y0; y0); G(x�; x�; x�) = (x�; x�; x�):De�ne Ik = (Ik1 � f1g) [ (Ik2 � f2g) [ (Ik2 � f3g) ands(k) = (s1;1(k); : : : ; s1;n(k); s2;1(k); : : : ; s2;n(k); s3;1(k); : : : ; s3;n(k))with sj;i(k) = sji (k), j = 1; 2; 3, i = 1; : : : ; n. If fIk1g, fIk2g and fs1(k)g, fs2(k)g, fs3(k)gmeet the conditions of De�nition 1, then fIkg and fs(k)g satisfy them, too. An asyn-chronous iteration for G, which uses the sets Ik and the 3n-tuples s(k), describes iteration(18). Now, using Theorem 3.3 of [3], which is a more general theorem on asynchronousiterations for isotone operators than Theorem 5, we get (xk1; xk2; xk3)! (x�; x�; x�), k !1.3 Numerical resultsFor some special functions F , which arise from the discretization of PDE's, this methodwas implemented on the 32-node distributed memory CM-5 at the Bergische Universit�at-GH Wuppertal. In comparison with synchronous methods asynchronous iterations wereable to save about 10 � 20% of the computing time, especially, when the work load wasnot balanced. 10
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