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Information retrieval (IR) is driven by a process which decides whether a document is about a query.dgent at-
tempts spawned from logic-based information retrieal theory have formalized properties characterizing‘about-

ness”, but no consensus has yet been reached. Thegosed properties are largely determined by the utterlying

framework within which aboutness is defined. In add@ion, some properties are only sound within the catext of a
given IR model, but are not sound from the perspeate of the user. For example, a common form of abduoess,
namely overlapping aboutness, implies precision degding properties such as compositional monotonicit There-

fore, the motivating question for this paper is: Idependent of any given IR model, and examined withian infor-

mation-based, abstract framework, what are commonsee properties of aboutness (and its dual, non-abtmess)?
We propose a set of properties characterizing aboness and non-aboutness from a commonsense perspeeti
Special attention is paid to the rules prescribingonservative behaviour of aboutness with respecb information

composition. The interaction between aboutness ambn-aboutness is modeled via normative rules. Themplete-
ness, soundness and consistency of the aboutnessgbrsystems are analyzed and discussed. A case stbdsed on
monotonicity shows that many current IR systems ar@ither monotonic or non-monotonic. An interestingclass of
IR models, namely those that are conservatively maronic, is identified.

1. Introduction

You are sitting in a bus and two people in fronyofi are talking. The first says to the secondyéht to see so-and-
so film last night", to which the second replie®h"really, what was it about?" The first then pexteto describe it.
Thus, the notion of "aboutness" is present in earygday communications, particularly when one agéshes to inform,
or be informed, by another agent.

Aboutness plays a prominent role in informatiomiestl (IR) systems: If the system determines thdbcument is
topically related (i.e. about) query then the document is returned to the user. Glirer (1991) cites experiments
wherein the agreement between subjects judgingrdects with respect to a query was around 60%. Jumgests that
aboutness has a subjective component. Howeveg #iso seems to be an inter-subjective core ofeaggat, which in
our opinion is amenable to formal treatment.

Articles on aboutness have appeared sporadicaliiyeiriterature for more than two decades. Hutcfi®7) pro-
vides a thoughtful early study of the topic. Thi€@unt attempts to define a notion of aboutnegerims of a combina-
tion of linguistic and discourse analyses of a.té&tta high level of information granularity, e.g.sentence, Hutchins
introducesthemesandrhemesas the carriers of the thematic progression ax& Roughly speaking, the theme states
what the writer intends to express in the sentébeewhat it is about), and the rheme is the “n@vidrmation. Thematic
elements of a sentence are typically bound texttalthe preceding text, or assumed as given witieéncurrent context.
Hutchins also considers how sequences of sentemreline to form textual elements of lower inforroatigranularity
such as an episode. In other words, sentencesoasidered to be a part of the micro structure efttxt, whereas an
episode is considered to be an element of its rstcooture. Themes and rhemes can be generalizibe tmacro level.
Hutchins asserts “The thematic part of the textresges what the text is ‘about’, while the rhemgresses what the au-
thor has to say about it” (Hutchins, 1977, p31).

Maron (1977) tackled aboutness by relating it py@bability of satisfaction. Three types of abosswerere character-
ized: S-about, O-about and R-about. S-about (igestive about) is a relationship between a doaitraed the resulting
inner experience of the user. O-about (i.e. objectibout) is a relationship between a documenbaset of index terms.
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More specifically, a document D is about a termTsdtuser X employs T to search for D. R-aboutgarts to be a gen-
eralization of O-about to a specific user commufiity., a class of users). Let | be an index tench B be a document,
then D is R-about | is the ratio between the nundfersers satisfied with D when using | and the benof users satis-
fied by D. Using this as a point of departure, Maforther constructs a probabilistic model of R-atiness. The advan-
tage of this is that it leads to an operationalritgén of aboutness which can then be tested éxyatally. However,
once the step has been made into the probabifisticework, it becomes difficult to study propert@saboutness, e.qg.
how does R-about behave under conjunction? Therlyivte problem relates to the fact that probakiishdependence
lacks properties with respect to conjunction argjudiction. In other words, one’s hands are largiely when trying to
express qualitative properties of aboutness wihamobabilistic setting. (For this reason Duboialef1997) developed a
qualitative framework for relevance using possipitheory).

During the eighties and early nineties, the isdugboutness remained hidden in the operationahtiiefis of various
retrieval models and their variations. The emergeufclogic-based information retrieval in the laighties planted the
seed for fundamental investigations of the natdir@boutness (Bruza & Huibers, 1994; Bruza & Huib&&96; Hunter,
1996; Nieet al, 1995) culminating in an axiomatic theory of infation retrieval developed by Huibers (1996). About
ness theory has more recently appeared in contérfasmation discovery (Proper & Bruza, 1999). Bdly speaking,
these works view information retrieval (IR) as agening process, determining aboutness betweemfamnation carri-
ers (e.g. document and query, or document and det)nirhe properties of aboutness are describeal ¢8t of postu-
lates, which can be used to compare IR models diégpgion which aboutness postulates they supporttoUmpw, there
is as yet no consensus regarding this frameworkpxhat it should be logic-based (Lalmas, 1998mbas &Bruza,
1998; Sebastiani, 1998). Although a number of aterg properties are commonly discussed in thatitez, e.g. reflex-
ivity, transitivity, symmetry, simplification, andight weakening and left (right) monotonicity, gtthere is thus far no
agreement on a core set of aboutness postulatesrtNeless, the use of aboutness postulates asadieof an inductive,
rather than experimental, evaluation of IR modslpromising. Existing aboutness frameworks, howeseffer from
incompleteness as well as from the lack of expvegsower (Wonget al, 1998). The main reason is the lack of holistic
and independent view of aboutness and its progerTiee purpose of this article is to consider abess from a funda-
mental, neutral perspective, to shed light on thteine of aboutness by formalizing properties dbsugiit, and to define
a set of reasonable (hopefully sound) propertiegholitness, which is independent of any IR model.

The remaining of the paper is organized as folldwshe next section, the basic notions of abow@es introduced.
Section 3 outlines a common intuitive form of abmss - overlapping aboutness. However, it impl@ses unsound
properties; as such it is inadequate to model #ree@l properties of aboutness. Thus, commonsdiséress and its
properties are proposed in Section 4. At the same, its negation, i.e. hon-aboutness is describrd,the relationship
between them is also discussed. Section 5 invéstighe soundness, completeness and consistetity cbmmonsense
aboutness inference system. In the next sectiocti(®e6), an investigation of the relationship begw similarity and
aboutness is given. Section 7 presents a case studlje relation between the monotonicity propentyl the more
prominent IR models. In Section 8, possible extamsiand applications of the theoretical resultsdiseussed. Finally,
Section 9 concludes the paper.

2. Preliminaries

A basic information carrieiis the minimal piece of information that cannotdieided further. In IR, basic informa-
tion carriers often correspond to keywords. Betlenote the set of basic information carriers.

Even at the level of basic information carriersp@iess manifests itself. This has to do with #lationships be-
tween basic information carriers. For examdetball has the property of beingsport and it seems natural to say that
football is aboutsport Note that being a property does not guaranteetabss, for example appleis about (being)
round” does not seem natural. Primitive aboutness reistips need not be property based, for examplencingis
abouthaving furi, “marriageis aboutfidelity” and “marriageis aboutcommitmerit From the latter two, it seems rea-
sonable to draw the conclusion thatdrriageis abouffidelity andcommitmerit This example demonstrates that about-
ness may also be preserved under the compositmoted byl. The previous statement can thus be renderedriage
is aboutfidelitydcommitmerit This example does not imply, though, that abeagrelationships involving more com-
plex information carriers are all derived. In fatiany primitive aboutness relationships involveinfation composition.
(by “primitive” we mean aboutness relationshipg tr@ assumed to be true, i.e., axioms). By walustration, “surfing
is aboutridingOwave$ and “politics is aboutgreedIpower’. A major concern of this paper is studying hovoatmess
relates to information composition, and as a cgusece, how aboutness relationships can be debedeen complex
information carriers using more primitive aboutnesationships.

More complex information carriers can be composedfbasic ones. Information composition is a compésue
(Lalmas & Bruza, 1998). It can be conceived of &are of informational “meet”. Consider the compasi of informa-
tion carrier A with carrier B, denotedB. Viewed from a situation-theoretic perspectivalthas, 1996), the latter car-
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rier represents the intersection between the ginmtsupporting A and the situations supporting=Br example fly-
ingdtweetyrepresents the intersection of “flying” situaticensd “Tweety” situations, that is the situationsicgkhsupport
the information "Tweety is flying". For ease of esition, information composition is assumed to Hempotent
(AOA=A), commutative (A]IB=BLA) and associative ((BB)JC=AD (BLC))'. Note that the theory presented in this
paper can be generalized to cater for informat@mpmosition that does not possess these properties.

Observe that not all information carriers can bemegfully composed. For example[IB is meaningless when the
information carried by A clashes, or contradictghwhe information carried by B. This phenomenstiérmed informa-
tion preclusion, denoted by#B. Information preclusion is symmetric, and its atign (I]) is decided by the closed
world assumption. Information preclusion is a seibtiotion than contradiction in logic. Informatioarriers may clash
due to underlying natural language semantics, aveation. For exampleswimmindJcrocodileis acceptable, buty-
ingdcrocodileis meaningless in most contextshas also been suggested that information psewniuarises in IR as a
consequence of information needs (Bruza & Van Lind898). For example, when searching for documabtsitwind
surfing, terms such amternet wely netetc. may be precluded as the user is not intetestereb surfing In some ac-
counts, (e.g. (Landman, 1986; Bruza & Huibers, }R%he composition of clashing information is faized as the
“meaningless” information carrier, denoted by QGisltattributed with properties similar falsumin propositional logic,
e.g. AUB = AOB = 0. We do not introduce this notion for two re@s. Firstly, one is quite often confronted witlcdo
ments containing conflicting information in redkeli Although it is convenient, it would seem unigt#d to sweep such
documents under the mathematical abstraction @8 one can sometimes state what such docuraemtsbout. For
example, consider “flying crocodiles” and “reptif. Under the assumptidlyingCicrocodiles we do not subscribe to
the view that there are no aboutness inferenceés#imbe drawn. It may turn out that the inferetfgengcrocodilesis
aboutreptiles’ may be inferred. It depends on the context- meitebe said about this issue shortlZ represents a set
of information carriers constructed from the basicriersB by information compositioriC is assumed to be closed with
respect to the information composition operaior

Information carriers cannot only be composed, e ardered. For example, we can sayc@ntains at least the
same information thaB does". In the literature, several authors haep@sed that information can be ordered with re-
spect to containment (Barwise & Etchemendy, 199Mhdman, 1986) These accounts take the positiorirtfoatnation
does not depend on the user (i.e., not subjedbivejs analog, like radiation. User’s digitize théormation according to
their ability. We do not take a position on thisue. It is assumed that the information carrieesrasted irrespective of
whether the nesting fundamentally exists, or is tlusome user’s view of the information carriergpEcit nesting is
referred to asurface containmene.g. AIBOB denotes that the information carried by B is alaoied by AIB (as B is
a syntactic element of (AB). For example, if a documedtconsists of sections A and B (ig=AB), thendOA and
dOB. Deep containmenis when information containment arises at the sgimdevel, e.g.salmor— fish. In general,
information containment (eithesurfaceor deep will be denoted by the symbel, whereby- is the union of the rela-
tions O (surface) and— (deep) containment. In addition, the informatitmucture (C,— , 0, —,0,0) has the follow-
ing additional properties:

* Reflexivity (R): A- A

e Transitivity (T): A~B and B-C imply A-.C

e Anti-symmetry (AS): AB and A-B imply B 4 A

» Containment-Composition (CC):[AB - A; AlB-B

» Absorption (AB): if A~ B then AOB=A

+  Non-conflict containment (NCC): if A> B then A[1B
» Containment-Preclusion (CP): ifiA B, BOC then AIC

CP describes how information preclusion relatiopstiehave in relation to information containmemt. &ample, if
you are a vegetarian, thémitOmeat Assumingapple- fruit, then CP yieldsappldimeat In a sense it is a normative
property because it expresses what we believe thebdesirable behavioBarwise & Etchemendy (1990)'s infon algebra
also embodies CP whereby information containnientalizedvia = (involves) over infons (information particles),dan
oll0 means inforo precludes its pseudo-complement. Observe thainfbemation containment relation is reflex-
ive, anti-symmetric and transitive. As a conseqeemtformation containment is more general thanhileearchical in-
formation structures such as thesauri; it permitstavork of containment relationships to be expdss

! The formalization of aboutness operators (e.g.pmmition, preclusion, containment, etc.) is depande the language of the in-
formation carriers.
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Aboutness is modeled as a binary relation |= dveritformation carrier$C. This symbol should not be confused
with logical entailment. We use this symbol fortbitcal reasons as early studies viewed aboutressfarm of entail-
ment (Bruza & Huibers, 1994; Bruza & Huibers, 199%¢ar in mind that aboutness as a broader ndtiam lbgical en-
tailment, the details of which will be presentedeimsuing sections. Aboutness properties can beessgd in terms of
information containment, composition and preclusiGeveral authors have studied aboutness and mopasious
properties (see (Lalmas & Bruza, 1998) for a recmtey). There are some disagreements about dfsefies, e.g.
Hunter (1996) deems aboutness to be irreflexiveredwe Huibers (1996) deems it reflexive. The disagents stem,
partially, from the framework chosen to formalizeoatness. Hunter uses default logic whereas Huibses situation
theory. Once the framework is fixed, certain abestnproperties are implied by it. In a sense,ishitting the cart be-
fore the horse. In this article we attempt to ttiimgs around. By adopting a simple, informatiosdad, abstract frame-
work, we hope to gain enough freedom to proposedistliss a wide range of aboutness postulates utitteing bound
too much by the consequences of the underlying¢tieal model.

Huibers (1996) introduced the notionarf aboutness proof systerf8uch a proof system is founded on an aboutness
language:

Definition 2.1. LetIC be a set of information carriers. The aboutnasguage\(IC) is the smallest set such that

« IfA, B OIC then A— B, At B, AUB, Al[IB, A-B, A 4 B, ALB, AllB, A|=B, A[£B, A=B, AzB 0 A(IC).

Observe carefully that in this context the symbof¢nerally expresses an aboutness relation betvesrd B. The
specific type of aboutness relation will be sigeifiby a subscript, e.g. the next section will de#lt overlapping about-
ness (=, ). The symbol / denotes negation, e.¢g#AB means “not A—> B”, or in other words, B is not semantically con-

tained in A.

Definition 2.2 An aboutness proof system is a tripMIC), A, R) where
» Ais adecidable subset &{IC), whose elements are called axioms
* R={R,.,R}Is afinite set of rules

Axioms are elements of the aboutness languageatkadssumed to be true, e.g» A. Rules have premises and a
conclusion. For example, the premises of the Arne ame A|=B and A|=C, which yield the conclusiorB[IC. As in
Huibers (1996), we assume that each rule is deleideba relation. Axioms and rules can be usedive ihference. The
concerns of this paper are inferences of the fofaBAand later A¢ B. The aboutness closure of a proof system is¢he s

of aboutness inferences derivable from a givenfsgstem:

Definition 2.3. LetM=(A(IC), A, R) be an aboutness proof system. The aboutness e]atemoted ACII) is defined
by:

ACI(M) ={A |z B| A|-, A|= B}
For ease of exposition, we will pretend that thieAseonsists only of axioms involving the aboutness aon-aboutness
relation, e.g., A|=A (Reflexivity Axiom). Howevem reality there are other axioms, which reflea firoperties of the
information structure, for example,sélmon- fishis an axiom, then so glmonl/l fish due to the property NCC.

Aboutness inference and context

The issue of aboutness inference and context viadedl to above. Observe that aboutness inferemeedrawn within
the context of the axioms. More specifically, instiramework here, context is modelled by a setagfoms. These are
primitive aboutness relationships, information @dmient relationships, preclusion relationshipg e assumed to
hold. For example, assuming a keen wave surferwibbes to configure an aboutness inference systanfdr relevant
documents, the following axioms set could be usedstablish the contexs{rfing |= waves surfing |= weather surf-
ingOwel surfingnet wavdlsurfingdwindOsurfingt. The primitive aboutness relationships estabtish interest area;
the preclusion relationships are aimed at prevgntiocuments about web surfing, net surfing and veading being
filtered. Note thasurfingwind was not specified, as the user does not wanjéctrdocuments about wave surfing and
wind conditions. Obviously, if the context changssto does the set of inferred aboutness rekttipsa.
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3. An Intuitive Form of Aboutness: Overlap

A commonly occurring intuition equates aboutnegf wierlap, i.e., if two information carriers oagp| then they are
deemed to be about each other. Almost all informnatetrieval systems function according to thisitidn. For example,
the vector space model measures the overlap betavgerry and a document vector by computing thaneaxf the an-
gle between the two vectors. In this section, westigate the consequences of defining aboutndbssifashion.

Definition 3.1 Overlapping Aboutnedg= )
LetA, BOIC and|=, OICXIC such that(A B) 0=, < Cye[A > COB - C].

Overlap between information carriers A and B is Bled by an information carrier C which is contairgdared) by
both A and B. The more readable conventioe B, instead of(A,B) 0 |=,, will be employed to signify that A “is

about” B.

Proposition 3.1 |= , supportsReflexivity, Containment, Symmetry, Left Compwsali Monotonicity, Right Composi-
tional Monotonicity, And, Simplification, Lo@mdMix where these properties are defined as follows:
Al=, A(Reflexivity)
A-B
Al=, B
AlF, B
Bl= A
Al=, B
AOCI=, B
Al B _. .
———>—— (RightCompostioal Monotonicty)
Al BOC
AlFg BAI5C
Als,BOC
A5, BOC
Ao BorAls, C
A=, BBI5, CCl= A
A=, C
AlF,CB|5, C
AOBJ]s,C

(Containmat)

(Symmetry)

(Left Compositimal Monotonicty)

(And)

(Simplification)

(Loop)

(Mix)

Proof:

(1) Reflexivity (R)
A-A= A A

(2) Containment (C)
A-B,B-B=Alz,B

(3) Symmetry (S)
Al=,B=[C|A-COB-C= B|=,A

(4) Left compositional monotonicity (LM)
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A|=,B = [D[A -~D 0OB-D]. Observe that AC- A - D. Finally, ADC-D and B-D yield ALC|=,B. In other
words, if A overlaps with B, then adding informati€ to A will not affect this overlap:
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(5) Right compositional monotonicity(RM)erivable from S and LM.
(6) And (A)can be derived from RM.

(7) Simplification (SM)xan be readily seen when one considers the falgpwiio objects. Irrespective of how A overlaps
with BOC, there must be some overlap between A and B,amdAC, or A and both B and C.

(8) Loop (L) is implied by Symmetry.
(9) Mix (M) can be derived trivially frorhM.

The following lemma establishes that overlap abesgrcan be characterized by Reflexivity, Right lagitl Composi-
tional Monotonicity. All other properties mentionatlove are derivable from these.

Lemma 3.1 Let |=,be the relation as specified in Definition 3.1 dme(A(IC), {Reflexivity}, {Right Compositional
Monotonicity, Left Compositional MonotonicityJoe an aboutness proof system, Then

(A B)O |:o hnd Alzo BOACI(M)

Proof:

Let A and B be arbitrary information carriers (A[BIC). Definition 3.1 states that A is about B, i.e, &0 |=, if
and only if they both contain an X representing itifermation they both share. Reflexivity stateg=XX. As IC is

closed under information composition, there musabénformation carrier Y such that)¥=A. Similarly, there must be
an information carrier X such thattZ=B. Using left monotonicity on } X yields XOY |=, X. Application of right

monotonicity yields X1Y |=, XOZ. Hence A=, B.

Reflexivity states that an information carrier I3oat itself. From an IR perspective reflexivity seea reasonable
property as we expect a document to be retrieviéaviis itself the query.

Containment states that an information carrietbigud the information it contains. On the surfads #eems reason-
able. However, consider the basic information eaghiardia, a water-bound microbe. Observe that deep contitm
involves semantic transformation, egiardia — microbe~ ... ~ animal The Containment postulate permits both
ghiardia |= microbe (ghiardia is about a microbe) agtiiardia |= animal The former is intuitively acceptable, but the
latter much less so. Our contention is that at spoiet along the information containment chain autness relation
can be severely weakened. Brooks (1995) documentisér study that supports our contention. Brosks! @ hierarchi-
cal thesaurus to test whether relevance (aboutiess)ersely proportional to semantic distancee Tikerarchical thesau
rus contained “broader than” and “narrower tharétienships between terms. The “broader than” iatais equivalent
to deep containment, e.pocumentation— Information Processing— Information Services— Services Semantic
distance was measured by the number of steps #ienghain, so the semantic distance betvi@ectumentatiorandSer-
vicesin the above example is three. Brooks found thatdistance to non-relevance (non-aboutness) ioxzippately
three steps.

At first sight, symmetry seems to be an acceptpbdperty. In IR it is a common view that a querpajng about a
document is the same as stating that d is aboliere is evidence to dispute this. For exampléypertext an informa-
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tion fragment A is linked to a fragment B, but immy cases it does not make sense to have thergaized the other
way round.

Monotonicity ensures that once an aboutness rektip between two information carriers A and B been estab-
lished, it cannot be broken irrespective of theeoihformation that is composed to either A or Br Example, consider
the phrase “surfing in Hawaii”. This phrase dealghwsurfing, sosurfingdHawaii |= surfing RM permits surf-
ing0Hawaii |= surfingJaustralia, which has the natural language interpretatiomfitsy in Hawaii” is about “surfing in
Australia”. Thus, in response to the query “surfingAustralia”, the document “surfing in Hawaii” i®turned. An IR
system supporting RM or LM cannot “lose” aboutnedationships. In other words, once the systemdegsrmined that
a document is about a query, the aboutness relation can never be retractad.rigans in practice thdtcan never be
removed from the result set irrespective of anyaasons of querg. This should not be the case because the ternds use
to expand the query may invalidate the originaluabess relationship. Some current IR systems civeairithis behav-
iour by employing threshold values. The vector spamdel operates according to the following abagrdefinition:
dl=, q = cosd,q)=0. In other wordsd is deemed to be abogtiff the cosine of their respective vector repréaen

tions is greater than or equal to the thresholdiesél This definition allows the retraction of aboutseslationships
whenever the queny is expanded into a quegy] r, and the cosine of the respective vectors drofmswb@ Documend

is then no longer retrieved (i.e. the original abess relationshid |= g had been retracted). Although this definition re-
alizes desirable nonmonotonic behavior with respeetboutness, it is unsatisfactory from a theoat¢fpoint of view as
the valued is not determined by the retrieval model, but is extrarset it (In practice, the value is determined expe
mentally).

Simplification states that the aboutness relatignbletween a carrier A and a complex informatiorriea BOJC im-
plies that A is about B, or A is about C. In otherds, aboutness can be split into smaller pardstla@ splitting can go
all the way down to the basic information carriéfhis is debatable. It may well be that the abagnelationship be-
tween A and BIC is dependent on the information granularity af@ In other words, A is aboutBC, but A is not
about B and A is not about C, since it is preciglegir combination which establishes the aboutnglsgionship.

Loop appears in the Al literature (Kraus et al.9@Pand logic-based IR literature (Amati & Georgatd996; Bruza
& Huibers, 1996; Bruza & Van Linder, 1998). The&edccounts all view aboutness in terms of a nonioomo conse-
guence relation. Loop when viewed in the contexiv@rlapping aboutness as it is implied triviallysymmetry.

In summary, the overlapping view of aboutnesstigitine, but it implies some unforseen propertiganely left, right
montonicty, containment symmetry and simplificatidiese properties are unsound from a commonsesrspgztive
and can negatively impact information retrievalgismn.

4. Commonsense Aboutness

In this section we characterize aboutness moredbraather than just overlap. We adopt a commoresgmsnt of
view in an attempt to establish properties of abes acceptable from a human reasoning perspdetivéhe purpose of
illustration we will use a variation of the Tweeatyample. This serves not only to illustrate theutbess postulates, but
also to highlight the similarities and differendestween the aboutness and nonmonotonic consequelatiens (e.g.,
preferential entailment (Bruza & Van Linder 1998alis et al. 1990).

Example: Tweety

Let t (Tweety, b (bird), p (penguin and f ly) be basic information carriers. The example isitescribed as fol-
lows: Tweety is a bird (axiom:—tb); Tweety is a penguin (axioms{p); penguins are birds (axiom:—b); birds are
about flying (axiom: b|=f); penguins do not fly {@m: pf). Applying the properties of information contaiamnt results
in the additional axioms-t; b— b; f-f;, p p. Further, applying CP yields the axiofff.t

4.1 Aboutness Postulates

To distinguish the following properties from theoalness properties associated with overlap (inptieeious sec-
tion), the symbol |= will be used to denote comnenise aboutness postulates. These postulates byillibgo beyond,
the notion of overlapping aboutness. In particulae, problems surrounding the rules dealing witmatonicity and in-
formation containment are addressed. Dubious muleb as Simplification are dropped.

(R) Reflexivity
It seems reasonable to assume that an informatiomec is about itself. In terms of information niet/al, this pos-
tulate ensures that a document is returned in resspto itself being the query.
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(AS) Asymmetry
Given “football is about sport”, it seems unwareghtto conclude that “sport is about football”. Thide states that
aboutness is fundamentally asymmetric.

(AC) Aboutness Consistency
Al=B
AlB
An information carrier should be compatible withatfit is about.

(B1) Semantic Containment

A—, B

Al=B
This property is due to Brook’s (1995). This stugyealed that relevance perceptions are inverselpgrtional
to semantic distance. When broadening, the demiarcgioint where relevant perceptions degraded ta-no
relevance was two semantic steps. Following thisgiple, the aboutness relationship is also sevefest travers-
ing three steps along the deep containment relafibe “2” in the above formula (i.e. B1) signifisat aboutness
is preserved within two steps along the deep cantait relation. In the absence of similar studieslving sur-
face containment, we generalize Brook’s conclusitonis
nformation containment (both surface and deep).

(C) Containment

A-,B
Al=B
The containment postulate states that within ari@stl context, information is about the informatiid contains.
(CT)Cut
AOB|EC AEB
Al=C

If the composition of two pieces of related infotioa is about another one, then cutting one doésfiect the about-
ness relation. For examplelti=b, t|=p= t|=b. That is, from “Tweety the penguin is abouira” and “Tweety is about
a penguin”, “Tweety is about a bird” can be derived

In the previous section, monotonicity was showrbéounsound. The following three rules express cwagive
forms of compositional monotonicity (both left aright).

(CLM) Cautious Left Compositional Monotonicity
AlFB AFC
AOC|=B
If A'is about B and A is about C, then composing ithformation in C to A means adding “compatible™elated” in-
formation to A. Thus, AIC |=B should hold. For example, from t|=p (Tweetyabout a penguin) and t|=b (Tweety is
about a bird), theriip|=b (Tweety the penguin is about a bird) can feriad.

The following two rules (Mix and And) are also \&idns on constraining monotonicity.

(M) Mix:
AEC B[EC
AOB[EC
For example, p|=b, t|=B> pOt|=b. Unlike preferential entailment (Kraus et 8B0), we argue that Mix produces accept-
able aboutness inferences even when informatiahe&a

(A) And:
A=EB A|=C
AlFBOC
The explanation of And is similar to Mix.
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The previous three rules featured how compositiomaotonicity can be constrained solely based auimess rela-
tionships. The following rules constrain monototyidly ensuring that information will not clash.

(QLM) Qualified Left Compositional Monotonicity
A= B BIIC
AOCEB
Traditional Left Compositional Monotonicity (LCM}iA|=C= AOB|=C. This allows bit|=f (Tweety, which is a
bird, is about flying) to be inferred from b|=f {@ird is about flying). Absorption (Bt=t) then renders t|= f. (Tweety is
about flying), which is undesirable as Tweety {geaguin which cannot fly. QLM prevents this via thealifying preclu-
sion tif
QLM deviates from several authors who have advacatgariant of Rational Monotonicity (Bruza & Huilse 1996;
Bruza & van Linder, 1998; Amati & Georgatos, 199¢&ndergem, 1996):

AEB AIC
AOC[EB
Observe that QLM permits the inferendéff=b (Flying penguins are about birds) from p|=k &f{1f. We argue that

this inference is acceptable, even though penguiesiude flying (fIf). Rational Monotonicity prevents such an infer-
ence.

(QRM) Qualified Right Compositional Monotonicity:
AEB AIC
AEBOC

RCM is A|l=B= A|=BOC. For example, p|=b> p|=fdb (penguins are about flying birds) and tiskt|=fC0b (Tweety is a
bout a flying bird) are unsound aboutness inferenge qualifying preclusionsb and tf separately prevent p[Eb
and t|=f1b from being inferred. Thus, QLM and QRM can retride undesired conclusions from LM and RM, thus de
scribing conservative monotonicity of aboutnessiwitspect to information composition.

4.2 Non-aboutness

Bruza & Huibers (1994), Huibers (1996) and Hunte996) have investigated non-aboutfiede practical rele-
vance of these studies is that in some situatiamsaioutness may be easier to determine than assutmformation
filtering is a good example where reasoning ablbetrton-aboutness of incoming documents with redpettie user pro-
file may be easier than reasoning about their afemst counterpart with respect to the profile.

Definition 4.1 Non-aboutness #) Let A, BOIC. Then AzB O IC xIC denotes A is not about B.

Non-aboutness seems mainly to be influenced byrimddon preclusion. It should be noted that in gaper, the ini-
tial preclusion relations are assumed, such#seic. In IR, the preclusion relations may notaye be given explicitly.
For example, in an IR system, a sentence “penguist fly” may only be indexed to {p, f}. If theugry is “flying bird”
({f, b}), then the sentence could be judged to bew the query because the preclusion relatiaff™s not considered.
In the following we describe the commonsense ptaxeof non-aboutness:

(P)Preclusion:
ACB

Al B
Two fragments of clashing information are not abeath other, e.g.[ff = plf (Penguins are not about flying).

(B2) Semantic Containment Non-aboutness:
A, B
Al¥B

2 Huibers (1996) proposed an additional concepti‘@nbutness” as being distinct from non-aboutness.



Bruza et al. 10

It is the complement of the Semantic Containmerstydate (B1) and a finding from Brook's study (Bksp 1995). If
information carrier B is more than 2 semantic (deeptainment) steps away from A, then the aboutreasion is sev-
ered yielding non-aboutness. Once again, we gerpeiafook’s finding to hold for surface containmastwell:

(N-C) Containment non-aboutness:
A-.,B
Al B

(B3) Inverse Semantic Non-aboutness:
A~ B AZB

Bt A

Brooks (1995) also studied how relevance degradeshraversing against the flow of the deep containt relation In
terms of a thesaurus this means traversing thedwar than” relationship. The study suggested #hatutness does not
flow backwards at all: “It may be best to conclutlat one step down in a generic tree produces tahgerception of
relevance verging on non-relevance” (Brooks, 1983,1). For example, imagine an information cardiescribing bibli-
ometrics. Subjects in the study tended to give del@vance scores to descriptors more specific thistiometrics”, e.qg.
“citation analysis”. As was the case with the Bleyuve assume that B3 generalizes to informationiadoment:

(I-CN) Inverse Containment Non-aboutness:
A- B A#B

Bt A

(P-NA) Preclusion Non-aboutness
AlFB BIC
AlC
This is an expression of the intuition that abostnmvolves compatibility between the respectiveiees: A cannot be
about anything which clashes with B. For exame,tdif = tpf.

4.3 Interactions Between Aboutness and Non-aboutness

Assume dancing is about “having fun” and dancingas about “sitting still”, is dancing about “hagrfunsitting
still”? This example demonstrates the interactietween aboutness and non-aboutness. The followopepies attempt
to characterize the interaction. They are normatieaning the rules are motivated form a particsfandard, or perspec-
tive. In the following “optimism” connotes a stamdawvhereby aboutness premises are favoured oveaboatness
premises, whereas “pessimism” connotes the convlrigeassumed that those two stances are mutaatiiusive, i.e.
either an optimistic or a pessimistic stance ispaelh, but not mixed.

(OL) Optimistic Left:
AfB CIEB
AOC|EB
For example, #f, b|=f = tOb|=f (Tweety bird is about flying) demonstratest thjatimism can lead to dubious aboutness
inferences because it implies left monotonicityeTdptimism stems from C|=B being favoured to drhaes ¢onclusion
ADC |= B, irrespective of A’s aboutness with B.
AB A]EC
AEBOC
For example, #f, t|=p= t|=fp. That is, from “Tweety is not about flying” an@Weety is about a penguin”, an optimist
can conclude that “Tweety is about a flying penfuin

(PL) Pessimistic Left:
Al B
AOC|£EB

(PM) Pessimistic Middle:
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AEC BEEC
Az B

(PR)Pessimistic Right:
Al B
AEBOC

PL and PR state that non-aboutness is monotonit reftpect to information composition, or more infatly, “once a
pessimist, always a pessimist”. PR is also knowthad\Negation Rationale (Bruza & Huibers, 1994; tduyn1996). PM
adopts a selective approach in the vain of “Pltes skiing, but John doesn'’t, so Peter won't ld@hn”. In terms of
aboutness, if penguins are not about flying, angkleare, then penguins aren’t about hawks. PM eafoa strict stan-
dard in favour of non-aboutness.

IR models supporting aboutness defined in termgveflap are often optimistic. For example, the vecpace
model is optimistic when the threshold valuke is greater than zero: For documedt and query q,

(dlgq = Cosﬁ,q) > 0. Globally speaking, optimism promotes the recdlan IR system, i.e. by tolerating cer-

tain possibly unsound aboutness inferences an @gitariR system would retrieve more relevant docotee Pes-
simism, on the other hand, attempts to preserveigiom (at the expense of recall).

5. Completeness, Consistency and Soundness

5.1 Completeness

Given a description of a user’s preferences foorimfation as a profile, an information filtering g must de-
termine whether an incoming document is about dieiscription, or not. As a consequence, the compéste of an
aboutness inference system is an important issareafy two arbitrary information carriers A andtBe aboutness
inference system is deemed complete when it is sbleonclude eitheA|=B or A|zB. Note that a closed world
assumption regarding |has been convincingly opposed by van Rijsbergé@89) We agree with this view and
have characterized non-aboutness via constructie@ns) (see Section 4.2). Huibers (1996) also follthis line.
The following proposition asserts that the commaisgeaboutness and non-aboutness postulates amaplete.
Before the details of this result can be givenpa-aboutness closure is defined. This is simplyséeof all non-
aboutness inferences derivable from a set of nutescribing non-aboutness together with non-ab@st@ioms.

Definition 5.1. Let M=(A(IC), A, R) be a non-aboutness proof system. The non-abouttesge, denotedCl (M) is
defined by

NCI(1) ={A £ B| A

- A[# B}

Proposition 5.1 The aboutness proof systdin=(A(IC), {R}, {C, CT, CLM, M, A, QLM, QRM}) and the non-
aboutness syste@=(A(IC), @, {P, N-C, I-CN, P-NA} are incomplete.
Proof:

Assume thatC = {x, y, xy} and O=@ (there are no preclusion relationships). Assunse #hat the only non-
reflexive information containment relationships aféy - x and XxJy-y. We will show thak |= yO ACI(M)and

x| yONCIQ).
+ In order to showx |t yONCI(Q), it must be shown that there is no rule which darive x|#y.

- (P) and (P-NA) cannot derivel®y due to the absence of preclusion relationships.
- (N-C) and (I-CN) cannot derive|ky asx 4 yandy 4 X.

Thereforex [£ yO NCI(Q) .

* In order to show|= yO ACI(M), it must be shown that there is no rule which darive x |=y.

- (C) cannot derive x |=y as 4 yand y 4 Xx.
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- In order for the Cut (CT) rule to derive x |= yetle must be an information carrier B such thdgz)=y
and x |= z. The choices for carrier z are the tlwamiers inlC. None of these suffice to initiate the Cut
rule in the desired fashion.

- The relationship x |= y could be derived from camnaéive left monotonic rules if we can derivélz |=y
with the requirement that-xz, £z, which renders x |= y because of the absorptidmciple. Due to our
assumptions, z does not exist, so x |= y cannotdréved from the rules (CLM), (M) and (QLM). For
similar reasons, x |= y cannot be derived fromdbeservative right monotonic rules (A) and (QRM).

Thereforex|= yO ACI(M).

The above incompleteness result parallels a sinndault using default logic-based theory of abosgtnésee
Proposition 4.3 of (Hunter, 1996)). Both resultggest that aboutness is inherently an incomplet®naneaning
that there will always be information carriers AdaB for which we cannot determine with reasonahlefidence
whether A is about B, or A is not about B. As mentd above, incompleteness is an undesirable psofrem a
practical perspective. It is worth noting that bgtroducing unsound aboutness properties such a#tRig
Containment Monotonicity, or Equivalence, completen can be achieved. The price is an increasesimumber
of unsound aboutness inferences (i.e., loss ofigimt in IR terms). The following result demonsaathow
completeness can be achieved via the inclusiohettuivalence (E) property.

(E) Equivalence:
AEB BFA AEC
Bl=C

Equivalence has been shown to be a sound aboytregssrty when aboutness is interpreted as a ralafipreferen-
tial entailment (Amati & Georgatos, 1996; Bruza & Huibers, 1996uBa & van Linder, 1998). Note that when about-
ness is equated with overlap, it leads to unsolbditaess inferences. This is because the overlggtween A and B
and between A and C do not imply the overlappinigvben C and B. This is demonstrated by the follgwdiagram:

B A C

D

Note, however, that when aboutness is defined imgeof a high degree of overlap, equivalence isoand
property.

Proposition 5.2 The aboutness proof systdi=(A(IC), {R}, {C, QLM, QRM, E}) and the non-aboutness proof
systemQ=(A(IC), @, {P, N-C, I-CN}) are complete.

Proof:

Let x and y be arbitrary information carriers:
« Ifx=y,thenx+y (R)
e Ifx#y,
* If x >y then either,
x|Fyfromx-,y (C), or
X £y fromx-,,y (N-C)
« Ify-x, then ¥y (I-CN)
e If neither x-»y nor y-x

If xOy, then x# y (P)
If xiy, then: x|=yJx (QRM), xOy|=x (QLM) and yIx|=y (QLM). Applying E (Equivalence) yields

X|=y.

3 A preferentially entails B if and only if the peefed models (e.g., documents) where A holds, & tadéds.
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Hence, for arbitrary information carriers x andejther x fy or x ¢ y.

A similar result is possible by using the unsouni@hR Containment Monotonicty (RCM) property. For
example, when A|=B is derived from the containm@it rule and assuming C is within 2 semantic steps1 B,
then RCM permits the conclusion A|=C, even thougis 8ested more than 2 steps away from A.

(RCM) Right Containment Monotonicty
AFB B-,C
Al=FC

5.2 Consistency

Consider the information carrier A = “Tweety (t)aspenguin (p)” and B = “Jack (j) is a hawk (h)’s®ume the
additional axioms “Jack flies (j |= f) and “Jackasird” (j |= b) to the ones already stated far Tfweety example.
Conflicting aboutness inferences can be seen @ddhowing derivations.

t - p pdf (CP) tl=b

tOf ®)

o t#fOb (PR) ”':—ff ]Dlzbb(And)
tl#]

Hence, driven by a pessimistic standg,jt

On the other hand, assume that Jack and Tweetpatte owned by Bill, so Tweety and Jack don’t prel@u
each other {{l) Using Qualified Right Monotonicity (QRM) does et the conclusion that Tweety is about

Jack, under the assumption that Tweety does nehakdth Jack:

tEb I
tEbO] .
|t|'J (Absorption)
=

In the framework presented in this paper, suchnsiencies cannot be resolved. However they a@vable.
Aboutness relationships can be ordered relfectimg intuition that some aboutness relationships“am®nger”
than others. IR systems implement this intuitioa térms weights. For example if term t has a higheight than
term u in the context of document d, then the refethip d |= t is considered stronger than d |Awimilar

statement can be made about document ranking@lllﬁs ranked higher thard2 in repsonse to g, then the

(QRM)

relationshipd1 |= q is deemed stronger thdg |= g. By ordering aboutness inferences it mayheecase that &|j

is deemed stronger than t |= j. This provides asbfas chosing the former inference over the latteus resolving
the inconsistency. Only in the case that both irfiees are strong would imply that more informai®nequired to
break the deadlock. The details on how to extermdahoutness proof theory to produce orderings arutaess
inferences are yet to be worked out. Indicationsualihow it could be done are presented later is plaiper.

5.3 Soundness

When investigating the issue of soundness witheesto (non-) aboutness rules, a frame of referengst be
defined within which soundness can be verifiedclassical logic, the frame of reference is a modéle sound-
ness can be verified by proving that in all modetere the premises of the rule hold, the conclusieo holds. In
logic, models are formally defined frameworks reqmeting some slice of reality. It is not possildeverify about-
ness rules using the same approach, because IR #mclknderlying and integrating model theory. Whelve that
the inference processes involved in determininguaiess are “psycho-logistic” in nature- that is ithéerence
processes involved cannot be studied independefitthe user doing the reasoning. The only recoiss®e per-
form studies which investigate how users reasorubbboutness, and thereby attempt to identify thages which
produce agreeable inferences across a majoritysefsu Brook’s (1995) is an example of such an itigagon. It
is interesting to draw a parallel with non-monotonéasoning. The soundness of non-monotonic reag@yistems
is investigated in the context of non-monotonics@dng benchmark problems, which are based on greéal”
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correct solution. The agreement has been establigsteeresearchers in the Al community. Studies iost fyear
psychology students have shown significant variatiérom the agreed solutions of some benchmark lpno
(Elio & Pelletier, 1994; Elio & Pelletier, 1996; Ratier & Elio, 1997). This not only demonstratdsat non-
monotonic reasoning is psycho-logistic in natung, &lso that soundness must ultimately be grouriced a inter-
subjective user perspective. The inter-subjectiyee@ment can then be formalised as a set of roledriving the
inference process. Inference engines can then bstremted whereby the inferences drawn would beptedle to
a majority of users.

6. Similarity versus Aboutness

The deep containment relation can be used to mitdel'broader than” thesaurus relation. What abguios
nyms, which is a similarity relationship betweemts? In IR, similarity not only plays a role at tlexel of terms,
but at the level of documents as well via docun@ustering. The imaging-based logical models raityaosimilar-
ity relationship spanning the space of worlds (€xes& Van Rijsbergen, 1998). It is important tos@stigate the
relationship between similarity and aboutness. fuses a major problem in a pure symbolic framevaslsimi-
larity is an inherently fuzzy notion. As a consence, the potential of unsound aboutness infereimme®ases
without the machinery to deal with it effectively.

Similarity is modeled as a reflexive, symmetricatédn ~ over the information carriel€. A~B denotes that in-
formation carrier A is similar to carrier B. We agse that similarity is preserved under context aej@et compo-
sitional monotonicity:

(MS) Modus Substituens:
B~C
AOB~AQOC

This property states that B can be substituted i§gr@ vice versa) in the context of A. For examplgsuming that
sparrows are similar to pigeons (sparrow~pigeore,may infer that migrating sparrows are similamigrating
pigeons (migrateésparrow~migratelpigeon). The Modus Substituens rule originates framlausible inference
rule of the same name documented in (Bruza, 1998nC1994).

Sun (1995) prescribed the interaction between simtyl and rule-based reasoning. The following rigléaken
from this work and placed within the context of abwess:

(S) Aboutness Similarity:

A~B BJ=C
AlEC

Reflexivity of aboutness, together with (S) yiettie conclusion A|=B from A~B. In other words, siarity is a
form of aboutness. Note that the soundness ofitiiezence is proportional to the integrity of thengarity rela-
tion.

The above combination yields a very common formabbutness reasoning pattern. For example, usmg si
larity as the starting point, one can reason thaluanbing device is about a plumbing apparatus:

device~ apparatus
plumbingd device~ plumbingd apparatus
plumbingd devicel= plumbing apparatus

Sun (1995) argues that information containment gpacial case of similarity. This is a contenti@ugument
that contradicts Brook’s study (1995). If we do @gtSun’s position, inconsistent aboutness infezsrmay occur
due to the well-known problems in inheritance rewsg. By way of illustration, fronpenguin— bird, one can
concludepenguin~bird Under the assumptidird|=fly, penguifj=fly could be inferred.

One way to avoid this problem is to introduce amative rule that states similarity is only permitteetween
information carriers with the same level of infoioa granularity:

A~B
A 4 BandB 4 A
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If this is too strong a restriction, then some nmatbhm must be introduced to order aboutness iné&gne.g.
by using weights. In short, similarity cannot bengyehensively studied with within a purely symbdliamework.

7. Theoretical Case Study: Monotonicity

Monotonicity is a property that has engendered idmrable attention because it is a property that ad-
versely affect the precision of an IR system (as wegued in Section 3). In this section, severalnpnent IR
models are placed within the perspective of thmipprty. First, the aboutness relation is definetkerms of the IR
model in question.

Definition 7.1 (Boolean retrieval aboutnesd)et document representatiahbe a conjunction of terms (atomic
propositions) drawn from vocabulary T. Let querype a Boolean formula whose atomic propositionsdreavn
from T and combined via the connectiviégconjunction),[J(disjunction) and- (negation). Then,

dj=5 g d-q-

In other wordsd is aboutq if and only ifg can be derived from document representatiqeee Bruza & Huibers
(1994) for more details). Note that in the Booleaodel, information composition is realized via logli conjunc-
tion.

Two versions of the vector space model will be stddlepending on the threshold value: (In vectaedasys-
tems, information composition is realized by veaddition.)

Definition 7.2 (Un-thresholded vector retrieval aboutned®t d andq be n-dimensional vectors, where n is the
cardinality of vocabulary T. Then,

d =y g = cosfl,q) >0-
Definition 7.3 (Thresholded vector retrieval aboutngdset d andq be n-dimensional vectors, where n is the car-
dinality of vocabulary T. Then,

d|= g = cos¢l,q) >0 whereo>0.

In probabilistic retrieval, aboutness between auhoent representatiod and a queryy depends on the event
“relevance” with respect to a probabilistic decisile.

Definition 7.4 (Probabilistic retrieval aboutne$d.et d andg be n-dimensional vectors, where n is the cardipalit
of vocabulary T, and R denote the relevance evemn,

d|=er g = Pr(R|d,q) >Pr(-R|d,q)

Proposition 7.11n the context of the aboutness properties {R, IR}

» Un-thresholded vector retrieval (UV) as definediefinition 7.2 supports {R, LM, RM}

* Boolean retrieval (BR) as defined in Definition &dpports {R, LM}

» Thresholded vector retrieval (TV) as defined in ibigfon 7.3 supports {R}

» Probabilistic retrieval (PR) as defined in Defioiti 7.4 does not support any of {R, LM, RM}

Proof:

uvV:

cos(d,q) will be greater than zero iff there exiataon-empty subset s of term$I{§ whereby &g and §1d.
In other words,|=,, is a particular implementation of overlapping abmst§=, . Therefore, from Proposition

3.1, |=,, Supports R, LM and RM.

BR:
- Reflexivity (R) is supported as d |- d.
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- Left monotonicity (LM) is supported as, given dj|-then for an arbitrary x,[d |- g.

- Right monotonicity (RM) is not supported. Given-dj| for an arbitrary x, d |-[d cannot be concluded
as the fact d |- x is unknown.

- Therefore,|=, supports R and LM.

TV:
- Risimplied by TV as cos(d,d)=1.
- In order to show LM, it must be shown that: for arbitrary x and under the premise cos(ddj)>
cos(dJx,q)>d. Consider the case where x contains many termsdihaot exist in d. In such a case it may
well turn out that the cosine is diluted to thergovhere cos(dx,q)<d. Hence, TV does not support LM.
(The argument that TV does not support right monitity (RM) follows a similar line).
- Therefore TV supports R, but not LM and RM.
PR:

- In order to show PR supports R, one must show BéR|d,d)>Pr¢ R|d,d), which simplfies to showing
Pr(R|d)>Pr6 R|d). This relationship need not hold for an amyitdocument d. So refexivity is not implied
by PR.

- In order to show LM, it must be shown that for ambigary x and under the premise
Pr(R|d,q)>Pr¢R|d,q), Pr(R|dx,q)>Pr&R|dIx,q). Consider the case where x contains many tehat
appear in irrelevant documents. In such a casayt well turn out that PHR|dx,q)>Pr(R|dIx,q). Thus,
PR does not support LM. (The argument that PR do¢support RM follows a similar line).

- Therefore PR does not imply R, LM and RM.

It is interesting to note that each of the aboveigeal models are examples of a particular clafssmadel. For
example, un-thresholded vector retrieval is an gdamof a naive overlap model in which aboutnesseitermined
by a non-zero level of overlap. Boolean retriexwabhin example of a containment model (see Wong. g(1#899)).
In other words a query q must be derivdtflem d, for d to be deemed about g. Containmetiteneal models are
also known as “exact-match” models. Thresholdedoseretrieval is an example of a more sophisticatedrlap
model wherein aboutness is determined by a thrdstietermining “sufficient” overlap. Finally, probidistic re-
trieval represents the class of models employirgy ghobabilistic decision rule. Figure 1 attemptsdipict the
above models in a spectrum defined by left andtrigbnotonicity. The black hole in the centre reprgs no
aboutness properties at all. Probabilistic modeés@aced in the middle of the spectrum as theyndbembody
any monotonic properties. They do not even embedigxivity, which, even though is not a monotonioperty,
has been added to the spectrum as a point of refereln other words, probabilistic models are futign-
monotonic. The thresholded overlap models are atsemonotonic with respect to aboutness, but thstrgyuish
themselves from the probabilistic models, as theyraflexive. Naive overlap models exist at tworertes. They
are fully monotonic (both left and right). On thther hand, the containment models are left monotohs a gen-
eral rule, the precision of a model is inverselpgortional to the degree of monotonicity. This sesfg that the
naive overlap models are the least precise followgdhe containment models followed by the non-ntoni
models. This is reflected by the circles in thepjraThe size of the circle depicts the number afubess infer-
ences present in the closure of an aboutness gy®dém involving on this rule. We can see, for eglnthat left
monotonicity (LM) implies cautious monotonicity (QMs the closure of the latter rule is a subsahefformer.
The larger the closure, the greater the probabdftynsound aboutness inferences.

An interesting class of retrieval models is notgemt in the spectrum, namely the models which arserva-
tively monotonic. The conservatively monotonic misdare interesting because there are indicatioas IR is a
conservatively monotonic, rather than non-monotgrizcess. Take, for example, query expansion. VWhgrand-
ing a query with additional terms, the terms addea not arbitrary. They must be chosen carefulby, iconserva-
tive monotonicity is at work here. We suspect ttedévance feedback is also fundamentally conserghtimono-

4 Strict inference is a form of information contaiemh (Bruza & Huibers, 1994; Van Rijsbergen 1989)
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tonic processes. In terms of aboutness, such madalsody properties such as QLM, CM, QRM, withowoal
supporting LM and RM. The authors are unaware of l&models, which fall into this class, howeveisitpossi-
ble that certain types of weighting schemes emploiyeconjunction with non-monotonic models may lxeato
simulate a form of conservative monotonicity. Waetgal. (1998) obtained a similar observation. Iltngortant
that this class of model be studied and developéey have the advantage over non-monotonic modeitheir
behaviour can be characterized by symbolic rulekimgathem more transparent than the "black holeh-no
monotonic models.

Degree of Left Monotonicty Degree of Right Monotonicty

»
»

‘Na'l've !
overlap Probabilistic Naive
Thresholded overlap

Containment overlay

Potential for precisio

» P
» <«

Figure 1: The spectrum of monotonicity

8. Discussion

We begin this section by relating the work presdriteprevious sections with previous major studiesabout-
ness. Much of the work presented here follows #mes philosophy as Huibers (1996). A major diffeeig the
framework chosen for formalization. Huibers usdsation theory, so concepts such as information pmsition
can be expressed in terms of set union. In addis@tmation theory allows the definition of pos#iand negative
information particles known as infons. This allo@smore detailed analysis of non-aboutness. Huildéstn-
guishes carefully between non-aboutness and aptxakss, the latter being expressed in terms oditheginfons.
Our framework lacks the expressiveness to modelabdutness, because we do not have the abilityxfress
negation. We feel that our framework can be extdndeinclude negation by defining it extensionalling infor-
mation preclusion. For example, the negation ofnrdormation carrier could be defined as the setarfiers which
it precludes. We also feel that for most applicasi of aboutness theory, the division between aissst and non-
aboutness, as presented in this account, is seiffici

Huibers introduces three forms of information comigion — union and intersection of sets of infoasd a
third form which operates directly upon the infofi$is permits a finer grain of analysis, but isslegneral than
ours as the formalization is dependent on situattheory.

The set of aboutness and non-aboutness propertigeged in this account is also distinct from thoséluib-
ers. Huibers tried to propose aboutness propeatsesompletely as possible. This is necessary toeinité func-
tionality of different IR models. However, in thgaper, we study the problem from another point iefw(i.e.
aboutness itself) and investigate various “reastaiadboutness properties. We argue that they ammddrom a
commonsense perspective. For example, Symmetnycisded in Huibers's framework because those IRatsod
supporting zero-threshold overlap would satisfystproperty. But it is dropped in our proposal as ceasider
aboutness fundamentally asymmetric. Even thoughesidtrmodels support Symmetry, this property is um opin-
ion unsound.

Hutchins (1977, p30) relates aboutness of a texhéosemantic networks drawn from it. He distingeis be-
tween the macro and micro structures of the testhlkare important with respect to aboutness. Urdegrframe-
work, we see the semantic network of the macroestine being based on the surface containment oglaéind the
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micro-structure being based on the deep (semantinjainment relation. In the Figure 2, the uppsetarepre-
sents the macro-level of the text, in which elersesftthe macro-structure are ordered via the serfamtainment
relation. In this way, the thematic progressiorthed text could be modeled. The lower level congdguhe micro-
structure of the text. The elements in this levelld be at a low level of information granularig.g. topics), and
their inherent informational ordering would be exgsed by the deep containment relation. Additi@xalressivity
at both levels is fostered by the information pusabn relation [l) and the similarity relation (~).

‘.

Macrc-structure [J)

[ ) Micro-structure )

Figure 2 Micro- and macro- structures of text

The aboutness can be formalized using our framewsrfollows. Extentional aboutness (Hutchins, 19¥2%)
has to do with the topics of component parts oéx.tThis can be modelled as the closure of an @iess proof
system constructed from the micro-structure. Intargl aboutness (Hutchins, 1977, p26) has to db thie topic
of the text at a more global level. This could bed®lled as the closure of an aboutness proof systematructed
form the macro-structure of the text.

Cooper (1971) subdivides the notion of relevante unility andlogical relevanceUtility has to do with the ultimate
usefulness of a piece of information to the usdreneas logic relevance has to do with the topielltedness. Placed
within these definitions, this work can be seemasttempt to formalize logical relevance by folimay commonsense
properties describing the aboutness relation. Nmutness and the interaction between aboutnessamdboutness are
also characterized, the latter via normative rulde properties are consolidated from the represigatwork in the area.
Our characterization of the aboutness relation sheeme similarities to the characterization of @refitial entailment
(Kraus, Lehmann & Magidor, 1990), with the primalijference in how conservative monotonicity is ddsed. These
differences suggest that aboutness relation idasintiut not identical to nonmonotonic consequence.

The aboutness theory presented here has been tbupde notions such as deep and surface contaigmefttrma-
tion preclusion etc. The question beckons — foctizal IR, how will these concepts be embedded &werking system?
It is true that current IR systems are not defimetdrms of these concepts mainly because theyotwiew retrieval as an
aboutness reasoning process. However informatiomatepts are in the background. We have seen #ie¢ wector
space retrieval can be driven by an aboutness gs@ém involving {R, LM, RM} (Lemma 3.1). Aboutresind preclu-
sion relationships can be derived via relevancdlfaek (Amati & Georgatos 1996, Bruza & van Lind®©8). For re-
stricted domains, information containment relatfops can be derived from ontologies, and the lkhen language
processing tools have advanced further, the cosceqter the aboutness theory could be applied tadre easily. More
sensitive IR systems would then result; in particdhose which are conservatively monotonic wittpeet to composi-
tion. The lack of such systems currently can bebatied in part to the inability to effectively "emtionalize" informa-
tion preclusion.

There has been a good deal of discussion in thideaabout compositional monotonicity simply besauhis prop-
erty has a direct bearing on the precision of asy&em. The spectrum presented in Section 7 dmlektended to in-
clude other rules prescribing guarded forms of nbomicity, e.g. Mix, And, etc. The position of a euin the spectrum
could be used to order the aboutness inferencésrespect to soundness. For example, there woulddse confidence
placed in an aboutness inference derived by Caufibanotoniticy than one derived by Qualified Lefoibtonicity, as
the former rule is more conservative (as seen bystke of its associated closure). In this wayeodndis on aboutness
inferences can be generated. An interesting ardarthier investigation would be to extend the wprkesented here to
cater for such orderings resulting in a symboliowhess system into which weighted IR systems eamdpped. It is our
feeling that some IR theory can be re-created gyrabolic framework which could possible extend éxlanatory
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power of IR theory. For example, such a framewody hend itself to explaining why certain weighirghemes are supe-
rior to others. In addition, we feel that aboushdeeory could also be applied to the followingaare

= |R functional benchmarkingsong, et al. (1999) and Wong, et al. (1998) psepahe methodology and the overall
strategy for aboutness-based functional benchnmauddriR as a complement of the traditional emplirapgproach
(performance benchmarking). Although the lattegasd at evaluating the performance of an IR systei®,unable
to assess its underlying functionality and explalty the system shows such performance. This problmbe over-
come by functional benchmarking, where aboutnemgsp central role.

= Query expansion/relevance feedbatkese are widely used techniques in IR, and cbaldescribed in terms of a
conservatively monotonic aboutness reasoning systarmmonsense properties of aboutness would foenbésis
of the inference rules guiding the query expangiatess. By way of illustration, based on some piinaboutness
axioms like surfing |= waves and associated préamigs conservative monotonicity would produce iefares like
surfing |= wavélconditions, wavEsurfing |= surfinglhawaii, whereby waveconditions and surfiighawaii would
be considered as possible expansions of “surfiBgiifa & Van Linder, 1998].

= |Intelligent information agentsAboutness and non-aboutness proof systems coulddseta make relevance deci-
sions.

9. Conclusions

A contribution of this paper is a set of aboutnasd non-aboutness properties which have been equraymbolically.

As a consequence, they are in the open for fudtssussion and elaboration. Our hope is that tligkypromotes a de-
bate on which properties of aboutness are usefillralevant for IR, thus expanding the boundariesRotheory. We

cannot claim the set of commonsense propertieg tithe set” which totally unravels aboutness, aod-aboutness, but
put them forward as a potentially useful set froholw further work can proceed. More specificathg following can be
concluded from this account:

* An analysis of a common form of aboutness use®jmbhmely aboutness defined in terms of overlapli@a preci-
sion degrading properties, in particular, monotityic

* We contribute to the evidence that aboutness imfagrently incomplete concept. Completeness candbéeved,
however, via the introduction of unsound rules.

» Aboutness can produce conflicting inferences (is@iancy). Most conflicts could be resolved videsings on
aboutness and non-aboutness inferences.

» The soundness of aboutness inference should beatexifrom cognitive studies which examine abowteason-
ing patterns.

* Most common IR models are either monotonic or n@matonic - another class of IR models, namely thbatare
conservatively monotonic is missing. Such modess iateresting for purposes for producing symbatifeience
foundation to query expansion and perhaps evenaete feedback.

*  Further work in aboutness should focus on incorfiageorderings on aboutness inferences, wherebyittering
reflects the confidence in the inferences.

In our opinion, a good understanding of aboutnafiday down significant theoretical groundwork iR research. This
in turn will lead to more effective IR systems.
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