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How to provide users a positive experience during inter-
action with information (i.e., the “Information eXperi-
ence” (IX)) is still an open question. As a starting point,
this work investigates how the emotion of interest can
be influenced by modifying the complexity of the infor-
mation presented to users. The appraisal theory of inter-
est suggests a “sweet spot” where interest will be at its
peak: information that is novel and complex yet still
comprehensible. This “sweet spot” is approximated
using two studies. Study One develops a computational
model of textual complexity founded on psycholinguis-
tic theory on processing difficulty. The model was
trained and tested on 12,420 articles, achieving a clas-
sification performance of 90.87% on two classes of com-
plexity. Study Two puts the model to its ultimate test: Its
application to change the user’s IX. Using 18 news
articles the influence of complexity on interest and its
appraisals is unveiled. A structural equation model
shows a positive influence of complexity on interest, yet
a negative influence of comprehensibility, confirming a
seemingly paradoxical relationship between complexity
and interest. By showing when complexity becomes
interesting, this paper shows how information systems

can use the model of textual complexity to construct an
interesting IX.

Introduction

The following is among the biggest challenges of infor-
mation systems but, in parallel, also the one that is ignored
most: Provide users a positive experience during interaction
with information (Belkin, 2008), that is, a positive “Infor-
mation eXperience” (IX). This challenge exists across many
domains, whether users are making critical professional
decisions or seeking casual social awareness. Although
systems can efficiently retrieve, aggregate, rank, filter, and
recommend information, the IX of a user is not evaluated as
part of a system’s usefulness. For example, information
filtering and recommending (IF&R) systems are based on
the assumption that selecting information based on its
topical similarity, selections made by other users, or the
characteristics of the user should lead to a positive IX (cf.
Konstan & Riedl, 2012). However, it could be argued that
“more of the same” may cause “diminishing returns,” gen-
erate filter bubbles with a limited degree of novelty (Ricci,
Rokach, Shapira, & Kantor, 2009) and be detrimental to
the IX. Similarly in information retrieval (IR) systems,
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Kuhlthau (2004), Arapakis, Jose, and Gray (2008), and
Bowler (2010) have observed the occurrence of a range of
negative emotions (e.g., irritation, anxiety, and despair)
during retrieval tasks.

To evaluate users’ IX, either positive or negative, one
cannot rely on system behavior alone. Moreover, it is
unclear what exactly constitutes a positive IX; nor is it clear
which emotional experiences are desirable or “useful”
during interaction or what their causes or effects are
(Arapakis et al., 2008; Belkin, 2008; Bowler, 2010;
Kuhlthau, 2004). There is a clear need to delineate what
constitutes a better IX and correspondingly a more positive
User eXperience (UX)—the complex fabric of thoughts,
feelings, and actions experienced during user interaction
(Hassenzahl, 2013). The IX is considered a subset of the
UX. The latter describes the experience during interaction
with all facets of a product, including its design and inter-
face. On the contrary, the former focuses only on one aspect:
the information. Although UX is a difficult concept to opera-
tionalize, it hints at the utility of incorporating emotion into
the realm of IX. A more proactive system might actively
attempt to affect the emotional state of the user, by targeting
emotions closely related to information seeking, such as
interest (Glassey & Azzopardi, 2011), certainty (Kuhlthau,
2004), and surprise (Arapakis et al., 2008).

As a starting point, this work investigates how the expe-
rience of the emotion of interest can be influenced by modi-
fying the complexity of the information presented to users.
Defining interest as an emotion allows one to characterize
interest by its cognitive, subjective, and physiological and
expressive response components (Silvia, 2008b), concretiz-
ing three aspects of the UX: the thoughts, feelings, and
actions, respectively. Furthermore, this allows one to iden-
tify the causes of interest—that is, learn the relationships
between stimuli and responses (see Interest section; Silvia,
2008b), in particular, the relationship between textual com-
plexity and an interest response. The emotion of interest
differs from the long-term interests usually modeled in IR
and IF&R systems. Whereas the importance of long-term
interests for explaining relevance decisions has been con-
firmed (Ruthven, Baillie, & Elsweiler, 2007), the role of
interest during information interaction is yet to be con-
firmed. Interest is believed to be key to a positive IX: The
“quality of experience seems to be an epiphenomenon of
interest” (Schiefele, 1996, p. 13) and to be part of an engag-
ing UX (O’Brien & Toms, 2008). Furthermore, the emotion
of interest has the potential to influence all other relevance
criteria users apply (i.e., affective relevance; Cosijn &
Ingwersen, 2000). By taking interest as a primary goal for
information systems, this article operationalizes the holistic
concept of the IX as the amendable goal of predicting if and
when a stimulus leads to an interest response.

Interest is regarded as an emotion associated with curi-
osity, exploration, information seeking, and learning. People
who experience an interest response are attracted to the
evoking stimulus (Silvia, 2008b). For example, when textual
stimuli raise an interest response, people experience a higher

level of arousal and process the text more deeply (Schiefele
& Krapp, 1996). However, a particular text cannot easily be
categorized as interesting or uninteresting by looking at
objective features derived solely from its content. Instead,
interest varies between people (not everybody finds the
same information interesting) and it varies within people
(something previously found to evoke an interest response
does not need to do so later) (Schraw & Lehman, 2001).
According to the appraisal theory of interest (Silvia, 2008b),
interest occurs after two consecutive subjective appraisals.
The primary appraisals evaluate stimuli by their “novelty-
complexity”: assessing whether the stimulus is sufficiently
novel and complex or too predictable and not challenging
enough to stimulate interest. The secondary appraisal evalu-
ates the “comprehensibility” of the stimulus, determining
the coping potential related to prior knowledge, available
resources, and so forth. For example, if a stimulus is too
complex, the coping abilities most likely do not suffice,
leading to a different emotion. A stimulus, then, fosters an
interest response if at the first stage appraised as novel and
complex, yet at the second stage appraised as comprehen-
sible (Silvia, 2006). Hence, we can define the “sweet spot”
between novelty-complexity and comprehensibility in
which interest peaks.

Textual complexity is key to both appraisal evaluations,
allowing us to approach the “sweet spot” of interest.
Although the complexity of a text can enhance the primary
appraisal, making a text more challenging, it can also
impair the secondary coping appraisal, if appraised as too
complex. The relation between textual complexity and
interest has been studied extensively from an educational
perspective, focusing mainly on one side of the complexity
spectrum: for complex stimuli, comprehensibility enhances
interest and learning. For example, Schraw et al. (1995)
found comprehensibility alone accounted for 36.63% of
variance in interest and 12.30% of variance in text recol-
lection, being the highest predictor for both interest and
recollection. Similar results were obtained by numerous
other studies (cf., Hidi, 1990; Schraw & Lehman, 2001).
Few studies have investigated the other side of the com-
plexity spectrum, where simplistic stimuli can induce
boredom. A notable exception for textual complexity is a
study by Schiefele (1996), who had high-school students
read texts below their reading grade level and found a
negative relation between verbal abilities and interest,
explaining the finding by noting the texts were “somewhat
easy for highly able readers” (p. 15). Hence, regarding
interest in text, little direct evidence exists for a positive
effect of textual complexity on interest.

Textual complexity is expected to be an important factor in
predicting interest, aside from the topical familiarity of the
user that is often implemented in IF&R systems (Van der
Sluis, Glassey, & Van den Broek, 2012). It has also been
identified as part of the relevance criteria users apply when
using IR systems (Barry & Schamber, 1998; Xu & Chen,
2006), besides topicality, which is generally regarded a pre-
condition to the importance of other types of relevance (Spink
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& Greisdorf, 2001). When included in its set of information
metrics, a metric of textual complexity allows an information
system to select information that is appraised within the
sweet spot of interest. However, for a metric of textual
complexity to actually influence the experience of interest,
the metric needs to be generic, that is, applicable to a variety
of data sets and reflective of subjective, experienced com-
plexity. This ensures that the metric actually predicts experi-
enced complexity for a multitude of (genres of) stimuli.
Although some studies explore the feasibility of a generic
metric, the actual genericity generally remains untested
(Benjamin, 2012). Notable exceptions are provided by
Collins-Thompson, Bennett, White, de la Chica, and Sontag
(2011), who use a readability metric to predict the time a user
of an IR system spends on a web page, and by Vor der Brück,
Hartrumpf, and Helbig (2008), who propose a solution in the
form of “deep” features (e.g., cohesion) reflective of cogni-
tive constructs (e.g., coherence) and test this solution using
subjective judgments of readability for a separate data set.
Hence, although some steps have been made toward a generic
model of textual complexity, the ability of such a metric to
actually influence the IX is unclear.

The hypothesis guiding this article is that information
systems can foster the experience of interest using a metric
of textual complexity, selecting information within the sweet
spot of interest—novel-complex while remaining compre-
hensible. Consequently, this sets the prediction that an infor-
mation system can actively construct part of the IX. This
article explores the hypothesis through two subsequent
studies. Study 1 develops a model of textual complexity that
can be applied in information systems. The model can be
expected to be predictive of experienced complexity by inte-
grating psycholinguistic findings on processing difficulty. A
classifier is trained and evaluated using a large data set
containing stimuli distinctive on textual complexity. Study 2
evaluates if and when textual complexity influences interest.
The model of Study 1 is directly applied in Study 2 to filter
complex and easy stimuli from a news corpus, making Study
2 an additional test case for the generic model from Study 1.
The effect of textual complexity is evaluated for both con-
secutive appraisals, appraised complexity and appraised
comprehensibility, and in relation to interest. Study 2

combines the model of Study 1 into an explanatory path
model.
The resulting combined model allows one to reflect on
whether and when complexity becomes interesting. The
connections between the two studies are shown in Figure 1.
The figure maps the development of the model of textual
complexity, which, in turn, is applied to foster an interest
response, to the resulting combined model of interest. The
combination of both studies shows the feasibility for future
systems to target the sweet spot of interest by adding a
model of textual complexity to its set of features. This is a
first step in better understanding the interplay of information
interaction and the experience of interest, and, accordingly,
at operationalizing the IX.

The remainder of this article is organized as follows: The
Background section provides a theoretical overview of
textual complexity, interest, and a review of the methods
used by IF&R and IR systems to select relevant information.
Study 1 is presented in the Study 1: Generic Model of
Textual Complexity section. Details are given on how a
model of textual complexity is built and trained and of a
data-driven evaluation of the model. Study 2 is presented in
the Study 2: Influencing Interest section. A user study is
described in which an interest response is fostered using the
developed model of textual complexity. Finally, the General
Discussion section discusses the findings and implications
of both studies.

Background

This section introduces the necessary background knowl-
edge on interest (see Interest section) and textual complexity
(see Textual Complexity section). Furthermore, the methods
and evaluative approaches on related systems are briefly
reviewed (see Information Systems section).

Interest

The study of interest and related epistemological emo-
tions has a long history. At the top of his list of passions,
Descartes (1649) listed the emotion of wonder, stating its
role in motivating people toward certain actions, such as the

FIG. 1. Flow diagram of the design of and relation between Study 1 and Study 2. Processes are denoted by rounded rectangles and objects (e.g., results
or data sets) by square rectangles. Study 1 and Study 2 are contrasted by the borders: respectively, a dotted and a dashed border. Each of the rectangles
represents a subsection of this paper.
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desire to learn. A tamer version of wonder, interest, has
received considerable attention: Its determinants, conse-
quences, and components have been studied (Silvia, 2008b).
Interest is characterized by a cognitive component
(appraisal), a subjective component (feeling), and physi-
ological and expressive components (movement of muscles
in the forehead and eyes, faster speech rate, and greater
frequency range) (Banse & Scherer, 1996; Hess & Polt,
1960). These are all typical features of emotions (Lazarus,
1991), supporting its status as an emotion. This section
elaborates on both the consequences and the determinants of
interest, highlighting the importance of interest and theories
on the causes of interest.

The momentary emotion of interest differs from the long-
term interests1 often implemented in IR and IF&R systems
(see Relevance subsection). Although interests are important
to explain the relevance decisions that users make (Ruthven
et al., 2007), they do not necessarily lead to interest and
interest does not directly lead to (but is a requirement for)
the development of interests (Silvia, 2001). In other words,
interests can be seen as a determinant as well as a conse-
quence of interest, the importance of which is highlighted in
the following two subsections.

Consequences. The importance of interest has long been
noted for various cognitive processes, for example, for
learning (Schiefele & Krapp, 1996), problem solving
(Bowler, 2010), and motivation in general (Reeve, 1989).
Subjects acquire a higher depth of comprehension, apply
better learning strategies, and have an overall more enjoy-
able (learning) experience when texts evoke interest
(Schiefele, 1996; Schiefele & Krapp, 1996). As Jonassen
(2000) summarized: “Students think harder and process
material more deeply when they are interested” (p. 71).
Three consequences are highlighted: long-term interests,
motivation, and the overall IX.

Although many theories on the development of long-term
interests exist, the consensus is that the repeated experience
of interest is needed for the development of interests. The
contemporary model by Hidi and Renninger (2006) illus-
trates this consensus. They propose a four-stage model of the
development of long-term interests based on a wide range of
findings on the topic: (a) triggered “situational interest,” (b)
maintained “situational interest,” (c) emerging “individual
interest,” and (d) well-developed “individual interest.” In
this article, “situational interest” can be regarded similar to
the emotion of interest and “individual interest” to long-term
interests. This four-stage model clearly shows the impor-
tance of interest for the development of interests, although it
also indicates this is a lengthy and complicated process for
which a repeated experience of interest and a prolonged
motivation are required.

Interest is a primary determinant of motivation: Motiva-
tion starts with interest by arousing the initiation of

attention and exploratory behavior and then interacts with
enjoyment in sustaining a persistence in an activity (Reeve,
1989). Although interest is a positive emotion, interest is
distinctively different from enjoyment. Where interest gen-
erally occurs for novel and complex things (see Determi-
nants section), enjoyment occurs for familiar and
(somewhat) easy things. This indicates an orthogonal rela-
tion between interest and enjoyment. This type of relation
has been confirmed by a qualitative study on the emotions of
adolescents during search, showing interest can lead to
explorative behavior, yet also cause frustration (Bowler,
2010). However, this is not a necessity. Theories of user
engagement illustrate this (O’Brien & Toms, 2008). For
example, a flow experience, the feeling of complete and
energized focus in an activity with a high level of enjoyment
and fulfillment, shows that interest and enjoyment can be
aligned (Csikszentmihalyi, 1991). For flow, a balance
between challenge and skills is of prime importance, imply-
ing that complex things provoking an interest response can
be followed by an enjoyable and motivated experience.

The distinction between interest and enjoyment makes
the relation between interest and IX less than trivial, where
interest does not always lead to an enjoyable experience
(Bowler, 2010) but can coexist (e.g., during a flow experi-
ence) (O’Brien & Toms, 2008). Furthermore, there can be
too much of a good a thing: Too many interesting objects
could lead to a negative IX (Glassey & Azzopardi, 2011).
For the evaluation of information systems, this posits a
problem: Although the task of a recommender system is to
invoke interest (see Performance and Evaluation subsec-
tion), a balance may be required to achieve a positive IX
(Glassey & Azzopardi, 2011).

Determinants. Early theories on interest focus mainly on
textual characteristics causing interest. Berlyne (1960) was
among the first to comprise a list of collative variables,
properties of textual stimuli associated with an interest
response: novelty, surprisingness, incongruity, complexity,
variation, and puzzlement. Interest, however, is particularly
difficult to predict because of within- and between-subject
variation. The former indicates that something that is inter-
esting today may not be so tomorrow or the next month.
The latter indicates that something interesting for one
person may be uninteresting to another person (Silvia,
2008b).

Later theories, including a later position taken by
Berlyne (1975), emphasize the role of subjective judg-
ments and related personal states and traits, acknowledging
the variation of interest. Proceeding with this position,
Schraw and Lehman (2001) extended and categorized
causes for interest in text, differentiating between person-
alized interests (i.e., long-term interests) and situational
interest (i.e., short-term interest), where situational interest
is an interplay between text characteristics, task context,
and the knowledge of the reader. With a focus solely on
short-term interest, the appraisal theory of interest provides
insight into the complex interaction between user, task, and

1The plural interests are used for stable, topical interests. The singular
interest refers to the emotion of interest.
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event. It explains using two subjective appraisals when the
emotion of interest occurs and how to predict it.

The appraisal theory of interest (Silvia, 2008b) fits into
the general appraisal theories of emotion (Ellsworth &
Scherer, 2003). The contemporary appraisal theories of
emotion state that the experience of an emotion, including
interest, is dependent on two consecutive appraisals
(Ellsworth & Scherer). The primary appraisal evaluates a
situation’s significance regarding a person’s well-being.
This appraisal is a highly automated evaluation of stimulus
characteristics. At a primitive level this includes an evalu-
ation of stimulus intensity. At a higher level this appraisal
depends on the predictability or familiarity of a stimulus
and on the valence or intrinsic pleasantness of the stimulus
with regard to a person’s needs, goals, and values. The
secondary appraisal assesses our ability to deal with the
situation, that is, the coping potential. The ability of a
person to change the situation and its consequences deter-
mines the response (e.g., fight or flight; Ellsworth &
Scherer, 2003). The appraisal is proactive, going beyond
the current stimulus and evaluating possible outcomes.

For interest, the primary appraisals evaluate stimuli
by their “novelty-complexity”: assessing whether the
stimulus is sufficiently novel and complex or too predict-
able and not challenging enough to stimulate interest.
This appraisal is a subjective successor of the (objective)
collative variables identified by Berlyne (1960). The
“appraised comprehensibility” is the operationalization of
the secondary appraisal for interest. It determines the
coping potential related to prior knowledge, available
resources, and so forth (Silvia, 2005). For example, if a
stimulus is too complex, the coping abilities will probably
not suffice, leading to a different emotion than interest.
The importance of comprehensibility for interest has been
confirmed with expository science texts in which people
were more interested when they were better able to under-
stand it (Connelly, 2011), and in a study on learning from
text, where interestingness was found to correlate with
comprehensibility, familiarity, and concreteness (Sadoski,
2001).

Ample evidence exists of the importance of other deter-
minants next to long-term interests in evoking an interest
response. Textual complexity is one of them, as it is
expected to influence both the primary and secondary
appraisal (see the Introduction).

Textual Complexity

Many attempts have been made to predict the process-
ing difficulty a user has with a text via the analysis of
textual complexity—those features of a text that make
it easier or harder to process. Processing difficulty is
commonly described as the measurable effort required
to process a new token of information (Jaeger & Tily,
2011). Processing difficulty, according to the verbal effi-
ciency theory (Perfetti, 1988), propagates bottom-up: when
lower-level interpretations of (the tokens of) a text fail,

higher-level interpretations are also incorrect. Accordingly,
three levels of interpretation can be discerned: word, sen-
tence, and discourse. Different influences on processing
difficulty can be identified at each level, namely, at word
level, word decoding and vocabulary access; at sentence
level, syntactical analyses and semantic interpretation;
and, at discourse-level sentence integration and inference
processing.

For comprehensibility, evidence for the propagation of
processing difficulty is not unequivocal: less-than-optimal
word processing may be sufficient for good discourse
comprehension (Long, Wilson, Hurley, & Prat, 2006). This
indicates a difference between processing difficulty and
comprehension, where difficulties at the word-level may
contribute to processing difficulty, but not per se hurt
comprehensibility. A similar relation can be expected for
interest, where processing difficulty may enhance the
primary novelty-complexity appraisal without significantly
influencing the secondary appraisal of coping potential and,
consequently, increase the experience of interest.

To prevent a lengthy recap of models of reading, only the
core effects known to influence processing difficulty are
reviewed, divided into word, sentence, and discourse-level
effects. For the interested reader, we refer to Rayner and
Reichle (2010) for an overview of contemporary models of
the reading process.

Word-level effects. Using a memory-based theory of word-
level processing difficulty, two types of effects can be dis-
cerned: isolated and interword effects. In a memory-based
account, each word has a certain level of activation, where a
higher level of activation eases the access to a word. The
baseline activation of a word is explained by isolated word
effects (Jaeger & Tily, 2011). Besides the baseline activa-
tion, the level of activation can be increased by foregoing
words. These interword effects give rise to (a) boosts in
activation due to previous retrievals (i.e., repeated access)
and (b) spreading activation to similar elements in memory
(Jaeger & Tily, 2011).

Isolated word effects are of a lexical nature, implying that
a reader has some kind of innate lexicon in which words are
searched and meaning is found. Two types of variables can
be differentiated: orthographic and semantic. Key ortho-
graphic variables of influence on word recognition are word
length, word frequency, familiarity, and age of acquisition.
Measures for word length are given in Equations 1 and 2
(see Traditional subsection) and for word frequency in
Equations 3 (see Traditional subsection) and 5 (see Lexical
Familiarity subsection). Key semantic variables are con-
creteness and meaningfulness (Balota, Yap, & Cortese,
2006). All of these isolated word variables are correlated.
More frequent words tend to be shorter, more familiar,
and acquired earlier on in life (Balota, Cortese,
Sergent-Marshall, Spieler, & Yap, 2004).

Interword effects are those where the processing of a
word is influenced by a foregoing word (i.e., priming
effects). Again, two types of effects can be differentiated:

1482 JOURNAL OF THE ASSOCIATION FOR INFORMATION SCIENCE AND TECHNOLOGY—July 2014
DOI: 10.1002/asi



orthographic and semantic. With orthographic priming,
word recognition is improved when a word shares (more)
letters with its prime. With semantic priming, word recog-
nition is improved when a word is associated with its prime
(Balota et al., 2006). Examples are the combinations
“couch-touch” for orthographic priming and “feel-touch”
for semantic priming. Measures for orthographic priming
are given by Equations 6 and 7 (see Priming subsection).

Sentence-level effects. Theories of sentence-level effects
on processing difficulty fall into two broad categories—
memory-based accounts, explaining difficulty because of
some limited resource, and constraint-satisfaction accounts,
explaining difficulty by the probability of a processed struc-
ture: Infrequent or unexpected words or structures are more
difficult to process.

A contemporary memory-based theory is the
dependency-locality theory (DLT). The DLT states that a
reader, while reading, performs a moment-by-moment inte-
gration of new information sources. This implies an evolv-
ing structure is kept in mind, keeping track of what is just
read (i.e., storage costs). Next to keeping the evolving struc-
ture in mind, it is the integration of new information into the
current structure that requires resources (i.e., integration
costs). Hence the bigger the structure, or the larger (longer)
the connections within the structure, the more is used of a
limited resource (Gibson, 2000). The DLT is particularly
capable of explaining the processing cost of normal sen-
tences, contrary to syntactically ambiguous ones. This
makes the DLT particularly suitable as a measure of pro-
cessing difficulty. Equation 8 (see Dependency-Locality
subsection) defines a measure of integration costs.

Constraint-satisfaction accounts use the informativeness
of a new piece of information to predict its required process-
ing effort. The resources needed to process a piece of infor-
mation are related to its informativeness: More information
takes more resources to process. Surprisal assumes multiple
options are activated simultaneously, where each new piece
of information constrains the array of possibilities: The
probability mass decreases. The bigger the decrease in prob-
ability mass, the higher the informativeness of a new piece
of information was, which, in turn, leads to higher process-
ing complexity and longer reading times. However, this
account is mainly able to differentiate between common and
rare (e.g., syntactically ambiguous) sentences (Jaeger &
Tily, 2011), making it less suitable to indicate the processing
difficulty of common sentences.

Discourse-level effects. On a discourse level, a reader
interacts with a text to form a mental representation of the
described situation. The creation of this mental representa-
tion, or situation model, is an interplay between the infor-
mation provided by the text and the background knowledge
of a user (Kintsch & van Dijk, 1978). The integration of
incoming information with the current situational model can
be facilitated by the degree to which a reader can connect
incoming information with prior information either in the

stimulus (i.e., cohesion) or in memory (i.e., knowledge). The
resulting mental model is more coherent when either the text
is cohesive or the reader has enough knowledge to fill gaps
of information (Benjamin, 2012).2

Morris and Hirst (1991) argued that cohesion is formed
by lexical chains, that is, sequences of related words span-
ning a discourse topic. A cohesive text can then be charac-
terized as having dense lexical chains. Such chains can be
identified on a semantic level and on a linguistic level. At a
semantic level, this can be operationalized as semantic relat-
edness: The more related a new piece of information is to the
foregoing information, the easier it is to integrate the new
information. At a linguistic level, repeated mentions refer-
ring to the same (linguistic) entity provide cues on how to
relate incoming information to the active mental represen-
tation of a text. These effects can be explained using a
memory-based account, where spreading activation eases
the connection of new information. Partly, cohesion is mea-
sured by the orthographic repetition measures defined in
Equations 6 and 7 (see Priming subsection).

The effects outlined in this section form the theoretical
environment used to operationalize the concept of textual
complexity in Study 1 (see Study 1: Generic Model of
Textual Complexity section). The use of well-known core
psycholinguistic effects contributes to the validity of the
manipulation of novelty-complexity and comprehensibility
in Study 2 (see Study 2: Influencing Interest section).

Information Systems

This section consists of two parts. First, a short overview
is given on the notion of relevance and its implementation in
both IR and IF&R systems. Second, the performance of both
types of systems is reviewed with a focus on methodology
related to the complexity of defining and measuring
relevance.

Relevance. As posited by Belkin and Croft (1992), IF&R
systems and IR systems form two sides of the same coin.
Both deliver information that is relevant to the user. Even
when relevance is not explicitly implemented through
algorithmic relevance, it operates as an “invisible hand”
(Saracevic, 2007, p. 1916) underlying a wide range of infor-
mation systems. This is described next for IR and IF&R
systems while highlighting the importance of other factors
often not covered by algorithmic relevance.

IR systems retrieve information that is relevant to a query,
information need, and task (Saracevic, 2007). The contem-
porary implementation of relevance in IR systems compares

2Coherence refers to how propositions are connected in a reader’s
mental representation (a psychological construct), whereas cohesion refers
to the connectedness of propositions to one another within in a text (a
textual construct).
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the topics expressed in a query with the topics expressed in
documents to determine the degree of similarity, that is, the
degree of topicality. This implementation is based on the
assumption that topicality is objective or static and excludes
other relevance criteria. Nonetheless, subjective relevance,
which encompasses the relevance criteria that users apply
during information interaction, includes relevance criteria
other than topicality that also play a role during an informa-
tion search session. For example, Barry and Schamber
(1998) derived a set of criteria from two studies: depth or
scope, validity, clarity, currency, tangibility, quality, acces-
sibility, availability, verification, and affectiveness. Xu and
Chen (2006) showed that numerous criteria can be reduced
to a core set of five that indicate relevance: topicality,
novelty, reliability, understandability, and scope. These
studies indicate that aspects of novelty, complexity, and
comprehensibility are part of the subjective relevance crite-
ria users apply. For IR tasks, these criteria likely follow after
topicality has been satisfied (Spink & Greisdorf, 2001) and
are usually not reflected by algorithmic relevance. The value
of novelty and complexity has been explored in the context
of IR systems. For example, the Text RE-trieval Conference
(TREC) novelty track defined the challenge of finding
information that is both relevant and novel. However, here
novelty refers to returning a diverse set of information
with respect to a query instead of novel information with
respect to a user (Carbonell & Goldstein, 1998; Soboroff &
Harman, 2005). Furthermore, Collins-Thompson et al.
(2011) showed the value of a readability metric in pre-
dicting the dwell time (indicative of relevance) of a user
for a search result. The difference between snippet and
page readability explained 69% of dwell times less
than 120 seconds, suggesting the importance of complexity
for IR.

Herlocker, Konstan, Terveen, and Riedl (2004) stated
that the goal of an IF&R system is to “recommend items
based on the likelihood that they will meet a specific user’s
taste or interest” (p. 23). This suggests that the value of
IF&R is to foster the emotion of interest. Yet, current IF&R
systems do not directly focus on the experience but rather on
the long-term interests of a user. Three types of filtering
methods can be distinguished: content based, collaborative,
and property based (Hanani, Shapira, & Shoval, 2001).
These techniques can be summarized as selecting informa-
tion based on an area of interest based on what similar users
found interesting and based on a model of the knowledge or
interests of the user. This can be interpreted as the topicality
of information relative to the long-term interests of the user
and is comparable with the interpretation of objective rel-
evance for IR systems. The focus on topicality leads to the
so-called serendipity problem, where IF&R systems
“produce recommendations with a limited degree of
novelty” (Ricci et al., 2009, p. 79). Methods that diversify
the recommendations have been proposed to counter the
limited degree of novelty (Konstan & Riedl, 2012). The
serendipity problem signifies the difference between long-
term interests and the emotion of interest, and shows the

value of other aspects of relevance such as novelty in creat-
ing the IX of interest.

Performance and evaluation. Algorithmic relevance is
generally evaluated via objective relevance, that is, an objec-
tive relation between a query (or user model) and a docu-
ment. However, as we show next, a complicated relation
exists between objective relevance, subjective relevance,
and the IX, which creates a need for novel evaluative
approaches.

For IR, the ground truth that is used to evaluate algorith-
mic relevance is commonly generated by information
experts who assess whether a document is relevant to a
query (i.e., the Cranfield paradigm; Voorhees, 2002). The
validity of this ground truth is testified to by a positive
relation between objective relevance and satisfaction
(Gluck, 1996; Huffman & Hochster, 2007), although it is
unclear exactly what indicators give an optimal prediction of
user satisfaction (Su, 1994), something partly shown by the
continuous search for new relevance indicators (Borlund &
Ingwersen, 1998; Demartini & Mizzaro, 2006). Various dif-
ferent evaluative approaches have been suggested that
include the user in the evaluative model. The interactive IR
evaluation model (Borlund, 2003) aims for ecological valid-
ity by mimicking real tasks and, accordingly, creating real
information needs in actual users. Inherent to the model is
the use of alternative performance indicators that compare
objective relevance with subjective relevance and, possibly,
the user experience (Borlund & Ingwersen, 1998).

The classic approach to evaluating the performance of
IF&R systems is by their accuracy. Consider a system con-
taining (e.g., movie) ratings by a user, then the accuracy is
the ability of the system to predict (withheld) ratings. A
“magic barrier” in performance seems to have been reached
where many algorithms do not cross a mean absolute error
of 0.73, presumably because of natural variability
(Herlocker et al., 2004). This idea has been supported by the
finding that people provide inconsistent ratings for the same
item when asked at different times (Hill, Stead, Rosenstein,
& Furnas, 1995). The magic barrier of performance as mea-
sured in accuracy or error rate highlights the need for other
evaluation methods and metrics, more predictive of user
satisfaction (Konstan & Riedl, 2012). Novelty, as opposed to
accuracy, and even serendipity have been proposed as
important evaluative criteria for IF&R systems (Herlocker
et al., 2004).

The relation between objective relevance, subjective rel-
evance, and possibly the IX is unclear (Borlund, 2003).
Similarly, the performance on the core task of an IF&R
system, as measured by accuracy, provides little insight into
the resulting IX (or UX) of a recommender system (Konstan
& Riedl, 2012). Knijnenburg, Willemsen, Gantner, Soncu,
and Newell (2012) presented a user-centric evaluation
framework for IF&R systems aimed at their UX. It consists
of three sets of variables: objective system aspects (i.e.,
algorithmic elements), subjective system aspects (i.e.,
appraisals of the objective system aspects), and experiential
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aspects (i.e., system, process, and outcome related). This
framework overlaps with the perspective outlined by the
interactive IR evaluation model (Borlund, 2003) in that it
differentiates between objective relevance (i.e., objective
system aspects) and subjective relevance (i.e., subjective
system aspects). The approach taken in this article fits in the
evaluative framework for IF&R systems (Knijnenburg
et al.): Textual complexity is evaluated as an objective
system variable in Study 1 (see Study 1: Generic Model of
Textual Complexity section), as well as by its subjective
counterparts appraised complexity and appraised compre-
hensibility in Study 2 (see Study 2: Influencing Interest
section). As the remainder of this article shows, such a
user-centric evaluation allows us to evaluate different
aspects of relevance, such as textual complexity, and include
(part of) the IX of the user.

Study 1: Generic Model of Textual Complexity

Introduction

The facets of processing difficulty described in the
Textual Complexity section can be translated to metrics,
allowing for an information system to include an indication
of processing difficulty in its judgments. So-called readabil-
ity metrics have been devised to make inferences at each
level of processing difficulty: word, sentence, and discourse.
As early as 1923, Lively and Pressey introduced the first
objective readability formula. Such traditional formulas use
basic word length as indication of word-level effects (e.g.,
decoding and lexical access) and sentence length as indica-
tor of sentence-level processing difficulty (e.g., syntactic
complexity). Examples are the Flesch Reading Ease Scale
(Flesch, 1948), ranging from 0 to 100 and based on the
words per sentence and the syllables per word; the Flesch-
Kincaid Readability formula (Kincaid et al., 1975), indicat-
ing the reading grade level; and the New Dale-Chall
Readability Formula, based on the words per sentence and
number of unfamiliar words (Fry, 2002).

Modern approaches to readability analysis define more
accurate indicators, using next to the traditional formulas
two types of state-of-the-art techniques: language models
and deep features. A language model gives the probability
that a piece of text is written using a certain language
(model). By its definition it is a model of language rather
than a model of readability. A language model can be
applied as a model of readability when, for a certain group of
users, a representative data set is available, that is, represen-
tative of the language used at a certain level of complexity.
Language models often achieve good results. For example,
Collins-Thompson and Callan (2005) showed it is possible
to distinguish 9 (of 12) grade levels with a maximum error of
2 grade levels. Applied to general text classification tasks,
language models can achieve very high classification perfor-
mance. For example, on the 20 Newsgroups data set, Peng
and Schuurmans (2003) achieve 89.08% performance in
distinguishing 20 categories using language models as input
to a naive Bayes classifier.

Contrary to shallow features, which are simple proxies of
textual complexity, deep features are reflective of psycho-
logical processes (Vor der Brück et al., 2008). Few systems
apply deep features to detect (aspects of) textual complexity.
Coh-Metrix is a well-known system, applying cognitively
inspired indexes including deep features to indicate the
cohesion of a text (Graesser, McNamara, Louwerse, & Cai,
2004). Combined with a few shallow (traditional) measures,
these techniques explained 76.3% of variance in textual
cohesion using discriminant analysis on a two-class problem
with a small data set of 38 items (McNamara, Louwerse,
McCarthy, & Graesser, 2010). Applied to textual complexity
research, Crossley, Greenfield, and McNamara (2008)
showed how a model based on three criteria of the Coh-
Metrix system correlates highly (r = .925) with Cloze test
results.3 Another more recent system is DeLite (Vor der
Brück et al., 2008). It uses deep features to heighten its
(construct) validity. Compared with the traditional Flesch-
Kincaid formula, DeLite’s readability predictions correlated
more highly with participants’ difficulty ratings (r = .43 vs.
r = .53, respectively). However, the predictions accounted
for only 28% of the variance among ratings.

The most successful approaches combine traditional
methods and state-of-the-art techniques to predict readabil-
ity. For example, Feng, Jansche, Huenerfauth, and Elhadad
(2010), using the power of language models together with a
wide range of criteria, achieved a classification accuracy
of 74% against 37.8% baseline accuracy. However, as
explained next, a lack of construct validity and possible
overfitting make it hard to compare and interpret the
reported performance by state-of-the-art systems. Moreover,
although a pivotal requirement, the predictive validity of the
systems generally remains untested (Benjamin, 2012).

Predictive validity refers to the capability of measures of
textual complexity to actually predict subjectively experi-
enced complexity (e.g., appraised complexity) (Cronbach &
Meehl, 1955). This was already stressed for the evaluation of
IF&R and IR systems (see Performance and Evaluation sub-
section): Objective system aspects should reflect the subjec-
tive perception of these aspects. To assure the potential for
predictive validity, this study develops a generic model of
textual complexity not susceptible to overfitting and ensur-
ing construct validity. However, the actual test of the pre-
dictive validity of the model is done in Study 2 (see Study 2:
Influencing Interest section), applying the model to a differ-
ent data set and comparing its predictions with ratings of
appraised complexity.

Overfitting is caused by either a lack of separation or a
lack of difference between training and test sets, leading to
unexpected results when a model is applied to different data
sets. Two guidelines are adhered to in this study to prevent
overfitting: independency of semantics and independency
of text length. First, semantic independence allows the
applicability to a broad range of data sets. Although a

3In a Cloze test, the xth word is left out for test subjects to fill in.
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dependency on a syntactic level remains, restricting the
applicability to the English language, it can be achieved on
a semantic level by excluding any features that (also) model
the meaning of words (e.g., language models). Second,
length independence is required for a generic model of pro-
cessing difficulty. Although sometimes implemented in
models of readability, the amount of information is different
from processing difficulty. For example, an expository text
will be longer yet easier to read than an encyclopedic text,
yet the former likely contains more information, both seen
as text length and the width of concepts. Accordingly, this
study approaches processing difficulty as the moment-by-
moment effort needed to read part of a text, irrespective of
the total length of a text.

Construct validity is the degree to which a metric actually
measures its associated construct (Cronbach & Meehl,
1955). For a measure of textual complexity, construct valid-
ity is concretized as the degree to which the methods are
reflective of (subsets of) experienced processing difficulty,
that is, deep features. A lack of construct validity raises
doubts to what actually is classified. Hence readability
metrics should reflect user-centered facets of processing dif-
ficulty. Accordingly, rather than aiming for classification
performance, this study develops a generic model based on
a user-centered notion of processing difficulty. The psycho-
linguistic facets of processing difficulty as described in the
Textual Complexity section form the basis for this user-
centered model.

Study 1 develops and evaluates a classifier system pre-
dictive of textual complexity, borrowing from the tech-
niques used by similar systems, yet incorporating the
theoretical background on textual complexity described in
the Textual Complexity section. The model is largely
semantically and length independent, making it a generic
model of textual complexity. The Features section
describes the core of the system: its features. The classifier
is trained and evaluated on a large data set distinctive in
textual complexity, described in the Method section. The
resulting model is given in the Results section. The result-
ing classifier system is used in Study 2 (see Study 2: Influ-
encing Interest section) to manipulate interest and its
appraisals by filtering texts of different complexity, verify-
ing its applicability to different data sets, and testing its
predictive validity.

Features

Four approaches to compute textual complexity are
briefly addressed: traditional, lexical familiarity, priming,
and dependency-locality. These approaches are particularly
useful for large-scale application because of their low com-
putational complexity, as they either use simple word-
based representational models or highly optimized parsers.
Moreover, they cover word-level (both isolated and inter-
word), sentence-level, and (indirectly) discourse-level
effects. This section describes features for each of the
approaches.

Because the goal is to give an indication of the textual
complexity of a text, those features defined at a smaller
granularity, such as at a sentence or word level, are aggre-
gated by deriving their statistical mean.

Traditional. Many readability formulas have been devised,
all relating a common set of variables to some practical,
dependent variable such as a reading grade level (DuBay,
2007). Instead of reviewing all the different formulas, only
the common parameters are added that are shared by most of
these traditional formulas. The exact, usually linear, model
connecting the parameters to the dependent variable are left
over to the classification process described in the Classifi-
cation section. Not all parameters used as traditional criteria
can be captured using algorithms, and many parameters are
subsets of a few basic ones. Hence only the basic parameters
are reported.

First, an indication of word length is used as indication
for the semantic difficulty of a word (Fry, 2002). Word
length can be defined in characters and syllables.

Feature 1: word length in characters c per word w, |c ∈ w|.
Feature 2: word length in syllables s per word w, |s ∈ w|.

Second, an indication of the commonness of words is
used, indicative of word frequency. A popular one is the Dale
list of 3,000 common words (Chall & Dale, 1995).

Feature 3: frequency of words on the Dale list of common words
D in a text T,

{ }
.

w T w D

w T

∈ ∈
∈
|

Third, the length of a sentence is related to syntactic
difficulty (Fry, 2002). Length can also be defined in numer-
ous units. Being the most common one, only words per
sentence is defined.

Feature 4: sentence length in words w per sentence S, |w ∈ S|.

Lexical familiarity. Lexical familiarity indicates how
familiar a reader is with a word. The most salient measure of
lexical familiarity is printed word frequency. It influences a
reader’s fixation duration, where more frequent words take
less initial processing time (Inhoff & Rayner, 1986). This
effect is even observed when controlling for word length,
number of syllables, and bigram and trigram frequency (i.e.,
the frequency of the sequence of a word and its, respectively,
two or three neighboring words). Also, high-frequency
words are more likely to be skipped than less frequent words
(Reichle, Pollatsek, Fisher, & Rayner, 1998). Indicated in
the Word-Level Effects section, word frequency is highly
correlated with other key variables of influence on word
recognition such as word length, familiarity, and age of
acquisition, confirming the robust role of printed word
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frequency. Hence printed word frequency is defined as a
proxy for how familiar a reader likely is with a word, that is,
as a measure of lexical familiarity:

Feature 5: a logarithm of the word count c in a representative
collection of writing, log c.

A representative corpus of writing is to be used for the
frequency counts. In this study, the Google Books N-Gram
corpus (Michel et al., 2011) is used (see Feature Extraction
section). The use of a logarithm is congruent with Zipf’s law
of natural language, stating that the frequency of any word is
inversely proportional to its rank in a frequency table (Zipf,
1935). Although this measure resembles the inverse docu-
ment frequency metric that is common in IR, word fre-
quency metrics are common in psycholinguistics and
studied extensively in relation to processing difficulty.
Hence the word frequency feature is preferred to ensure
construct validity.

Priming. Numerous studies of priming have shown that a
target string is better identified when it shares letters with the
prime. This holds for identity priming (repeating the prime),
as well as form priming (using a partly different string).
Although more vulnerable when extrapolated to a sentential
or discourse context, the lexical repetition effects remain.
This is confirmed by eye-tracking studies, where, within a
meaningful context, word repetition decreases early eye
fixation measures indicative of lexical access (Ledoux,
Camblin, Swaab, & Gordon, 2006).

From an information theoretic point of view, repetition
creates a form of redundancy that can be measured in terms
of entropy. The information rate of a channel is given by its
entropy in bits per symbol. Entropy is a measure of the
uncertainty with a random variable. It defines the amount of
bits needed to encode a message, where a higher uncertainty
requires more bits. Consider a variable χ with a probability
distribution p(x) for every value x in χ. Then the entropy is
defined as (Shannon, 1948):

H p x p x
x

χ
χ

( ) = − ( ) ( )
∈
∑ 2 log . (1)

For longer sequences, entropy can be defined as well. If
we define a range of variables χ1 . . . χn containing the joint
probabilities p(x1 . . . xn) of a sequence x1 . . . xn, then the
joint (or n-gram) entropy is given by (Cover & Thomas,
2006):
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The variables χ1, . . . , χn are derived directly from the
occurrences of (joint) values in a text T. However, basing
these variables on a whole text T gives a measure of the
amount of information in T. Because the interest is in
writing style rather than text size, a sliding window entropy

(SWE) will be calculated with a window size w over a text
length N:
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Here, χ derives the joint distributions χ1, . . . , χn from the
sequence of symbols xi−w, . . . , xi.

The SWE has several benefits over other size-corrected
measures. First, when correcting for the size by calculating
the entropy ratio, the ratio between H(χ) and the entropy of
a uniform distribution, the influence of text size on the
distribution is still profound: Longer samples have an inher-
ently different distribution compared with shorter ones.
Second, psycholinguistic effects of priming are vulnerable
to distance: Farther away primes are less effective (Ledoux
et al., 2006), making SWE a measure more in accordance
with observations on psycholinguistic priming. Third, SWE
can be interpreted as lexical chains indicative of cohesion
(Morris & Hirst, 1991), where repeated mentions of dis-
course referents help readers integrate new information
(Kintsch & van Dijk, 1978).

SWE gives a size invariant information rate measure, or
in other words, an information density measure. Text with a
higher repetition of symbols have a lower entropy rate.
Using Equation 3, two features are defined using either
characters or words as symbols:

Feature 6n: character-n-gram SWE of a text.
Feature 7n: word-n-gram SWE of a text.

Dependency-locality. The DLT states that a reader, while
reading, performs a moment-by-moment integration of new
information sources. This implies there is an evolving struc-
ture kept in mind, keeping track of what is just read (i.e.,
storage costs). Next to keeping the evolving structure in
mind, it is the integration of new information into the current
structure that requires resources (i.e., integrations costs).
Hence the bigger the structure, or the larger (longer) the
connections within the structure, the more is used of a
limited resource (Gibson, 2000). The theory has been shown
to account for differences in reading time across a range of
linguistic effects (Lewis, Vasishth, & Dyke, 2006). The DLT
is a particularly interesting theory because it explains pro-
cessing cost of normal sentences, contrary to syntactically
ambiguous ones, and its computation is fast and accurate,
using state-of-the-art part-of-speech (POS) taggers and
dependency resolvers (Cer, de Marneffe, Jurafsky, &
Manning, 2010).

For normal sentences, the costs of the integrations are the
main cause of difficulty: “reasonable first approximations of
comprehension times can be obtained from the integrations
costs alone, as long as the linguistic memory storage used is
not excessive at these integration points” (Gibson, 1998,
p. 19). In other words, when the load of remembering pre-
vious discourse referents is not exceeding storage capacity,
memory costs are not significant. When normal texts are
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used, such excessive storage requirements are rare. Hence
the focus is on integration costs alone.

Integration costs are dependent on two factors: (a) the
type of the element to be integrated, where new discourse
elements require more resources than established ones, and
(b) the distance between the to-be-integrated head and its
referent, where distance is measured by the number of inter-
vening discourse elements (Gibson, 2000). This is approxi-
mated by defining a (new) discourse referent as a noun,
proper noun, or verb (phrase).

Consider a dependency d connecting nodes a and b. Let
Yd be the collection containing each POS tag y for the ter-
minal nodes between and including nodes a and b, then the
dependency length of dependency d is given by:

L d y Y ydDLT | noun proper noun verb( ) = ∈ ∈{ }{ }, , . (4)

For a whole sentence, this gives the following feature of
sentence complexity:

Feature 8: integrations costs I(D) of a sentence containing depen-
dencies D,

I D L d
d D

( ) = ( )
∈
∑ DLT . (5)

Method

To indicate the power of the proposed features, we compared
two data sets that are overall similar but highly distinctive in
their expected processing difficulty: Simple English Wiki-
pedia and (normal) English Wikipedia.

Data set. To evaluate the proposed metrics, we needed a
data set with a clear diversity in expected processing diffi-
culty. One relatively large data set perfectly suited for this
is the Wikipedia encyclopedia. Wikipedia is available in
many languages, among which are normal English and
simple English. For the latter, the authors are instructed to
write using easy words and shorter sentences, but not to be
less informative. This data set is expected to represent how
the authors viewed processing difficulty. However, one cau-
tionary comment should be made. The articles tend to be
smaller than their English Wikipedia counterparts, leading to,
partly deliberately, less depth in which a topic is discussed.

The Wikipedia dump of August 3, 2011, was used. Only
articles that were found in both languages were selected,
allowing for a pairwise comparison. This gave a data set of
69,395 pairs of English and simple English articles, a total of
138,790 articles, 398,718 sections, and 1,459,370 para-
graphs. Of this data set, only articles that were neither a stub
(i.e., an incomplete article) nor a special, redirect, or disam-
biguation page were selected. Moreover, only the oldest
10,000 articles per language, a total of 20,000 articles, were
used for classification purposes. The underlying assumption
being that more matured articles better reflect the actual
intention of both Wikipedia versions.

The following preprocessing steps were performed on the
data set: First, the original data consisted of two dumps,
containing all articles encoded as wikitext for each language.
Both sets were imported into an MySQL database, using
JWPL.All dumps were retrieved onAugust 29, 2011. Second,
all articles were parsed to plain text using JWPL. All tem-
plates and links to files and images were removed.

Feature extraction. For all features, the Stanford CoreNLP
word and sentence tokenizers were used (cf. Toutanova
et al., 2003). To measure the number of syllables per word,
we applied the Fathom toolkit (Ryan, 2012). As model rep-
resentative for common English, the Google Books N-Gram
corpus was used (Michel et al., 2011). For each word, the
1-gram frequencies were summed over the years starting
from the year 2000. For dependency parsing, the Stanford
Parser was used (Klein & Manning, 2003), a state-of-the-art
dependency parser (Cer et al., 2010).

Entropy was based on n-grams of length n = 1 . . . 5 and
windows of size w = 100 (see the Priming subsection). The
window size was based on a trade-off between, on the one
hand, minimal required text length (in this case, 100
symbols) and psycholinguistic relevance (i.e., a stronger
effect for nearer primes), and on the other hand, a more
reliable representation. As input for the SWE algorithm,
next to characters, stemmed words were used, reducing each
word to its root form. The stemming was used to reduce
simple syntactical variance and, hence, give more signifi-
cance to the semantic meaning of a word. Stemming was
performed using the Snowball stemmer (Porter, 2001).

Classification. The classification pipeline consisted of
three steps: preprocessing, classification, and validation. As
regards preprocessing, first, variables containing more than
25% missing values were removed. Second, observations
containing any missing value were removed. Because of the
relatively few features, no further feature selection was per-
formed during the preprocessing step.

As classifier a random forest was chosen, showing the
best results in comparison with a support vector machine,
neural network, and nearest neighbor classifier. This is in line
with benchmark studies, showing support vector machines
are among the best but are often outperformed by other
techniques such as a random forest (e.g., Meyer, Leisch, &
Hornik, 2003). A random forest is a bagging technique,
building many decision trees based on random selections of
features (Breiman, 2001). As such it is a feature selection
technique as well, making separate feature selection unnec-
essary. The classifier was tuned on two hyperparameters: the
number of features randomly sampled as candidates at each
split and the minimum size of terminal nodes. The ranges 1
to 2log k + 1 (k the number of features) and 1 to 10 were used,
respectively. The number of trees was set to 100, found to be
an optimal amount (cf. Meyer et al., 2003).

The classifier was trained on 80% and tested on 20% of
the data set to validate the classification performance. The
data were balanced to assure it contained an equal number of

1488 JOURNAL OF THE ASSOCIATION FOR INFORMATION SCIENCE AND TECHNOLOGY—July 2014
DOI: 10.1002/asi



simple and normal articles. The 80%-20% split was chosen
to reduce computational load, and will likely not have
affected the performance significantly because of the rela-
tively large size of the data set.

All steps were implemented using R, a statistical package
(Ihaka & Gentleman, 1996), with the packages randomForest
for classification, the e1071 package for machine learning
tools, the caret package for data preprocessing and feature
selection, and the ROCR package for analyzing the results.

Analyses. The focus of the analyses is on the power of the
individual features, their contribution to the model, and the
performance of the model. The statistical techniques used
are briefly described for each.

The point-biserial correlation, the correlation between a
continuous and dichotomous variable, is an indicator of
the effect size of individual features. As guideline for its
interpretation, Cohen’s rule of thumb for effect sizes
is used. Translated to the point-biserial correlation, the
interpretation is: .100 ≤ rpb < .243 small, .243 ≤ rpb < .371
medium, rpb ≥ .371 large (Rice & Harris, 2005).

The mean decrease in accuracy is reported to evaluate
the contribution of each of the features to the resulting
model of textual complexity. This indicator gives an indi-
cation of how much the performance (as measured in accu-
racy) decreases when a feature is removed from the model
(Breiman, 2001).

A multitude of possibilities exists to evaluate the classifi-
cation performance, of which four are reported: accuracy, the
area under the receiver-operator curve, the F1-score, and the
Phi or Matthew’s correlation (cf. Powers, 2011). This collec-
tion of performance metrics is in line with often used (e.g.,
accuracy) and state-of-the-art (e.g., Matthew’s correlation)

metrics. Accuracy is the most common measure of perfor-
mance, simply giving the percentage of correctly classified
instances compared with the total of test instances. However,
this measure does not look at precision, recall, or skewness.
The F1-score is a weighted harmonic mean of precision, the
number of true positives divided by the number of all posi-
tives, and recall, the number of true positives divided by the
number of results that should have been returned (true posi-
tives and false negatives). The F1-score still leaves out any
indication of how well the classifier handles negative cases.
The area under curve (AUC) is an all-around measure, giving
the probability that the classifier scores a randomly drawn
positive sample higher than a randomly drawn negative
sample. However, its practical value has been called into
question. The final, Matthew’s correlation, includes both true
and false positives and negatives, and is robust against
skewed class distributions (Powers, 2011). Hence Matthew’s
correlation is preferred. However, when all measures give
similar results, accuracy can be used in line with common
practice.

Results

Study 1 develops a system differentiating on textual com-
plexity. To this end, a random forest classifier was trained on
10,336 articles and tested on 2,584 articles, balanced to
consist of an equal number of simple and normal articles.
The resulting model consisted of 17 features and achieved a
classification accuracy of 90.87%. Several tests confirm the
classification accuracy: The AUC was .967, the F1-score
was .908, and the Phi correlation or Matthew’s correlation
was .817. Note that the range of the Phi measures lies
between −1 and 1.

TABLE 1. Power, model significance, and correlations of the features.

Feature* rpb MDA

Interfeature correlations (r)

1 2 3 4 5 61 62 63 64 65 71 72 73 74 75

1 .470 14.73
2 .484 14.20 .913
3 .271 15.71 .140 .106
4 −.474 15.75 −.565 −.637 −.288
5 −.191 14.31 −.305 −.285 −.213 .669
61 .096 13.71 −.010 −.054 .201 −.361 −.470
62 .272 14.04 .186 .177 .072 −.209 −.244 .609
63 .265 13.74 .165 .183 .001 −.080 −.100 .319 .896
64 .213 13.47 .069 .091 −.023 .018 −.018 .221 .800 .966
65 .175 14.39 .013 .038 −.027 .062 .021 .179 .745 .927 .987
71 .264 14.07 .326 .280 −.009 −.194 −.303 .296 .726 .755 .685 .642
72 .175 14.56 .210 .197 −.062 −.024 −.093 .141 .625 .742 .750 .753 .817
73 .084 14.97 .105 .112 −.062 .043 −.018 .067 .473 .605 .650 .685 .611 .899
74 .039 14.65 .052 .068 −.059 .066 .024 .025 .355 .479 .533 .579 .460 .758 .942
75 .021 15.53 .030 .044 −.034 .074 .046 .017 .281 .390 .445 .492 .355 .639 .847 .962
8 .295 15.65 .263 .233 .254 −.349 −.373 .121 .080 .038 .009 −.004 .179 .061 .012 −.005 −.015

Note. *Features: 1: characters per word; 2: syllables per word; 3: words per sentence; 4: Dale frequency of common words; 5: logartihmic word frequency;
6n: n-character-based SWE; 7n: n-word-based SWE; and 8: dependency-locality.
MDA = mean decrease in accuracy (%); rpb = point-biserial correlation.

JOURNAL OF THE ASSOCIATION FOR INFORMATION SCIENCE AND TECHNOLOGY—July 2014 1489
DOI: 10.1002/asi



Table 1 shows the features, their intercorrelations, their
isolated effect size as calculated through the point-biserial
correlation, and their importance within the model as indi-
cated by the mean decrease in accuracy.

The effect size of the individual features, given in
Table 1, indicates word length (Features 1 and 2) and the
Dale list of frequent words (Feature 4) are strong indicators.
All other features have either medium or small (word fre-
quency, Feature 5) effect sizes. For the SWE features, there
is a clear optimum in effect size for a bigram (n = 2) repre-
sentation for characters (Feature 62) and a unigram (n = 1)
representation for words (Feature 71; see Equation 2).
Except for denoting the strength, the point-biserial correla-
tion also gives the direction of the effect, confirming all
correlations behaved as expected.

The mean decrease in accuracy, given in Table 1, shows
all features had a unique and significant contribution to the
model. In particular, 5-gram word SWE (Feature 75) and
words per sentence (Feature 3) had a bigger contribution to
the model than what could be expected from their individual
effect sizes. Moreover, all SWE features (Features 6 and 7)
had a significant contribution. Being all highly related to
each other, the unique contribution as indicated by the
decrease in mean accuracy gives an underestimation in com-
parison with their individual effect sizes.

The interfeature correlations in Table 1 further confirm
the uniqueness of the features. Particularly noteworthy are
the following findings. First, the dependency-locality feature
(Feature 8) correlates somewhat with sentence length
(Feature 3, r = .254), indicating it indeed captures a unique
aspect of syntactic complexity. Second, as expected (see the
Textual Complexity section), word frequency (Feature 5)
correlates reasonably with many other features. Third, all
SWE features (Features 6 and 7) indeed correlate highly
with each other, in particular when using the same represen-
tation (words or characters) and when using similar length
n-grams.

The results indicate the features behaved according to
theoretical expectations, confirming both the validity of the
features and of the data set used to train the model.

Discussion

Gounded in psycholinguistic findings on processing dif-
ficulty, several features of textual complexity were intro-
duced (see Features section). All features were of low
computational complexity, using either word-based or fast
and robust natural language processing representations.
These features were tested on data sets that are distinctive in
complexity, namely, Simple English Wikipedia and English
Wikipedia. The evaluation showed a high accuracy perfor-
mance, which was confirmed by numerous robust metrics of
accuracy such as the F1-score and Matthew’s correlation.
The procedure and results are discussed in relation to three
aspects: implementation, processing difficulty, and IX.

With using only 17 features, the prediction accuracy of
90.87% can be regarded an excellent performance (see the

Introduction); in particular, when considering the 17 fea-
tures were based on just eight unique features derived from
only four underlying theories: priming, frequency,
dependency-locality, and traditional. Undoubtedly, when
more features are added, the prediction performance will
rise. The Introduction already indicated a plethora of fea-
tures gives optimal performance; here, we showed a care-
fully selected subset of deep features can already lead to a
good performance.

Two particular characteristics of the model presented in
this study are its length and semantic independence. All
features were carefully devised to exclude text length as
much as possible. This claim is supported in Study 2, where
the model is applied to a different data set containing trun-
cated articles (see the Data Set subsection). Semantic inde-
pendence was achieved with two limitations: A list of word
frequencies (see Lexical Familiarity subsection) and a POS
and dependency parser were used. Because the scope of
these dependencies is very broad, this merely limits the
optimal level of performance to most of contemporary
English language. The length and semantic independence
ensure that the model is applicable to a broad range of texts,
both of different sizes and meaning. In turn, this contributes
to the validity of the model as a model of processing diffi-
culty, rather than a model of language or length. These two
characteristics ensure that the resulting model is a generic
model of textual complexity not suffering from overfitting,
allowing for its application in Study 2.

The evaluation showed that all features had a significant
contribution to the resulting model of textual complexity. All
metrics could indeed very clearly differentiate between dif-
ferent levels of complexity and, thus, formed a valid and
reliable way to infer the processing difficulty of a text.
Furthermore, the tests showed that the metrics measure dif-
ferent properties of complexity. This is a clear indication that
part of the outlined facets of processing difficulty are indeed
reflected in the features.

The features presented in the Features section cover all
three psycholinguistic processing levels. Word-level effects
are described by features indicative of lexical familiarity
(isolated word effects) and priming (interword effects), cov-
ering the core effects at this level. In particular, word fre-
quency (see Lexical familiarity subsection) is highly related
to other isolated word effects. Moreover, although the fea-
tures for priming effects are mainly orthographic, the addi-
tion of a stemming algorithm to the implementation gives
more significance to the meaning of the (stemmed) word as
well (see Feature Extraction section). At a sentence level, the
dependency-locality metric clearly reflects processing diffi-
culty, based on a contemporary theory particularly able
to predict processing complexity of normal, common
sentences.

Processing difficulty was covered less at the discourse
level than at the word or sentence level because of the
computational costs of a good metric for cohesion. However,
often used metrics for discourse-level processing difficulty
are based on a similar notion of orthographic repetition as
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the metrics devised for interword priming. Both share the
idea of lexical chains connecting the discourse elements
throughout a text (see Priming subsection). For example, the
Coh-Metrix system defines stemmed (noun-)word overlap
as a metric of coreference cohesion. This group of metrics
was found to differentiate well between low- and high-
cohesive texts (McNamara et al., 2010). Furthermore,
Lapata and Barzilay (2005) define cohesion as sentence
overlap, where overlap can be defined at an orthographic
level as words or at a semantic level as concepts. Hence,
although strictly speaking the interword priming effects are
not measures of discourse-level processing difficulty, they
are related to it, from a theoretical point of view (i.e., as
lexical chains) and from a practical point of view (i.e., as
common metrics of cohesion).

This study set out to create a generic model of textual
complexity. By creating features based on key psycholin-
guistic findings, the objective system aspects are embedded
in user-centered constructs. This coupling between objective
and subjective constructs is requisite for the ability to affect
the IX (see Performance and Evaluation subsection). The
adherence to semantic and length independence allows to
generalize to different data sets, differing from the encyclo-
pedic style of Wikipedia. Furthermore, the use of features of
low computational complexity allows for large-scale appli-
cations such as filtering or retrieval, where scalability is an
issue. Hence the model is expected to generalize to the IX
and different, large data sets.

The main goal of the model is not to achieve a high
accuracy in classifying texts, it is to give an indication of the
processing difficulty as part of the IX. Whether the model
generalizes from classification performance to different data
sets and whether the model actually influences the IX (i.e.,
its predictive validity) is tested in Study 2. In particular,
Study 2 shows that the model can be used to select interest-
ing information.

Study 2: Influencing Interest

Introduction

Interest is an important part of the IX, in particular for
IF&R systems (see Performance and Evaluation subsec-
tion). As explained in the Interest subsection, interest is
theorized to be dependent on two consecutive appraisals:
novelty-complexity and comprehensibility. The model from
Study 1 is applied to manipulate interest through its two
consecutive subjective appraisals, as well as to explain why
and when interest occurs. Study 2 completes the evaluation
of the model created in Study 1. This study checks the model
for overfitting and test its predictive validity by applying the
model to a different data set and comparing its predictions
with appraised complexity. In doing so, Study 2 combines an
algorithmic approach to textual complexity with a user-
centered approach to interest in explaining an emotional
aspect of the IX. The resulting model of interest is referred
to, accordingly, as the combined model of interest.

The relation between textual complexity and interest is
expected to be positive as long as the secondary appraisal of
comprehensibility stays positive. Numerous studies give
support to a positive relation between comprehension and
interest, for expository texts (Sadoski, 2001), news maga-
zine articles (Schraw et al., 1995), fiction (Schraw, 1997),
and science texts (Connelly, 2011). Less empirical support
exists for a positive effect of complexity on interest.
Schiefele (1996) is a notable exception, showing that ency-
clopedic texts that are below the reading grade level of a
reader diminish interest. Indirect support for the relation
between complexity and interest comes from studies on
challenge and motivation. These studies show that a balance
between skills and challenge leads to a feeling of compe-
tence and mastery important for the persistence in an activity
(Csikszentmihalyi, 1991; Reeve, 1989).

Textual complexity is not the only variable of influence.
The appraisal theory of interest points to two aspects in
particular, which are highlighted next. First, key to the
appraisal theory of emotion is that the appraisals are indi-
vidual (Ellsworth & Scherer, 2003; Lazarus, 1991), pointing
to one individual characteristic that is extra salient for the
experience of interest: the comprehension ability. Second,
next to complexity, novelty is part of the appraised complex-
ity (Silvia, 2008b).

Much research on processing difficulty originated from
studies on individual differences in comprehension ability.
As indicated in the Textual Complexity section, different
levels of processing put different requirements on the reader.
At each level of processing, specific abilities can be identi-
fied that explain individual differences in processing diffi-
culty: at word level, word-identification abilities and print
exposure; at sentence level, working memory capacity; and
at discourse level, background knowledge (Jaeger & Tily,
2011; Long et al., 2006). These individual differences are
more profound for complex texts that put more requirements
on the reader to be comprehended. The subjectivity of emo-
tional appraisals is applicable to the influence of textual
complexity as well: Although complexity is likely perceived
as such, individual abilities interact with complexity in cre-
ating this perception.

For the appraised complexity, a second salient textual
characteristic is the novelty or recency of information. This
novelty is partly an appraisal by the reader and partly an
intrinsic value of the information itself, better described as
recency. Recency and novelty differ because recency reflects
a publication date, whereas novelty is a subjective evaluation
of the content. Although not a certainty, a recent document
has a higher chance of being novel to the reader (Barry,
1994; Xu & Chen, 2006). Hence recent content is preferable
to inspire an interest response.

Study 2 manipulates interest using the model of textual
complexity resulting from Study 1. A popular news source
is used as data source to have recent texts that are more
likely to be appraised as novel; however, novelty is not
the focus of this study. To oppose any effects of miscella-
neous textual characteristics (e.g., surprisingness, incon-
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gruity, variability, and puzzlement; Berlyne, 1960), only
one source is used. The relation between textual complex-
ity, interest, and its appraisals is evaluated, resulting in a
combined model of interest. The combined model allows
us to reflect on the main hypothesis guiding this article,
namely, that more complex stimuli are more interesting, if
within the “sweet spot”—novel-complex yet comprehen-
sible.

Method

Participants. A total of 30 participants (22 male, 8 female)
with an average age of 28.60 (SD = 6.06) voluntarily took
part in the experiment. None of the participants was a native
English speaker, but all graded their reading literacy as high
(M = 4.63, SD = .62, range 1–5, 5 highest). All participants
were well-educated; they either had a university degree or
were enrolled as a student at a university.

Data set. A collection of 14,856 articles from The Guard-
ian4 (a widely known newspaper published in the United
Kingdom) was used as the data set. The data set consisted of
articles from the following news feeds: culture; environ-
ment; financial, market and economics; commentary; life
and style; and science and technology.

To reduce variation that originates from differences in
article length, we truncated all articles after 1,200 charac-
ters. The cutoff point was placed before the end of the word
at position 1,200, and three dots were added to indicate the
story normally would continue. Any layout was stripped
from the articles, leaving only the title and textual content.

Filtering. A selection was performed by applying the
model of textual complexity from Study 1 on the data set of
The Guardian. The resulting distribution is given in
Figure 2. The distribution was derived from the predictions
of the model using a kernel density estimation with a Gauss-
ian kernel and a bandwidth of .1. The figure shows that the
center of mass of the distribution for the truncated texts is at
the lower end of the complexity spectrum. In comparison
with the original texts, the truncated data set was evaluated
as less complex and less variable.

The distribution of the truncated texts was used to filter
articles in two steps. First, articles from the lower, middle,
and upper part of the distribution of textual complexity were
preselected. Then, a final selection consisting of 18 articles
was performed based on suitability. For the final selection,
the following criteria were applied. First, having a partici-
pant pool of international origin and being a news source of
national origin, texts were to be of international orientation.
Second, a comments section was included in the data source.
Although at a higher level of textual complexity this con-
tained elaborative background articles, at a lower level of
textual complexity this included user-generated content sub-
mitted by children. Although belonging to the lower level of

complexity, such articles were deemed unsuitable. Third,
selected news items differed in topic to ensure a variation in
topical familiarity would be existent. The textual complexity
of the resulting selection of 18 articles, grouped by three
levels of complexity (i.e., the experimental conditions), is
depicted in Figure 3.

Instruments. Four instruments were used. Besides a start-
ing questionnaire, three questionnaires were applied after
the reading of each article to measure interest, complexity,
and comprehensibility.

The first instrument was a basic demographics and back-
ground questionnaire that addressed the following items:
gender, age, nationality, educational background, prior
knowledge, personality traits, English reading proficiency,
and visual acuity. These items were included to control for
their potential intervening influence.

Silvia (2008a) presents two scales, one for appraised
complexity and one for appraised comprehensibility. Both
are based on seven-point semantic-differential scales. The
appraised complexity scale consisted of just one differential:
complex-simple. To improve scale reliability, we added
another item to measure appraised complexity: easy to read-
difficult to read. Cronbach’s alpha for this scale was at a
good level of .82 (N = 540), confirming the value of the
added item.

Comprehensibility was measured by the appraised com-
prehensibility scale (Silvia, 2008a), consisting of the follow-
ing three differentials: comprehensible-incomprehensible,
coherent-incoherent, and easy to understand-hard to under-
stand. Cronbach’s alpha for this scale was at a good level of
.89 (N = 540).

In accordance with related studies (e.g., Silvia, 2006,
2008a), interest was measured using two 7-point4http://www.guardian.co.uk
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FIG. 2. Estimated density of textual complexity scores for The Guardian
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density was derived using a Gaussian Kernel with a bandwidth of .1, the
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differentials: interesting-uninteresting and boring-exciting
(Silvia, 2008a). Furthermore, a 7-point Likert scale was
added to benefit from the shortened texts (see Data Set
subsection), asking the participant to agree with the state-
ment “I would be interested in reading more of this text.” All
three questions formed a reliable scale, confirmed by an
excellent Cronbach’s alpha of .92 (N = 540).

Design and procedure. The experiment used a within-
subject design with a randomized order of articles. The
independent variable was textual complexity, grouped in
three levels forming the experimental conditions. The
dependent variables were appraised complexity, appraised
comprehensibility, and interest.

The experiment consisted of two phases. The first started
with instructions and a questionnaire on demographics and
background. As instructions, the participants were told the
experiment queried their interest in different news articles.
Complexity was not mentioned as part of the experiment.
The second phase of the experiment showed the articles,
each followed by the novelty-complexity, comprehensibil-
ity, and interest scale. Before and between the phases a short
explanatory text was shown. The reading of each of the
articles was self-paced.

The full experiment had already lasted around 45
minutes. The participants indicated this required a lot of
their concentration. Staying concentrated proved to be
somewhat of a challenge, especially considering not all texts
were experienced as interesting.

Analyses. The following techniques were used for the
analyses: Pearson’s correlation, multivariate analysis of
variance (MANOVA), and structural equation modeling.
The former two are straightforward in their application, the
latter requires an elaboration on its parameters. Furthermore,
based on the mean appraised complexity, one article was
indicated as an outlier and excluded from further analysis.
Using a series of t tests, we showed the complexity for this

article was appraised significantly different as compared
with the other articles (t[17] = 2.10, p < .05).

Structural equation modeling is a multiregression tech-
nique, solving multiple regression equations. It differs from
normal regression in that dependent variables can be inde-
pendent variables as well. For a structural equation model
(SEM), the latent and observed variables need to be identi-
fied. The scales presented in the Instruments section were
used as latent variables and their items as observed vari-
ables. Furthermore, the classifier output (see Filtering sub-
section) was used as an indicator for the latent variable of
textual complexity. The SEM was developed with the R
package Lavaan (Rosseel, 2012) and was based on a cova-
riance matrix. The result is shown in Figure 4. It was
modeled after standardization of the observed variables as
well as the latent variables, causing the coefficients in
Figure 4 to represent changes in SDs.

An SEM is valuable only when it forms a good represen-
tation of the data, as indicated by a plethora of fit indices.
However, most indices suffer from being very sensitive to
sample size or number of parameters. Here, Iacobucci
(2010) was followed in defining three more robust indices:
relative X Xr

2 2( ), standardized root mean square residual
(SRMR), and comparative fit index (CFI). Each is described
for the developed SEM (see Figure 4).

The Xr
2 is the inferential X2 statistic divided by the

degrees of freedom (df). It is very sensitive to the sample
size, where already a modest sample size (e.g., N = 200)
gives a high (and thus significant) X2. Its value is regarded
good if less than 5 (Schumacker & Lomax, 2010). With
Xr

2 9 42= . , the developed SEM scores are above this
maximum of 5. However, this can be fully explained by the
sample size of 510 samples, which is confirmed by the other
statistics.

SRMR is a robust badness-of-fit index comparing the
model against the actual data. It is still influenced by sample
size, where higher sample sizes give better results. The
maximum value for SRMR is .090 (Iacobucci, 2010). With a
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score of SRMR = .061, the SEM corresponds to the require-
ment of SRMR ≤ .090.

The CFI is a goodness-of-fit index, comparing the hypo-
thetical model with a simpler model (without any defined
paths). It is the most robust metric of the three, adjusting for
model parsimony and relatively invariance of sample size (in
particular for N ≥ 200). The consensus for this index is that
it should be “close to” .950 (Iacobucci, 2010). The devel-
oped SEM gave CFI = .941, corresponding to the consensus.

Although the Xr
2 index does not conform to the guide-

line, this value is mainly inflated because of the number of
observations (N = 510) and the modest df (df = 24). A
smaller sample size easily leads to a Xr

2 well within range
(Iacobucci, 2010). Taken together, two of three indices
showed a good fit and one index indicated a bad fit, although
this was highly influenced by the within-subject design.
These indices confirm the SEM shown in Figure 4 and
justify further discussion in the Results section.

Results

The experiment consisted of three conditions: a set of six
articles of low textual complexity, a set of five articles (after
exclusion of an outlier) of medium textual complexity, and a
set of six articles of high textual complexity. The means and
confidence intervals for each condition are shown in
Figure 3, suggesting a profound influence of the condition,
where (objective) textual complexity increased the
appraised complexity, decreased the appraised comprehen-
sibility, and had a positive influence on the reported interest.
However, this holds only for the difference between the
small and the medium or high conditions of textual

complexity. Figure 3 shows that the difference between the
medium and high levels of textual complexity is not
reflected in the subjective appraisals of complexity.

A within-subject (or repeated-measures) MANOVA was
conducted to test for an effect of the conditions of textual
complexity and the stimuli (i.e., the 17 articles) on appraised
complexity, appraised comprehensibility, and interest. There
was an overall significant effect of the conditions, Wilks’
Λ = .132, F(6,24) = 26.33, p < .001, indicating that the
manipulation by textual complexity was successful, with a
very strong overall effect size (η2 = .868). Follow-up
MANOVA were used to make post hoc comparisons
between the levels of textual complexity. Table 2 shows that
the influence of the conditions is confirmed for all three
dependent variables: appraised complexity, appraised com-
prehensibility, and interest. As expected, the strongest effect
was found for appraised complexity (see Table 2).

In addition to an influence of the conditions, the stimuli
also had a separate influence on the reported interest and on
the appraisals of complexity and comprehensibility. This
suggests that some articles are more interesting, complex, or
understandable than others unrelated to the condition to
which they belonged. An interaction effect was found for
appraised comprehensibility, indicating that, between con-
ditions, there was an influence of the used articles. The
nonsignificant interaction effect between the conditions of
textual complexity and interest indicates that, although some
articles were experienced with higher interest, on average,
these articles were evenly distributed over the conditions.

The relation between objective complexity and the sub-
jective variables was further analyzed using Pearson’s cor-
relation. Table 3 shows the correlation between each of the
measured constructs. The correlation between appraised
complexity and textual complexity (r = .442) confirms the
effectiveness of the model in influencing the appraised com-
plexity. However, as signified by a correlation of only
r = .195, its (direct) influence on interest is small. This

FIG. 4. Path diagram showing regression coefficients and covariances
(between parentheses) of objective variables (squared boxes) and subjective
variables (rounded boxes) that together explain interest responses
(R2 = 29.10), forming the combined model of interest. *p < .05, **p < .01,
***p < .001.

TABLE 2. MANOVAs of within-subject contrasts for condition (sets of
articles of high, medium, or low complexity) and stimulus with η2 denoting
their effect sizes.

Variable F

df

p η2Model Error

Appraised complexity
Condition 23.590 1 29 <.001 .449
Stimulus 36.768 1 29 <.001 .559
Condition * stimulus 2.117 1 29 n.s. .068

Appraised comprehensibility
Condition 6.500 1 29 <.05 .183
Stimulus 9.184 1 29 <.01 .241
Condition * stimulus 7.559 1 29 <.05 .207

Interest
Condition 15.912 1 29 <.001 .354
Stimulus 11.112 1 29 <.01 .277
Condition * stimulus 0.095 1 29 n.s. .003

Note. n.s. = not significant.
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indicates that textual complexity is dependent on the
appraisals in creating a significant contribution to interest.

To further explicate the complicated relation between
complexity, the appraisals, and interest, a SEM was devel-
oped (see Analyses section). The resulting combined model
of interest is shown in Figure 4, together with the regression
coefficients and covariances connecting each of the four
latent variables as expected from theory. Furthermore,
Table 3 shows the correlations between each of the latent
variables.

Interest was explained by textual complexity (β = .176,
r = .195) and appraised comprehensibility (β = .520,
r = .485). Surprisingly, appraised complexity was not a
significant determinant for reported interest. Objective
complexity together with appraised comprehensibility
seemingly captured the influential aspects of appraised com-
plexity on interest. Appraised comprehensibility had the
largest contribution to reported interest, as indicated by its
coefficient within the combined model (β = .520) and its
correlation (r = .485), which makes it the highest correlated
variable to interest. The combined model of interest (see
Figure 4) shows that textual complexity was a significant
determinant for each latent variable, both for the appraisals
and the reported interest. It had a positive (direct) effect as
well as a negative (via appraised comprehensibility) effect
on interest. The total explained variance of interest with this
model is R2 = .291. Together with the corresponding results
depicted in Table 2 and Figure 3, this shows the relation
between textual complexity, appraised complexity,
appraised comprehensibility, and the experience of interest.

Discussion

In a study with 30 participants, interest was manipulated
by an (objective) metric of textual complexity. The manipu-
lation was successful for interest and its underlying apprais-
als. As such, textual complexity was shown to be important
in approaching the “sweet spot” of interest—novel-complex
yet comprehensible. In total, 29.10% of variance in interest
could be explained by a combined model of interest consist-
ing of indicators of textual complexity, appraised complex-
ity, and appraised comprehensibility. This section interprets
these results; its implications are considered in the General
Discussion section.

The model of textual complexity developed in Study 1 has
been compared with its subjective counterparts, in particular,
appraised complexity, completing the evaluation of the model
of textual complexity. The model was shown to have manipu-
lative power, as well as predictive value for appraised com-
plexity. With a correlation of .442, the predictive power of
textual complexity on appraised complexity is shown. This
confirms that the model of textual complexity indeed reflects
appraised complexity, testifying to its predictive validity.

As a model for textual complexity, a classifier trained on
a binary problem (simple vs. complex) was used. The result-
ing metric is, accordingly, a value ranging from 0 to 1
indicating easy or complex. Considering all features devel-
oped in Study 1 were directional and largely semantically
independent, it is reasonable to use the resulting value as a
continuous scale.

The correlation between textual complexity and
appraised complexity (r = .442) is lower than often found in
comparable studies measuring Cloze test results or subjec-
tive readability. However, as indicated in the Introduction,
comparable studies often lack predictive validity, construct
validity, or suffer from overfitting. An exception is the recent
DeLite system, which achieved a prediction of r = .53 with
difficulty ratings made by the participants (Vor der Brück
et al., 2008). There still exists one important difference
between this study and the DeLite system: Contrary to
ratings of difficulty, this study queried appraised complexity,
which has a clear notion of individuality (subjectiveness)
and experience (time and situation dependency) in it.

Besides the obvious individuality of the appraisals con-
trasting the generic model of textual complexity, Figure 3
showed another methodologic factor influenced the effect
size: The experiment consisted primarily of not highly
complex articles. Combined with the high level of education
of the participants, the complex articles were mainly expe-
rienced as relatively easy, reducing the effect size. Likely,
this explains the lack of a difference in appraisals between
the medium and high levels of complexity as well.

Interest was positively influenced by textual complexity.
This was confirmed by the combined model, as well as by
analyzing the influence of textual complexity as a discrete
problem (comparing the conditions of low, medium, and
high complexity). Moreover, as illustrated using the within-
subject MANOVA shown in Table 2, there was close to no
dependence between the conditions and the stimuli
(η2 = .003). This allows the effects of textual complexity on
interest to be interpreted independently of a baseline “inter-
estingness” of the articles, that is, articles leading to, on
average, more intense interest responses. Interest cannot be
explained by textual complexity alone, it is dependent on
individual appraisals as well. This dependency is confirmed
by the small direct correlation between textual complexity
and interest, and the success of the combined model of
interest in identifying the determinants of an interest
response. The combined model of interest joined the objec-
tive indicator of textual complexity with the subjective
appraisals to explain the experience of interest.

TABLE 3. Correlations between latent variables.

Variables

Correlations

1* 2 3

1. Textual complexity*
2. Appraised complexity .442
3. Appraised comprehensibility −.358 −.763
4. Interest .195 −.352 .485

Note. *Excluding within-stimulus variance.
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In the combined model of interest, the nonsignificant
influence of appraised complexity on interest is a surprising
result. Seemingly, (objective) textual complexity together
with appraised comprehensibility cover the influence of
appraised complexity. This is partly confirmed by the high
correlation between appraised complexity and appraised
comprehensibility (r = −.763). Its strong relation can be
expected: Less ability heightens the perceived complexity.
Furthermore, this is partly confirmed by the correlation
(r = .442) between textual complexity and appraised com-
plexity, which in itself was one of the aims of the generic
model of textual complexity. Both strong relations to
appraised complexity do not cover all its variance, indicating
there is a part of appraised complexity that is not of influ-
ence on interest. Looking at the appraisal theory of emotion,
this is not unlikely: Appraised complexity only contributes
to interest as far as it contributes to the intrinsic pleasantness
of the stimulus. Moreover, in its primary appraisal, it joins
with goal relevance as well (Ellsworth & Scherer, 2003).
This indicates appraised complexity only influences interest
as far as it interacts with other aspects of the primary
appraisal, leaving part of appraised complexity unrelated to
explaining interest.

This study used 18 articles differing in textual complexity
and, at the same time, in their semantic content. Partly, the
variance in interest responses can be attributed to an inter-
action of individual differences with the semantic differ-
ences between the stimuli. For example, familiarity with an
article and with an article’s topics alone explains 15.90% of
variance in interest responses (Van der Sluis et al., 2012).
This illustrates that, given the current set of stimuli, vari-
ables delineating individual differences such as long-term
interests and their influence on appraised novelty and
appraised complexity can help demystify part of the baseline
“interestingness.” By adding more variables to the combined
model of interest, a higher proportion of the variance in
interest responses can be explained. Hence, although the
combined model confirms the influence of textual complex-
ity on interest, it also signifies the importance of other
textual characteristics and related subjective appraisals for
fully predicting the occurrence of an interest response.

General Discussion

The two described studies confirm the main hypothesis
guiding this article. Namely, information systems can select
information within the “sweet spot” of interest: complex yet
comprehensible. Although this “sweet spot” consists of two
subjective appraisals of a text, it can be approximated using
an objective metric of textual complexity. Study 1 showed
that textual complexity could be classified, relatively inde-
pendent of semantics and text length, with a classification
performance of 90.87%. Subsequently, Study 2 showed that
this classifier could be used to predict and explain the expe-
rience of interest via the appraisal model of interest. It
showed that a positive effect of complexity yet a negative
effect of comprehensibility lead to an overall positive effect

of textual complexity on interest. The combined model
showed complexity (objective and subjective), and compre-
hensibility explained 29.10% of variance in interest
responses. Given that a multitude of possible determinants
of an interest response exist, the 29.10% of explained vari-
ance shows that complexity is an influential factor for the
construction of an IX.

Textual Complexity

The model of textual complexity developed in Study 1
gave an excellent classification performance while using just
a few features. Study 2 continued the evaluation of the
model, showing a correlation of r = .442 between (objective)
textual complexity and (subjective) appraised complexity.
The common approach to the evaluation of a model of
textual complexity generally tests its ability to predict new
and often objective ratings for the same data set. Testing the
model on its ability to predict subjective appraisals of
complexity for a new data set goes beyond this approach. It
ensures that the model actually predicts (part of) an IX. This
type of application of a metric of textual complexity is an
exception (for an exception, see Collins-Thompson et al.,
2011), in particular when used to manipulate the IX.

Study 1, as well as Study 2, supplied evidence that the
model of textual complexity is truly generic. First, in the
development of the features of textual complexity there was
a strong dependence on psycholinguistic theories of process-
ing difficulty (see Features section). A clear reflection of
core effects known to influence processing difficulty in the
features assured a high construct validity. Second, the data-
oriented evaluation in Study 1, where the model was trained
and tested on a total of 12,920 articles, showed the model
scales to large data sets. Third, Study 1 reduced the risk of
overfitting by developing the model independently of text
length and semantics, ensures that article length and genre
are of little influence on the classification outcome. This
allowed Study 2 to apply the model to a profoundly different
data set (i.e., news articles) than the model generation data
(i.e., encyclopedia articles) used in Study 1. Finally, the user
evaluation in Study 2 showed a positive relation between
textual complexity and perceived complexity, giving a
unique indication of the predictive validity of the model, as
well as a relation between textual complexity and experi-
enced interest coherent with the appraisal theory of interest.
These four findings confirm the genericity of the model of
textual complexity: It generalizes to different sets of data, as
well as to part of an IX.

Textual complexity is likely to relate to other character-
istics of texts as well, for example, quality, depth,
scope, clarity, surprisingness, incongruity, variability, or
puzzlement (Barry, 1994; Berlyne, 1960). Because textual
complexity overarches many of these characteristics, it is
impossible to say, from the current studies, how other char-
acteristics of the text influenced the IX. This problem is
partly delineated by having articles from one source, assur-
ing all texts adhere to one set of editorial criteria and raising
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the internal validity of the manipulation by textual complex-
ity accordingly. Yet, further research is needed to deepen the
understanding of the relation between the underlying textual
characteristics, textual complexity, and interest.

Interest

Besides the key finding of an overall positive effect of
textual complexity on interest, a closer look at the relation
between textual complexity, the appraisals, and interest
shows that complexity can both increase and decrease inter-
est. This paradoxical finding confirms the main hypothesis:
More complex stimuli are more interesting, if within the
“sweet spot”—novel-complex yet comprehensible. It is in
line with the appraisal theory of interest and with other
theories on motivation as well. For example, the flow theory
states that a balance between challenge (e.g., textual com-
plexity) and skills (e.g., comprehensibility) leads to an
optimal experience with a peak level of motivation
(Csikszentmihalyi, 1991).

Hitherto, little empirical support for a positive effect of
complexity on interest existed (see Introduction). Although
shown for simple stimuli such as polygons (Silvia, 2005)
and hinted on for textual stimuli (Schiefele, 1996), this
effect was yet to be proved for textual complexity. This
study confirms an important role for complexity in inducing
interest with textual stimuli. Moreover, this was done using
an objective model of textual complexity and in an ecologi-
cally valid context, as a set of real-world news articles was
filtered by the model of textual complexity and presented as
an information stream.

The overall positive effect of complexity on interest
reported in this article is limited to the lower end of the
complexity spectrum: None of the articles was evaluated as
particularly complex. Given that complexity can both foster
(via the primary appraisal) and diminish (via the secondary
appraisal) an interest response, at the higher end of the
spectrum an opposite effect of complexity can be expected.
Furthermore, interest is dependent on more variables than
manipulated and measured in Study 2; for example, novelty
and goal relevance are known determinants (Ellsworth &
Scherer, 2003; Silvia, 2006) whose influence can be imag-
ined salient given that 18 articles were used as stimuli in
Study 2. The former, novelty, has been noted as important
for IF&R systems (Konstan & Riedl, 2012). The latter, goal
relevance, is partly reflected by topicality in IR systems and
is considered a precondition for any other relevances to
become significant (Spink & Greisdorf, 2001). In essence,
the experience of interest is individualized, indicating its
predictability will inevitably rise with the addition of more
variables reflective of individual differences. The effects of
an information need, long-term interests, and knowledge
were not included in this article and are, therefore, subjects
for further investigation.

The combined model and the appraisal theory of interest
highlight the difference between long-term interests, which
are often implemented in IF&R systems, and the short-term

emotion of interest. The former is captured by selecting
familiar items, or “more of the same,” possibly involving the
diversification of the selection (e.g., the TREC novelty track;
Soboroff & Harman, 2005). The latter is approached by
selecting novel, complex, yet comprehensible items. The
findings from the combined model suggest that, instead of
being used to generate so-called filter bubbles, proxies of
long-term interests or knowledge should be used together
with the proposed indicator of textual complexity to predict
the novelty and comprehensibility of information.

Information Systems

This article took an integrated approach to the design and
evaluation of the experience of information systems: from a
theory-supported algorithm, via related subjective con-
structs, to the specific experience of interest. It follows the
evaluative framework proposed by Knijnenburg et al. (2012)
in linking objective system aspects (i.e., textual complexity),
via subjective system aspects (i.e., the appraisals), to expe-
riential aspects (i.e., the emotion of interest). The combina-
tion of studies shows that information systems can be
designed that use a generic model of textual complexity to
select information likely laying in the “sweet spot” of
interest.

The unique approach of testing a classifier not only on
data but also on its effect on (part of) the indicates the
effectiveness of the classifier on multiple levels. Yet, it also
highlights the difference between the evaluative approaches.
The existence of a magic barrier in classification perfor-
mance for recommendation accuracy already hints at this
difference (see Performance and Evaluation subsection).
Because of the use of relatively few features, the magic
barrier for the classification of textual complexity has likely
not been reached by Study 1. Still, an important difference
was found between textual complexity and appraised com-
plexity, and a complex relation was found between textual
complexity and interest. Within the context of interest, the
classification performance is largely unrelated to the final
IX. This indicates the profound difference between the two
methods and the importance of a user-centered evaluation
next to a data-oriented evaluation. In other words, algorith-
mic performance provides little insight into the IX.

Both the combined model and the model of textual com-
plexity show how information systems can construct (part
of) an IX. However, although interest is clearly part of a
hypothetical optimal IX for IF&R systems in specific and
information systems in general, no direct evidence is given
for the effect of interest on the holistic IX. Most likely the
relation between interest and the final IX is not linear: A
hypothetical system with only interesting information may
actually lead to a negative affect (Glassey & Azzopardi,
2011), for example, because of fatigue or desensitization.
This highlights the problem of concretizing the complex
concept of IX, already a subset of the UX, to an amendable
goal. During the course of an information interaction,
a smorgasbord of emotions concur and combine with
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goal-related (e.g., usefulness) aspects in forming the final,
holistic IX. This article proposes that, through identifying
key (positive) emotions during information interaction,
information systems can be designed that target a specific
well-defined emotion and, accordingly, can construct part of
an IX. Notwithstanding, what constitutes the optimal IX, in
particular in terms of emotions, remains an open question.

Conclusion

In this work, IX was introduced as a term to describe the
positive or negative experience during interaction with infor-
mation via an information system. Systems that provide the
most relevant results or recommendations are not guaran-
teed to provide a positive IX in all cases. Instead, there is a
larger set of factors to be considered, such as the emotional
reactions of the users and the complexity of the information
they encounter.

The emotion of interest was selected for its perceived
relevance to the process of interacting with information,
operationalizing the IX as an amendable goal. It was hypoth-
esized that if items of news were not only novel, but also
approaching optimal complexity (i.e., not too easy; not too
difficult to comprehend), then they would generate a higher
level of interest. A model of textual complexity was devel-
oped and integrated into a combined model of interest to
confirm this hypothesis. The model of textual complexity was
developed in line with core psycholinguistic findings on the
causes of processing difficulty and validated on its classifi-
cation accuracy and predictive validity for subjective com-
plexity, resulting in a state-of-the-art objective indicator of
textual complexity. The combined model of interest shows
how the objective indicator of textual complexity is reflected
in its subjective counterparts and, consequently, influences
the experience of interest. It confirms the hypothesis by
showing that information systems can use a well-devised
objective metric of textual complexity to approximate the
optimal level of complexity, that is, by selecting information
likely appraised as complex yet comprehensible.

This work is a starting point for contemplating the impli-
cations of information systems that are not only emotionally
aware, but make an attempt to actively manipulate the IX by
directly influencing the emotion of interest. By continuing
this line of enquiry, it is possible to foresee information
systems that create and maintain a positive IX for their users.
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