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 ◆ LTE/LTE-A Signal Compression on the CPRI Interface
Bin Guo, Wei Cao, An Tao, and Dragan Samardzija

The Centralized, Cooperative, Cloud Radio Access Network (C-RAN) is a next-
generation wireless access network architecture based on centralized 
processing, collaborative radio, and real time cloud infrastructure. In this 
architecture, different access technologies (Global System for Mobile 
Communications (GSM)/Time Division Synchronous Code Division Multiple 
Access (TD-SCDMA)/Wideband Code Division Multiple Access (WCDMA)/Long 
Term Evolution (LTE)) can be supported on the same hardware platform in a 
baseband pool system, which can largely reduce system costs. Long Term 
Evolution (LTE) and Long Term Evolution-Advanced (LTE-A), which are based 
on Orthogonal Frequency Division Multiplexing (OFDM) and multiple input 
multiple output (MIMO) technologies, are regarded as the main wireless 
access technologies in the evolution from 3G to 4G. A variety of novel 
technologies such as multi-antenna MIMO, carrier aggregation (CA), and 
coordinated multipoint have been introduced in LTE/LTE-A to improve system 
performance, especially in the C-RAN architecture. However, one of the 
technical challenges for the C-RAN architecture is the fi ber bandwidth 
required for data transmission between the remote radio unit (RRU) and the 
baseband unit (BBU). We propose using a low-latency baseband signal 
compression algorithm to solve this problem by reducing the fi ber data rate. 
Using the characteristics of the LTE signal data, we remove the redundancy in 
the spectral domain. We also leverage block scaling in conjunction with using 
a linear or nonlinear (non-uniform) quantizer to minimize quantization 
error. This algorithm effectively reduces the amount of data transmitted 
between the BBU and RRU, and facilitates the deployment of LTE in the 
C-RAN architecture. We verifi ed the robustness of the algorithm via 
simulations and lab tests. The proposed algorithm yields good system 
performance at a 1/2 compression rate and at a 1/3 compression rate in a 
practical propagation environment.     © 2013 Alcatel-Lucent.
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Panel 1. Abbreviations, Acronyms, and Terms

3G—Third generation
3GPP—3rd Generation Partnership Project
4G—Fourth generation
ADC—Analog-to-digital converter
AGC—Automatic gain control
AMC—Adaptive modulation and coding
BBU—Baseband unit
CA—Carrier aggregation
CoMP—Coordinated multipoint
CPRI—Common public radio interface
CPU—Central processing unit
C-RAN—Centralized, Cooperative, Cloud RAN
DAC—-Digital-to-analog converter
eNodeB—Evolved NodeB
EVM—Error vector magnitude
FDMA—Frequency Division Multiple Access
FPGA—Field programmable gate array
GSM—Global System for Mobile 

Communications
IFFT—Inverse fast Fourier transformation 
IQ—In-phase/quadrature-phase

LTE—Long Term Evolution
LTE-A—LTE-Advanced
MCS—Modulation and coding scheme
MIMO—Multiple input multiple output
OFDM—Orthogonal Frequency Division 

Multiplexing
PAPR—Peak-to-average power ratio
PRB—Physical resource block
RAN—Radio access network
RRU—Remote radio unit
SC—Single carrier
SCDMA—Synch  ronous code division multiple 

access
SNR—Signal-to-noise ratio
SQNR—Signal-to-noise quantization ratio
TD—Time division
UE—User equipment
VSA—Vector signal analysis
WCDMA—Wideband Code Division Multiple 

Access

Introduction
The Centralized, Cooperative, Cloud Radio 

Access Network (C-RAN) is a wireless access net-

work architecture for next-generation communica-

tions which is based on centralized processing, 

collaborative radio, and a real time cloud infrastruc-

ture [4]. In the C-RAN architecture, the baseband 

units (BBUs) are centrally located in a pool confi gu-

ration which is connected to the remote radio units 

(RRUs) via optical fi ber. The BBU pool can be built 

using general purpose central processing units (CPU). 

Baseband processing resources in the BBU pool can 

be leveraged by using cloud computing technology. 

The C-RAN collaborative radio technology can sig-

nifi cantly improve wireless network performance, 

while C-RAN’s baseband centralization enables 

resource sharing, reduces energy consumption, and 

improves the utilization of infrastructure [10]. 

C-RAN does however consume more fi ber resources 

than a traditional architecture. The prospect of trans-

mitting untreated signals between BBUs and RRUs in 

a C-RAN would lead to a much higher transmission 

rate and a smaller transmission delay. Therefore, 

reducing fi ber resource consumption becomes a criti-

cal issue in implementing a C-RAN architecture.

Based on Orthogonal Frequency Division 

Multiplexing (OFDM) and multiple input multiple 

output (MIMO) technology, Long Term Evolution 

(LTE) is regarded as the technology at the forefront of 

the evolution from 3G to 4G services, and it has already 

been adopted by many operators. In order to improve 

cell throughput, multi-antenna technology has 

become an important direction in wireless access tech-

nology. Multi-antenna MIMO and beamforming 

technology can be used to improve system performance 

[7]. LTE-Advanced introduces novel technologies such 

as carrier aggregation (CA), multi-antenna enhanced 

MIMO, and coordinated multipoint transmission 

(CoMP) [8]. However, the system bandwidth required 

for LTE-Advanced can be fi ve times higher than that 

required for LTE [1, 6]. LTE is designed to improve sys-

tem performance, but it also increases the amount of 

data transmitted between the BBU and RRU, and 

therefore the need for more costly fi ber optic links.

In this paper, we introduce a low-latency base-

band signal compression algorithm. In the LTE 
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system architecture, the evolved NodeB (eNodeB) 

includes two main components, the BBU and the 

RRU. The LTE baseband signal is generated in 

the BBU for the downlink, and then the baseband 

signal is transferred to the RRU. Digital-to-analog and 

analog-to-digital conversion is done in the RRU. 

Finally, the signal is sent to the radio interface. A 

standard common public radio interface (CPRI) [5] is 

used to transfer data via optical fi ber between the 

BBU and the RRU. The signals are a volume of sam-

ples with complex value of a certain bit width, such 

as an I-part of 15 bits and a Q-part of 15 bits. In the 

C-RAN architecture, a large number of RRUs are con-

nected to the BBU pool, which thus requires a large 

number of fi ber optic links. Our algorithm is designed 

to compress the digital signals and the bit width 

before CPRI framing and to do so without any unac-

ceptable degradation in system performance. If we 

can achieve this goal, we can reduce the costs associ-

ated with optic fi ber link resources quite signifi cantly.

The basic functional blocks of our compression 

scheme were introduced in Alcatel-Lucent’s lightRa-

dio™ solution, and are shown in Figure 1 [9]. An 

optical fi ber pair is used between the BBU and RRU, 

one for the downlink and the other for uplink. 

Compression and decompression processing modules 

are respectively added inside the BBU for uplink and 

inside the RRU for downlink transmission. For down-

link, the BBU generates an uncompressed baseband 

signal, and then in-phase/quadrature-phase (I/Q) 

samples are compressed by the compression module. 

Finally the compressed I/Q samples are sent to the 

RRU through the CPRI link. In the RRU, the com-

pressed I/Q samples are decompressed by the decom-

pression module, and then undergo normal 

processing inside the RRU. The uplink process is simi-

lar to the downlink, except that the original samples 

come from the analog-to-digital converter (ADC). 

The input to the ADC is the analog radio signal 

received from the antennas. Algorithm details are 

described in the next section.

Algorithm Details
The compression process consists of three steps 

as shown in Figure 2. In the decompression mod-

ule, the processes are reversed. They include:

• Removal of redundancy in the spectral domain,

• Block scaling, and

• Quantization.

The fi rst step is removing the redundancy in the 

spectral domain. The redundancy is caused by over-

sampling on signals. The oversampling is used to pre-

vent out-of-band radiation from interfering with 

useful signals in the OFDM system. This module is 

designed to remove redundant spectral data by 

means of a low-pass fi lter, which ensures that only 

the data on valid bandwidth is sent. The number of 

samples can be reduced signifi cantly in this block.

The second step is to segment the samples into 

blocks. A scaling factor is selected for each block. 

Piecewise scaling is used to meet the fl uctuations of 

data in the time domain, especially for large and 

Figure 1.
BBU-RRU system with J/Q compression.
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small values. Block scaling is used to reduce the 

quantization error.

The third step is to quantize the pre-processed I/Q 

samples from the original bit width of QS to a Qq bit 

width, normally Qq < QS. The quantizer was specifi -

cally designed according to the data characteristics 

assuming a bit width of Qq and QS. After the quantiza-

tion, the bit width of one I/Q sample will be reduced to 

Qq. This function is performed sample by sample.

After this processing is complete, the number of 

data samples is reduced signifi cantly from that in the 

original data. Meanwhile the bit width of each sample 

K times up-sampling

L times down-sampling

Collect Ns samples

Scaling factor calculation

Scaling of Ns samples

Uplink: I/Q samples from RRH
ADC or

Downlink: I/Q samples from BBU

Low-pass filtering

Quantization

Removal of redundancy

Block scaling

To transport link

ADC—Analog-to-digital converter
BBU—Baseband unit

I/Q—In-phase/quadrature-phase
RRH—Remote radio head

Figure 2.
I/Q samples compression block diagram.
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is also reduced. The decompression module will use 

the same method to recover the original data. In the 

subsection following, each module will be described 

in detail.

Removal of Redundancy in Spectral Domain
Based on current practice, the sampling rate for 

processing in the ADC, the DAC, and the BBU is 

higher than the minimum required by the Nyquist 

sampling theorem in most wireless access technol-

ogy. In an LTE system, the sampling rate also exceeds 

the signal bandwidth.

In LTE implementations, inverse fast Fourier 

transformation (IFFT) is used to generate OFDM sig-

nals. Typically, the Nyquist sampling theorem would 

then be used to select the smallest appropriate IFFT 

size. However, due to the complexity of this imple-

mentation, in practice, we use an IFFT size based on 

a power of two. For example, consider 20 MHz of 

spectrum for a Time Division (TD)-LTE system. As 

shown in Table I, we used a 100 physical resource 

block (PRB) confi guration from 3rd Generation 

Partnership Project (3GPP) specifi cation 36.101 [2]. 

So the useful subcarrier number is 100*12 = 1200 

(the number of subcarriers within each PRB is 12), 

the subcarrier width is Δf = 15 kHz, the width of sig-

nal bandwidth is 1200*15 kHz = 18 MHz [3]. The 

smallest size power of two which is larger than 1200 

is 2048, so the signal is mapped on 1200 subcarriers 

in the middle of 2048 subcarriers. The remaining sub-

carriers are fi lled with zeros, so in practice, 2048*15k = 

30.72 MHz bandwidth is used. Taking into account 

the 2 MHz bandwidth reserved for fi lter edge roll-off, 

there is about 10 MHz of bandwidth redundancy 

in the spectral domain. Thus, in the uncompressed 

form, a signal that is spectrally broader than neces-

sary is being transmitted in the CPRI frames.

The fi rst step in reducing redundancy is upsam-

pling on the input signal. In this process, zeros are 

inserted into the original signal. We then let this sig-

nal with zeros pass through a low-pass fi lter. Finally, 

downsampling is performed on the fi lter’s output sig-

nal. The sampling rate of the original signal is fs. After 

these processes, the sampling rate of the output sig-

nal becomes a lower sampling rate
 
fds.

The value of fds depends on the amount of redun-

dant spectrum to be removed. It is important to note 

that in addition to the useful signal bandwidth, ade-

quate protection bandwidth should also be reserved. 

Adequate protection bandwidth ensures that the fi l-

ter doesn’t damage useful information in the central 

band. The system bandwidth is limited to [−fds/2, 

fds/2] after downsampling.

The downsampling factor F is a rational number 

used to evaluate the effi ciency of the process, where 

K is the upsampling time and L is the downsampling 

time. K and L are positive integers.

 
F = 

fds

fs

 = 
K

L
 ≤ 1

 
(1)

Our aim in designing the fi lter coeffi cients was to 

ensure good amplitude and phase response in the 

passband. Meanwhile, to the greatest extent possible, 

signal in the block band should also be removed, and 

this becomes a tradeoff in the fi lter design. Our algo-

rithm uses a Kaiser window to generate the fi lter 

coeffi cient, which shows desirable amplitude/phase 

response in its passband.

Figure 3 shows the amplitude and phase response 

for the fi lter used in the simulation we described in 

the performance evaluation section.

Figure 4 compares the frequency spectrum from 

the original signal and the signal pass “redundancy 

removal” block. Figure 4a shows the frequency spec-

trum of a typical LTE downlink 20 MHz system band-

width baseband signal with a sample rate of 30.72 

MHz. As shown, the useful spectrum is in the center 

and the redundancy is seen on both sides. We use the 

fi lter in Figure 3 to deal with the original time-domain 

signal. The output spectrum of the “redundancy 

Table I.  Transmission bandwidth confi guration NRB 
in E-UTRA channel bandwidths.

Channel bandwidth 
BWChannel (MHz)

1.4  3  5 10 15  20

Transmission band-
width confi guration 

NRB

6 15 25 50 75 100

E-UTRA—Evolved UTRA
UTRA—Universal terrestrial radio access
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Figure 3.
Amplitude and phase response of fi lter.

removal” block is shown in Figure 4b. We demon-

strate that most of the redundant spectrum has been 

fi ltered out, while the useful band is retained.

Specifi c parameters, such as the downsampling 

factor and fi lter coeffi cient, will vary given different 

given system bandwidths. In practical implementa-

tions, key parameters (e.g., the number of fi lter coef-

fi cient taps) should be chosen carefully to achieve 

the best tradeoff possible between complexity and 

performance.

Block Scaling
In LTE, OFDM is used in downlink transmission. 

Orthogonal subcarriers are used to implement mul-

tiple narrowband systems, which introduces large 

peak-to-average power ratio (PAPR). A typical LTE 

radio signal has a large dynamic amplitude range. 

A Single Carrier Frequency Division Multiple Access 

(SC-FDMA) transmission technology is used in the 

LTE uplink to generate a signal with a lower PAPR, 

and in general an automatic gain control (AGC) block 

is also used to reduce the difference in power between 

user signals. However, the signal amplitude still has 

great volatility within a large range. Typically, time 

domain signal samples are transmitted using QS bits 

per complex component in a fi xed-point scheme. If 

all of these signals are compressed to target Qq bits 

directly without any other processing, data satura-

tion will frequently occur. At the same time, signal 

components with low amplitude are being impacted 

by high quantization noise. We introduce block scal-

ing to solve this problem. In block scaling, the output 

from previous processing is segmented into a number 

of small blocks with NS samples. In each small block, 

a scaling factor is determined for the NS I/Q samples 

within the block. This scaling factor is used to process 

the amplitude of the samples into the normal range 

provided by Qq bits in order to minimize the quanti-

zation error. The scaling factor is also transmitted as 

overhead in each block. However, due to minimized 
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quantization error, a lower quantizer resolution is 

applied, which results in an overall reduction in the 

transport data rate. This function is performed on 

each block with NS I/Q samples, at the output of the 

decimator. The scaling factor is transmitted together 

with each NS I/Q sample. Minimizing the block length 

NS will reduce the subsequent quantization error, 

however it will also increase the transmission over-

head. Therefore, the selection of block length 
 
NS 

requires a tradeoff between the signal quality and the 

transport data rate.

In the kth block with NS  samples, the sample with 

the largest absolute value will be selected as the scal-

ing factor:

 A(k) = max
i=Ns*k,...,Ns(k+1)−1

 {|Re(sd(i))|, |Im(sd(i))|} (2)

The scaling factor above is an integer and it does 

not exceed 2QS  − 1, where Qs is the bit width used for 

transferring the scaling factor. Each sample in the 

block is then scaled with this scaling factor as shown 

in equation 3, where the Qq is the bit width used in 

quantization. sd (i) is the signal sampled at the fre-

quency fds ∙ Ss (i) is the output of black scaling.

 
ss(i) = sd(i) 

2Qq −1 − 1

S(k)  (3)

Where

 
S(k) = { ⎡A(k)⎤ for ⎡A(k)⎤ ≤ 2Qs − 1

2Qs − 1 for ⎡A(k)⎤ > 2Qs − 1 
(4)

Quantization
After block scaling, I/Q samples are quantized 

using a quantizer with a Qq bit resolution for each 

component. This function is performed sample by 

sample. We apply a simple linear (uniform) quantizer 

with a resolution of Qq. We found that if Qq is close to 

the original bit width Qs, the linear quantizer works 

well. However, if Qq decreases signifi cantly, applying 

a nonlinear quantizer with optimized distances 

between quantization levels can result in a lower 

quantization error. This is an important consideration 

in the design of the non-linear (non-uniform) quan-

tizer. Figure 5 shows the amplitude distribution of 

the downlink signal with scaling of Qq = 6. It is clear 

that a large portion of data has minor amplitude 

around zero, except for two impulses at the extreme 

values caused by block scaling saturation. We took 

these features into account in our quantizer design, 

and used the smaller quantization distance for signal 

components when there was high probability of 

occurrence (here, at low amplitudes). Using a train-

ing sequence to tune a quantizer is common practice 
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Figure 5.
Amplitude distribution of a 6 bit downlink signal.
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in non-linear quantizer design. Multiple iterations 

are required to quantify an appropriate distance with 

a minimum quantization error. According to this 

rule, one trained nonlinear (non-uniform) quantizer 

curve of 6 bits is shown in Figure 6. We can see that 

it has a smaller quantizer distance around zero.

In this case, the quantization levels are optimized 

in conjunction with block scaling. Higher resolution 

Qq  will improve signal quality by lowering quantiza-

tion noise while increasing transport data rates. 

Therefore, the resolution Qq is also a design parame-

ter derived by analyzing the tradeoff between the 

required signal quality and data rates. Meanwhile, 

customer requirements are also a major factor in 

practical implementation.

After completing the three steps above, the num-

ber of original symbols as well as the bit width are 

both compressed. At the RRU, the process is reversed 

to recover the original data. Of course this reverse 

process can’t recover all the original information. The 

choice of the parameters and the compression ratio 

will have a signifi cant impact on compression injury. 

We also performed a simulation analysis and lab 

evaluation of the compression algorithm. We describe 

our results in the section below.

Performance Evaluation
Performance degradation depends on the com-

pression ratio and parameter confi guration. The 

compression ratio in the algorithm is calculated as 

below based on the parameters confi gured in the 

algorithm: 

 Cratio = 
K/L*Qq + Qs/Ns

Qs  (5)

Here, error vector magnitude (EVM) is used to 

evaluate the error between original data and the data 

with compression algorithm processing. The EVM is 

defi ned as follows:

 EVM% = √ E [| x − x| 2]
E [| x| 2]  *100[%]

 (6)

Where x– is the output signal (after the compres-

sion and decompression processes have already been 

completed), while x is its idealized noise-free version 

as shown in Figure 7. A basic principle of compres-

sion algorithm design is to reduce the EVM under a 

certain compression ratio.
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The trained quantizer curve for 6 bits.
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In order to evaluate the algorithm more care-

fully, we have defi ned two types of EVM, the time 

domain EVM and frequency domain EVM. The fre-

quency domain EVM is defi ned based on the band-

width used by the frequency domain signal, while 

the time domain EVM is defi ned on the entire band-

width signal. This is because our primary focus is on 

signal changes across the entire useful bandwidth. 

3GPP has defi ned EVM requirements for differ-

ent modulation schemes, as shown in Table II. The 

requirements are based on an end-to-end defi nition 

of EVM between the eNodeB and UE, and it is also a 

frequency domain EVM defi nition. EVM loss caused 

by I/Q compression is a part of end-to-end EVM in 

practical systems.

In addition, in order to assess the impact of scal-

ing and quantization, we defi ne the following SQNR:

 
SQNR = 

E | Sd (i)| 2

E | sd(i) − sd(i)| 2 
(7)

Where, sd (i) is the block scaling input in equation 3, 

sd (i) is the output of block rescaling at decompres-

sion side as shown in Figure 7.

Simulation Analysis
The algorithm parameters for compression are 

shown in Table III. In the simulation and imple-

mentation, linear quantization is used for 11 bit and 

8 bit compression, while nonlinear quantization is 

used for 6 bit compression.

In order to achieve an ergodic signal, we used 

the six data confi gurations (with different PRB num-

bers and modulation schemes) shown in Table IV 

which were selected to simulate different downlink 

user scheduling signals.

Our simulation results at compression ratios of 

0.5201, 0.3868, and 0.2979 are respectively are 

detailed in Table V, Table VI, and Table VII.
The results show that EVM changes markedly at 

different compression ratios. Under 11 bit and 8 bit 

compression, the compression ratios are 0.5201 and 

0.3868 respectively. The frequency EVM can be con-

trolled to less than one percent. The 1/2 compression 

ratio means that if the original data was transmitted 

on two optical fi bers in the practical application, it 

can now be transmitted on only one optical fi ber. 

Looking more closely at the compression ratio, for 

example the 6 bit compression with low SQNR, the 

Table II. Downlink LTE EVM requirements.

Modulation scheme Maximum EVM (%)

QPSK 17.5

16 QAM 12.5

64 QAM 8
EVM—Error vector magnitude
LTE—Long Term Evolution
QAM—Quadrature amplitude modulation
QPSK—Quadrature phase shift keying

Quantization

deQuantization
Low-pass filter

and up samping
to fs

Low-pass filter
and down samping
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Block
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Block
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Sd (i)

Lin
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Figure 7.
Block diagram of compression and decompression processing.

Table III. Parameter confi guration.

Parameter Value

K 2

L 3

Qq 11/8/6 bits

Qs 15 bits

Ns 32 samples
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Our test sequence included:

1. Connecting the test equipment as shown in 

Figure 8. The LTE CPRI compression lab test 

environment is shown in Figure 9. The BBU is 

on the back framework. The black box at left 

is the test UE. The vector signal analysis (VSA) is 

on the top of the UE. The RRH and channel simu-

lator are not shown in this fi gure because of their 

size. Test performance was monitored via the ter-

minal shown at right.

2. Setting the system to work on the D-band carrier 

and to achieve a steady state.

3. Setting the system to transmission mode 3.

4. Loading the SCM channel model and gradually 

increasing the noise to reduce the signal-to-noise 

ratio (SNR).

Table V. 11 Bits compression results compression 
ratio: 0.5201.

Index
Frequency 

domain EVM 
(%)

Time domain 
EVM (%)

SQNR (dB)

1 (0.4183) (1.2287) (62.8566)

2 (0.4005) (1.1792) (62.8206)

3 (0.4069) (1.1982) (62.8387)

4 (0.4173) (1.2265) (62.6868)

5 (0.4605) (1.3278) (62.6219)

6 (0.4070) (1.1823) (62.5962)
EVM—Error vector magnitude
SQNR—Signal-to-noise quantization ratio

Table VII. 6 Bits compression results compression 
ratio: 0.2979.

Index
Frequency 

domain EVM 
(%)

Time domain 
EVM (%)

SQNR (dB)

1 (2.0042) (2.4018) (33.6422)

2 (2.0027) (2.3769) (33.5828)

3 (2.0023) (2.3870) (33.5595)

4 (2.0362) (2.4241) (33.4597)

5 (2.0461) (2.4791) (33.4748)

6 (2.0395) (2.4097) (33.4588)
EVM—Error vector magnitude
SQNR—Signal-to-noise quantization ratio

Table VI. 8 Bits compression results compression 
ratio: 0.3868.

Index
Frequency 

domain EVM 
(%)

Time domain 
EVM (%)

SQNR (dB)

1 (0.6782) (1.3506) (44.8722)

2 (0.6668) (1.3066) (44.8969)

3 (0.6722) (1.3253) (44.8544)

4 (0.6890) (1.3547) (44.6512)

5 (0.7166) (1.4476) (44.5771)

6 (0.6852) (1.3166) (44.6194)
EVM—Error vector magnitude
SQNR—Signal-to-noise quantization ratio

Table IV. Simulation cases confi guration.

Case index PRB number
Modulation 

scheme

1   10 QPSK

2   10 16 QAM

3   10 64 QAM

4 100 QPSK

5 100 16 QAM

6 100 64 QAM
PRB—Physical resource block
QAM—Quadrature amplitude modulation
QPSK—Quadrature phase shift keying

EVM has obviously increased, but it still falls within 

3PGG requirements. And, in the spirit of joint opti-

mization across the entire ecosystem, other parts of 

the system, such as the RRU and the UE, can be care-

fully designed in parallel to obtain further compres-

sion space.

TDD-LTE Demo Test Analysis
Based on the simulation results, we built a 

TD-LTE system demo testbed in our lab. We used 

fi eld programmable gate array (FPGA) resources 

inside the eNodeB and RRU to implement the com-

pression and decompression module. Our demo 

evaluated the 1/2 and 1/3 compression rates. The 

algorithm parameters were consistent with those 

used in simulation.
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5. Using the test UE to receive the downlink signal 

and obtain an average throughput performance 

under each SNR.

6. Shutting off the CPRI compression and then 

repeating steps 2 through 5.

We tested our demo system in a lab environ-

ment. Since performance was to be compared for 

both the compressed and uncompressed transmis-

sion schemes, we needed to maintain a stable state. 

Before moving forward, we needed to ensure that:

eNB
RRH

CPRIlink, for
8 antenna 20M

bandwidth@4.9 Gb/s

CPRI_0

Compression
and

decompression

Compression
and

decompression

CPRI_1

Channel
simulator Test UE

CPRI—Common public radio interface
eNB—Evolved NodeB
RRH—Remote radio head
UE—User equipment

Figure 8.
Eight antenna system CPRI compression lab test equipment connection.

CPRI—Common public radio interface
LTE—Long Term Evolution

Figure 9.
LTE CPRI compression lab test environment.



DOI: 10.1002/bltj   Bell Labs Technical Journal   129  

1. The platform was operating under normal condi-

tions, and

2.  The equipment had been fully preheated, and 

performance indicators were showing stable state.

The test results are shown as below.

1/2 CPRI compression rate. In our demo test for 

downlink, the LTE downlink signal was generated 

based on a standard 3GPP protocol for a commercial 

LTE eNodeB, the system bandwidth was 20 MHz, and 

the uplink/downlink confi guration was 1. 100 PRB 

resources were scheduled for target user equipment 
(UE), and adaptive modulation and coding (AMC) was 

used for scheduling. Figure 10 shows the test results 

for downlink under 1/2 ratio CPRI compression. The 

fi gure shows that the throughputs with and without 

compression are very close. The compression algorithm 

works well with limited performance degradation.

In our demo lab test for uplink, the system band-

width was also 20 MHz, and the uplink/downlink 

confi guration was 1. 10 PRB resources were sched-

uled for the target UE. We used fi xed modulation 

and coding scheme (MCS) 16. We used an SC-FDMA 

signal generation scheme for the LTE uplink signal. 

The signal PAPR was not as high as the downlink 

signal. However, since the uplink signal should pass 

the spatial channel before being received, the signal 

characteristic will become unstable, which will affect 

the design of the compression algorithm. The second 

test case examined the uplink CPRI compression 

performance for a single UE signal. Figure 11 shows 

the uplink throughput performance at a 1/2 com-

pression rate. We observed that the compression 

algorithm works well with a 1/2 compression rate 

with a single UE.

Next, we carried out an uplink throughput per-

formance comparison in the presence of interference 

from multiple UEs. Figure 12 shows that the perfor-

mance gap is negligible with a 1/2 compression rate 

in the presence of strong interfering UEs.

1/3 CPRI compression rate. Figure 13 provides a 

comparison of downlink throughput performance at 

a 1/3 compression rate. Although the EVM loss in the 

simulation analysis is higher with 1/3 compression 

than with 1/2 compression, our tests indicated that 

the compression algorithm still worked well at the 

1/3 compression rate for downlink.

CPRI—Common public radio interface
SNR—Signal-to-noise ratio
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Figure 10.
Downlink performance comparison under 1/2 compression.
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Figure 11. 
Uplink performance comparison under 1/2 compression.

CPRI—Common public radio interface
SNR—Signal-to-noise ratio
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Figure 12.
Uplink performance with interference under 1/2 compression.
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CPRI—Common public radio interface
SNR—Signal-to-noise ratio
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Figure 13.
Downlink performance under 1/3 compression.
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Figure 14.
Uplink petformance under 1/3 compression.
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Figure 14 shows uplink throughput at a 1/3 

compression rate when a single UE was deployed. 

We found that the compression algorithm yielded 

satisfactory results at the 1/3 compression rate.

Figure 15 shows uplink throughput perfor-

mance at a 1/3 compression rate in the presence of 

strong interference from another UE. We observed 

that with low SNR, the two curves match each other 

well even when there is strong interference. Under 

high SNR, the 1/3 compression leads to performance 

loss, but only 0.3 dB at an SNR of 6 dB to 8 dB.

Conclusions
CPRI transmission is the bottleneck for C-RAN 

implementation. LTE and LTE Advanced (LTE-A) intro-

duce new and robust technologies, but also increase 

the amount of data transmitted on the CPRI interface. 

This paper describes a CPRI compression algorithm 

for an LTE system which reduces the data rate on the 

fi ber link. By eliminating redundant spectrum band-

width and compressing the bit width, this algorithm 

can effectively reduce the amount of data transmit-

ted on the CPRI. Simulation results show that data 

loss is negligible at a low compression ratio. The 

EVM can be controlled to less than one percent at 

the 1/2 compression rate. We verifi ed our compres-

sion scheme in an LTE lab demo. Performance with

a 1/2 compression rate is ideal; performance with a 

1/3 compression rate, a little less so. We also noted 

that EVM deteriorates signifi cantly at a high com-

pression ratio, which indicates that there may be

limited applicability for this specifi c implementation. 

In real life applications, there is a tradeoff between 

performance and resource consumption. In future 

research, we will study methods for optimizing algo-

rithm confi guration in certain scenarios, such as the 

design of the quantizer. 
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