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Abstract

When navigating in virtual environments by using real walking, the
correct auditory step feedback is usually ignored, although this could give
more information to the user about the ground he is walking on. One
reason for this are time constraints that hinder a replay of a walking sound
synchronous to the haptic step feedback when walking. In order to add a
matching step feedback to virtual environments, this paper introduces a
calibration-free system which can predict the occurrence time of a step-
down event based on an analysis of the user’s gait. For detecting reliable
characteristics of the gait, accelerometers and gyroscopes are used that
are mounted on the user’s foot. Since the proposed system is capable
of detecting the characteristic events in the foot’s swing phase, it allows
a prediction that gives enough time to replay sound synchronous to the
haptic sensation of walking. In order to find the best prediction regarding
prediction time and accuracy, data gathered in an experiment is analyzed
regarding reliably occurring characteristics in the human gait. Based on
this, a suitable prediction algorithm is proposed.



Introduction

Increasing immersion in virtual environments is an important goal in VR re-
search. Usoh et al. [1] and Ruddle et al. [2] showed that for increasing the
feeling of presence, real walking as a navigational method is superior to stepping
in place, and joystick or keyboard interaction. In such systems, a head-mounted
display is used to visualize the virtual environment while walking around. The
user’s position and orientation is tracked, which allows adapting the visual feed-
back accordingly. Therefore, the user experiences a self-motion that matches
the motion seen by him in the virtual environment. However, such tracking
systems do not give any information about the user’s foot placement and thus
cannot be used to trigger a correctly synchronized replay of walking sounds.

To further increase immersion for real walking in a virtual environment, an
auditory component could be added which would give information about the
ground the user is walking on. Depending on the current virtual environemnt,
the sound could be different, such as walking on concrete, gravel, or snow.
Moreover, the acoustic characteristics of the environment could also be included,
e.g. reverb effects in a cathedral. Nordahl et al. showed in a study that a correct
auditory feedback can significantly increase immersion [3]. Thus, an immersive
VR system must able to block the real sound of the walking step, while replaying
a synthetic sound instead that exactly fits to the experienced VR environment
regarding sound character and timing. This imposes the following requirements
on the system:

e Headphones are required to block the real step sound and to provide a
synthetic one instead.

e The sound must be replayed at the correct time so that it is synchronous
to the haptic step sensation.

e The sound signal must match the virtual environment regarding sound
characteristics and echo, but also the physical properties of the ground
the user is walking on.

e The system should work reliably for any user and ideally without prelim-
inary calibration or training phase.

Compared to real world, there are certain latencies in such a system as shown
in Figure 1.

While in the real world, the auditory step feedback would have a latency
of 4 — 6 ms, the virtual environment has a much higher latency, consisting
of three main parts: sensor delay given by the sensor, sensor update rate and
used connection (~ 6 ms), the used audio hardware (~ 35 ms) and the software
used for replaying the sound. While not based on exactly the same setting,
the measurements done by Wang et al. [4] illustrate the underlying problem
regarding latencies in consumer grade audio hardware that is also the cause for
the 35 ms latency in our case. We therefore need a system that is capable of
determining the right time for an auditory step feedback, but can also predict
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Figure 1: Comparison between real and virtual world regarding occurring la-
tencies.

it early enough and with a sufficient precision to guarantee that the timing of
the synthetic sound matches the real one.

Related Work

The sound of our steps gives us information about the material and structure
of the ground we are walking on. Giordano et al. researched the ability of
people to identify ground materials by non-visual means [5]. While the amount
of information depends on the simulated material, the distinction between solid
(wood, concrete,...) and aggregate surfaces (gravel) seems to be very easy even
if only auditory cues are available. Serafin et al. even showed that users perform
better at identifying ground materials if only auditory cues are provided instead
of haptic ones [6].

Increasing the immersion of a virtual environment by generating such a syn-
thetic auditory sound feedback poses the problem of step detection and sound
synthesis. Within the research field of physically based sound synthesis, numer-
ous sound synthesis models were already presented. There was a model pre-
sented by Avanzini et al. [7], which was used to generate synthetic step sounds
by Turchet et al. [8]. Step detection on the other hand is mainly done in the
medical research field, and in particular in gait analysis. Pappas et al. [9] also
designed a step phase detection system for a functional electrical stimulation.

Turchet et al. used shoes equipped with force sensitive resistors to demon-
strate the viability of an auditory step feedback [8]. Another approach was
introduced by Nordahl et al. [10], who used an array of microphones that were
integrated in the floor the user was walking on. Law et al. presented another
floor based system that is used in a CAVE system and provides a visual, haptic
and auditory virtual ground [11].

As shown above, a number of systems exist that provide auditory feedback
for walking in virtual environments. However, none of these systems is capable



of predicting the occurrence time of the auditory step feedback, since they use
force or acoustic measurements, such as microphone arrays, force sensor plates,
or custom-built shoes that are equipped with sensors. All systems have in
common that they measure the real step-down time and thus typically do not
leave enough time to synchronously replay an artificial sound.

The so-called "feeling of agency” is a psychological measure for a person
claiming resposibility for certain events; in this case having caused the step
sound with their walking. This feeling of agency was investigated by Menzer et
al., who measured the influence of an artificially introduced delay between the
haptic feedback of the step-down event and the acoustic sensation [12]. They
showed that the acceptance of a sound sensation decreases with an increasing
delay between the step and the acoustic feedback. But even for a delay of 100
ms, 90% of the participants still accepted the sound as their own. In another
user study, Nordahl found out that users started to notice the time difference
between haptic and auditory feedback once the delay was above 60.9 ms [13].
However, these findings are in contrast to research by Occelli et al. who also
performed studies on temporal order judgment [14]. They found the perception
threshold for the delay in the audio-tactile perception to be between 20 - 75
ms. The difference might be explained by the fact that in contrast to Nordahl’s
[10, 13] and Menzer’s [12] work, these values were not from experiments with
walking, but with various other tactile stimuli.

To overcome the problem of delayed sound replay, this paper introduces a
system that uses accelerometers and a gyroscope together with suitable predic-
tion algorithms which allow for a synthetic auditory feedback being replayed at
the exact moment when the real auditory feedback should occur during human
gait. This is possible since the system can measure data during any phase in
human gait and not only during the stance phase (see Figure 2). In addition,
the proposed system does not need any user calibration and is low-cost.

Gait Event Predictor

Sensors and Hardware

Since we want a wearable system that is able to predict the time of the auditory
step feedback, an inertial measurement unit equipped with a 3D accelerometer,
gyroscope and magnetometer is used. It is attached to the top of the user’s shoe
(see Figure 3 and also [15, 16] for similar setups). The sensor is connected to a
backpack worn laptop which runs the prediction software, the rendering engine,
and provides the auditory feedback to the user wearing headphones.

The used sensor is an Xsens MTx inertial measurement unit running at 200
Hz connected via USB to a notebook with an i7-2760QM quad core cpu @ 2.4
GHz and 8 GB main memory.

Figure 4 shows the system with all components, including the head-mounted
display, the headphones and the tracking system.
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Figure 2: The human gait cycle as used by Wendt et al. [19] based on the
definition by Inman et al. [21]

Gait Pattern

Human locomotion has been a research topic for a long time. It is essentially a
cyclic process as depicted in Figure 2. This means that there is a basic pattern
that is repeated in each step, alternating between left and right. Pappas et
al. [9] and Willemsen et al.[17] both divided the step into four phases: Stance,
heel-off, swing, and heel-strike. While this cycle is not completely identical for
different people, it is very similar [18].

This repetitive gait pattern should also be visible in the signals measured
with the sensors mentioned above. In Figure 6, the sensor signals for one single
step in regular forward walking are depicted together with the corresponding
phases in the foot movement. The solid line shows the signal from the gyroscope,
measuring the foot roll rate. The dashed and the dotted lines show the signals
from the accelerometers, measuring the foot’s forward and upward accelerations.

Predictor Realization

Wendt et al. showed that the duration of the swing phase scales linearly with
the step duration [19]. Based on this observation, we propose an approach for
predicting the time of the step sound based on a set of person-independent,



Figure 3: Used sensor setup

reliably occurring and unambiguous ”events”.

Based on these events, we look for a relation between them that allows us
to predict the time the auditory step feedback should begin at. The output of
the predictor is the remaining time to the auditory step feedback (RTF) after
the latest used event. Figure 5 shows the design principle.

Gait events

The gait events used for prediction have to fulfill the following criteria:
e They have to occur for every person
e They have to occur in every step

e Based on their time of occurrence it has to be possible to estimate the
time until the step sound occurs

e They can be detected robustly

To find events that fulfill those requirements, we limit ourselves to forward
walking at normal speed and users with healthy gait.

There are a number of points in the gait cycle one might consider for gait
events. In the following section, we will present some of them and discuss
their suitability for being used as gait events. The most obvious events are
maxima or minima in the measured signal. However, there are a number of
difficulties in using them. First, we need to be sure that a given point is not just
a local maximum (Figure 7a), since this would result in a wrong prediction time.
Therefore a certain waiting time is required to be sure that no other maximum



Figure 4: VR system

would occur. However, this would add an additional delay to the predictor.
Moreover, it would be difficult to define an optimal wait time. When using
maximum values as characteristic events, another problem is that the measured
signals do not always possess a distinct maximum, i.e. a peak value that could
be easily detected. Instead, signals have a flat maximum (see solid line for the
angular velocity of the roll rate in Figure 6) which makes it difficult to define
the exact occurrence time of such a maximum (see Figure 7b). Furthermore, if
such a signal is noisy, determining the exact occurrence time becomes even more
imprecise. A peak that is easy to detect would be a high narrow one as in Figure
7c. However, these peaks often occur in groups at the beginning and end of the
step. The ones at the end are after the auditory step feedback and therefore
useless for a prediction. For both cases, it is unclear which peaks belong to the
characteristic gait cycle and which ones do not.

Another possibility could be to define a certain threshold and using the cross-
ing of this threshold as event. However, this poses the question of a good choice
of the threshold. Although the basic locomotion pattern is similar between peo-
ple, the amplitude of the walking pattern differs. Therefore, it is difficult to
define a threshold that is triggered by everyone even for normal walking.

Thus the most suitable approach is to use zero crossings. In general, if the
zero crossing occurs with high gradient, there will be only one distinct zero
crossing even with sensor noise or small jitters in the movement. Figure 7d
shows a zero crossing from actual walking which exihibits this behavior due to
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Figure 5: For predicting the feedback based on the time difference between
events, the triggering time has to be earlier due to the audio system’s latency.

their location in the gait cycle. This makes zero crossings a good choice for gait
events.
We therefore define the following four events :
(D Foot roll rate downwards zero crossing
@ Forward acceleration zero crossing
@ Up acceleration zero crossing
@ Foot roll rate upwards zero crossing

Figure 6 shows a typical step, the corresponding foot movements, and the
four events defined above. These four events will be used to define a suitable
prediction algorithm that will be introduced in the next paragraph.

Prediction

The goal of the prediction is to estimate the time of the auditory step feedback
trrr. Instead of calculating this as an absolute time, we calculate Atgrr =
trTF — tx Where t is the time of the last occuring event used in the prediction
(cf. Figure 5). Since the prediction is calculated immediately after all necessary
events occured, Atgprp is the time from the moment the prediction is done
until the step feedback has to be audible. To calculate Atgrr a standard linear
regression with basis functions is used (1) (defined for example in [20]). Here, a;
is a constant scalar weighting factor and ¢; = f;(tm,t,) are the basis functions.
t, and t,, are the absolute times of any two events.

Atprp=al -c=aj;-c1+as-co+..ay-cn (1)

From all possible choices for basis functions f;, we select the polynomial
ones defined in Table 1 for an in-depth evaluation. The use of linear terms is
motivated by Wendt’s finding of a linear relation between step frequency and
time spent in a certain step phase relative to the step duration [19]. Additionally
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Figure 6: The plot shows the upward acceleration (dashed), forward accelera-
tion (dotted) and roll rate (solid) of a single step together with the step phases.
The upper part shows the corresponding foot movements. (D-@ mark the loca-
tions of the person invariant gait events and the beginning of the auditory step
feedback (thin dashed).

quadratic terms are added in order to evaluate if adding basis functions of higher
order can improve the predictor performance.

a is calculated using real world walking data where the absolute times of
all events and the auditory audio feedback are known. Using this data, we

can calculate a using linear least squares (2) with D = [cy,co,...,cpr]T and
AtRTF = [AtRTF,hAtRTF,%~-~,AtRTF,M]T where M is the number of used
steps.

a= (D" .D)'. DT . Atgrrp (2)

In order to reduce the number of possible predictors, every predictor has to
fulfill the following conditions:

e Not all ¢; have to use the same f;
oty >1p
e All ¢; use the same t,,

e Multiple ¢; can, but do not have to, use the same t,,

Experiment

In order to evaluate the predictors, an experiment was conducted to gather
real world data to compare their performance. 10 people (2 female, 8 male)
were recruited to perform a walking task. They wore the sensor as depicted
in Figure 3 and the laptop from the VR setup (Figure 4) for data recording.
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Figure 7: Different cases for defining events

The tracking system, head-mounted display and headphones were not used for
the experiment. In order to measure at which point in the step the real sound
occurs, we attached an additional microphone at the user’s ankle to acoustically
determine the true time of the step sound (see Figure 8).

For the experiment, the participants were asked to walk about 24 meters
in four runs with sensor and audio recording running. They were instructed
to walk in a natural fashion and speed, but were asked not to talk during the
experiment because of the audio recording.

Figure 8: Sensor setup and microphone attached to the ankle
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Results

The time of the audio feedback time was determined manually. First, the audio
data was filtered with a band-pass filter with a pass band from 330 to 10000 Hz
to suppress noise and low frequency distortions caused by the leg movement.
In the resulting signal, the beginning instance of the step sound was tagged
manually. In order to keep the classification robust, all ambiguous steps were
discarded. Also the parts in between the four walking parts in the experiment
were discarded. This provided a total of 154 steps for the analysis, in which
every participant contributed at least 11 steps.

Predictor Performance

Using the approach presented before, any combination of the proposed gait
events was evaluated. As an additional variation parameter, polynomials of
degree one (e.g. Atprp = a1(ty, — tn,) + ao) and two (e.g. Atrrrp = as(ty, —
tn)? + ai(tym — tn) + ag) were used, including combinations of more than two
events (e.g. Atrrr = ai(tp — tn) + a2(tm — tn) + a3), resulting in a total
of 87 evaluated predictors. For every predictor, a was calculated using linear
least squares. Then, the deviation of the Atrrp from the actual remaining
time was evaluated and the overall standard deviation o of this prediction error
was calculated as well as the mean RTF. Since the mean error is zero due to
the least squares approach, o2 is also the mean squared error of the predictor.
This provides a measure for the robustness and the prediction capability of the
predictor.

As a second condition, a cross validation (CV) was conducted, using the
data of 9 users to determine a which was then applied to the 10" user. This
was done for every user and the results were combined.

Since there are a lot of possible event combinations, four predictors were
chosen as a selection of representative predictors (Table 2). For a comparison,
Table 3 states the error between the Atgrrpr and the real remaining time until
feedback.

Discussion

Figure 9 gives an overview of all tested predictors in relation to the error thresh-
old of 60 ms (based on [13]) and the required prediction time of 35 ms. It is
important to keep in mind that the prediction error is based on human percep-
tion, whereas the required average prediction time is based on hardware and
software latencies. In general, there is the tendency that the prediction errors
become larger, the longer the prediction time is. Thus, a suitable tradeoff has
to be found between the maximum acceptable error and shortest feasible pre-
diction time. There are three distinct groups of classifiers visible in Figure 9,
each centered at a certain prediction time. This means that for the group with
a prediction time of about 225 ms (last event = @), the prediction error can
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be so large that it is noticeable by the user, making these predictors unsuited
even though the prediction time is very good. However, the predictors with a
prediction time of about 80 ms (last event = @) fulfill both requirements. The
ones with a prediction time around 25 ms (last event = @) have an even lower
error, but cannot meet the prediction requirements of our hardware.
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Figure 9: The plot shows the average prediction time and the 95% quantil of the
prediction errors where every point represents a predictor. We assume 60 ms
as the upper limit for the error and a minimum prediction time of 35 ms. This
means that only predictors in the lower right part fulfill both requierments.

Figure 10 shows the four selected predictors, their standard deviation and
maximum errors overlaid on an actual step from our experiment. The most
precise predictors (I and IV) reach a standard deviation o of around 16 ms. If
we compare this result to the limits stated in the literature, all predictors fulfill
the robustness requirements very well. Thus, the second criteria, the prediction
time, will be discussed next.

In contrast to o, the mean Atrrr depends only on the used events. Pre-
dictors using event @ have an average Atrrr of 23.8 ms. Depending on the
used hard- and software, this may or may not offer enough time to generate
and trigger an audio playback in time. However, since ¢ is so small, even if
the feedback is delayed, it should not be noticeable by the user, even though
the average error for the replay time is not zero, under the condition that the
overall system latency is small enough. In our case, with an audio latency (L 4)
of 30 to 40 ms, this should still be acceptable. For more than 98% of the steps,
the prediction error is within 3 - . The error can therefore be expected to be
between -35.7 and 58.5 ms (3).

Li—Atprp+3-0=35-236+315.7 (3)

The predictor IT uses event ) as last event and therefore has a much higher
expected Atgrp of around 87 ms, but it also has a higher o. This means that,
compared to the predictor including event @), we have to accept a higher o in

12
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Figure 10: The plot shows a data from a single step from the experiment and
the variance, minimum and maximum error of the predictors presented in Table
2 centered around the true feedback time.

order to get a higher Atgrr. When looking at the predictor using only events
D and @), this behavior is confirmed, with an expected Atgrr of 220 ms, o
is 31 ms (predictor III). With this standard deviation, it is possible that the
classification error is so large that it can be noticed by the user, if 60 ms is
assumed to be the limit. However, the 100 ms boundary based on Menzer’s
work [12] is still achieved.

Moreover, such a high Atgrpr will usually not be necessary for an auditory
step feedback and even if this is the case, it should be considered to use this
only as a rough estimate for the initial feedback preparations and to use a later
event for the actual triggering of the feedback.

Table 4 shows the standard deviation per user for the predictors. The indi-
vidual standard deviation per user is smaller than the standard deviation over
all users, which means a user calibration could improve the result, even though
it is not required to reach the necessary prediction performance. The high stan-
dard deviation of user 8 is caused by a single outlier, due to the small number of
samples per user. If this one sample is omitted, ¢ is reduced to a value normal
for the respective predictors.

Figure 11 shows the relation between the degree of the polynomial and the
resulting standard deviation for both, the cross validation and non-cross vali-
dation condition. The non-cross validation case shows no change in standard
deviation depending on the degree of the polynomial, whereas for the cross vali-
dation the standard deviation is in some cases much higher. The high difference
between non-cross validation and cross validation condition implies some kind
of overfitting at higher degrees, because there are certain users for who the

13



prediction fails completely.
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Figure 11: The plot shows the relation between maximal degree of the polyno-
mial and the standard deviation of the prediction error for the cross validation
and non-cross validation case.

Table 1: Used choices for ¢;. One or more ¢; together model the relation between
the time of the gait events m and n and the RTF.

C; Description
1 constant offset
tm — tn time difference of events m and n

(tm —tn)? squared time difference of events m and n

Table 2: Predictor comparison. The table shows the used events and the result-
ing equation for Atryp with t; = time of event i.

Predictor events used Atgprp [ms]
I At =ty —ty [ms] Atrrr = —0.0025 - At? + 2.0187 - At — 78.1424
I At = t5 —t; [ms] Atprr = 1.1581 - At + 66.3783
11 At =ty —t; [ms]  Atprp = —0.0049 - At% + 2.0656 - At + 207.9707
v At =1ty —t; [ms] Atgprr = —0.0018 - At? + 2.4747 - At — 279.3835

Also a comparison with a Gaussian process model showed very similar per-
formance (see Table 5). The Gaussian process used the same time differences

14



Table 3: Predictor comparison. The table shows the mean Atz and the stan-
dard deviation o of the Atgprpr from the real remaining time until the auditory
step feedback. The last column shows the error’s mean and standard deviation
from the cross validation. See Table 2 for the definition of the predictors.

. mean(error)
Predictor mean Atrrp [ms] o [ms] + o (error)
I 23.6 15.7 0.4+£16.8
1I 88.0 21.3 0.9 £23.8
111 218.8 31.1 2.5+34.3
1A 23.6 16.0 0.0£17.7

Table 4: Standard deviation per user for all 4 predictors. The higher standard
deviation of user 8 is caused by a single outlier (error = -70ms for predictor I).

User: | 1 2 3 4 5 6 7 8 9 10

{10 89 173 119 77 89 124 264 87 73
T4 89 171 9.2 11.8 11.0 200 23.0 191 7.9
IIT | 15.6 16.5 209 16.3 11.3 27.5 194 329 354 9.7
Iv 146 96 175 121 77 9.1 11,5 253 104 78

o(error)[ms]

as input and output as the regression approach did. In this case ¢;, as defined
in (1), becomes ¢; = e Allz=bill* where b; are the center vectors of a Gaussian
radial basis function and a; defines the weight of the respective basis. However,
the Gaussian process model has a higher complexity and does not achieve a
better prediction performance.

Table 5: Comparison of the demonstrated approach and a Gaussian process
model

Predictor Regression: o [ms| Gaussian process: o [ms]

I 16.8 16.7
II 23.8 25.2
II1 34.3 34.6
v 17.7 16.7

The requirements for user independence and calibration-free operation are
also fulfilled, since the evaluation of the cross validation shows that the pre-
dictors can reach the required precision and prediction times even for unknown
users.

Because the design of these predictors is tailored on the walking pattern for
forward walking, we cannot expect them to work for completely different types
of walking. For backwards walking for example, the gait cycle is completely
different and therefore the events the prediction is based on will not occur in

15



the expected order if they occur at all.

However, the presented approach of finding key events in the gait cycle and
using the time difference between these events in a simple regression model is
very flexible and could therefore be adapted to cover other types of walking.

Conclusion and Future Work

This paper presented a system that uses accelerometers and gyroscopes for
predicting the correct time for an auditory step feedback in human gait. The
system does not require any calibration and is able to reduce the overall latency
for an auditory step feedback.

Two characteristic gait events of healthy forward walking define a time differ-
ence, which is the basis for the prediction. The prediction algorithm is capable
of achieving a prediction error that is below the human perception threshold.
From the possible characteristic features of human gait, the zero crossings of the
measured signals performed best for a reliable and robust approach. From the
combination of different events - resulting from foot accelerations and angular
velocity - one of the predictors with a good performance relies on the foot roll
rate only and thus only requires one single-axis gyroscope per foot. However, for
this predictor the prediction time is shorter than for the other ones, and thus it
could be used only if shorter prediction times are feasible. For achieving longer
prediction times, both the acceleration and the foot roll signal have to be used.
Although these predictors are not so precise, their prediction is still within the
tolerable limits. However, these predictors require two different input signals
from an accelerometer and a gyroscope.

The design of the predictor was chosen in such a way that it matches the
time for walking on a flat rigid surface. In this case, the real step sound can
correctly be replaced by a virtual one. However, for other real surfaces like tall
grass or snow, for which the real sound could occur earlier, the predictor needs
to be adapted and retrained.

Future work should focus on detecting and predicting other steps than
straight forward walking, such as walking backwards, stomping, sneaking, or
turning on the spot. More parameters of the human gait could also be evaluated
in order to use them for a physically-based synthetic sound generation. By ad-
justing the possible prediction time, the user acceptance regarding the auditory
step feedback could be analyzed more in detail. Here, maximum acceptable time
differences between real and synthetic sound should be investigated, including
the effect of an early compared to a delayed auditory feedback.
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