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SUMMARY

Cloud computing emerges as one of the most important technologies for interconnecting people and building
the so-called ”Internet of People” (IoP). In such a Cloud-based IoP, the virtualization technique provides
the key supporting environments for running the IoP jobs such as performing data analysis and mining
personal information. Nowadays, energy consumption in such a system is a critical metric to measure
the sustainability and eco-friendliness of the system. This paper develops three power-aware scheduling
strategies in virtualized systems managed by Xen, which is a popular virtualization technique. These three
strategies are the Least performance Loss Scheduling (LLS) strategy, the No performance Loss Scheduling
(NLS) strategy and Best Frequency Match (BFM) scheduling strategy. These power-aware strategies are
developed by identifying the limitation of Xen in scaling the CPU frequency and aim to reduce the energy
waste without sacrificing the jobs’ running performance in the computing systems virtualized by Xen. LLS
works by re-arranging the execution order of the VMs. NLS works by setting a proper initial CPU frequency
for running the VMs. BFM reduces energy waste and performance loss by allowing the VMs to jump the
queue so that the VM that is put into execution best matches the current CPU frequency. Scheduling for both
single core and multi-core processors are considered in this paper. The evaluation experiments have been
conducted and the results show that compared with the original scheduling strategy in Xen, the developed
power-aware scheduling algorithm is able to reduce energy consumption without reducing the performance
for the jobs running in Xen.
Copyright c© 2016 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Cloud computing emerges as one of the most important technologies for interconnecting people and
building the so-called ’Internet of People’ (IoP). Nowadays, energy consumption in such a system
is a critical metric to measure its sustainability and eco-friendliness. Indeed, data centers used by
the Cloud service providers have become one of the fastest growing sources of power consumption
in industry. According to IDC (International Data Corporation), power consumption of data centers
worldwide accounts for about 8% of the global electricity, which does not include the additional
electricity consumed by the cooling systems equipped in the data center. In such a Cloud-based
IoP, the virtualization technique, which allows multiple operating system instances (i.e., Virtual
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Machines) to run simultaneously in a physical machine, provides the key supporting environments
for running the IoP jobs such as performing data analysis and mining personal information.

Xen [2] is a popular virtualization hypervisor used in the academic community. It has also been
widely deployed in a number of industry-level Clouds, such as AWS (Amazon Web Service),
Rackspace, Verizon, etc. SEDF (Simple Earliest Deadline First) is a scheduler in Xen. In SEDF,
the CPU requirement for each VM is specified by a tuple (s,p,x), in which s and p designate that the
VM has to run at least s in a period of p. This CPU requirement can be translated to the deadlines
by which a VM has to start running (otherwise, the CPU requirement will not be met). In each
scheduling round, SEDF puts the VM with the earliest deadline into execution [5].

Dynamic Voltage Frequency Scaling (DVFS) is a power management technique. DVFS can
change the running frequency of CPU dynamically as required and therefore reduce power
consumption when the tasks do not need to be run with the maximum CPU frequency. Xen currently
has four power governors. 1) The Ondemand governor selects the CPU frequency which best fits
the VM (guest domain). 2) The Userspace governor selects the frequency specified by user. 3) The
Performance governor selects the highest frequency. 4) The Powersave governor selects the lowest
frequency. There are twelve frequency states in the Xen power management, in which the state
P0 represents the highest frequency while the state P12 represents the lowest frequency. In this
paper, we consider the most complex scenario and assume that the guest domains are run under the
Ondemand governor, namely, the CPU frequency is dynamically adjusted towards the best execution
frequency of a guest domain.

In Xen, the CPU frequency can only be changed by one state in every interval of 10ms. The
interval of 10ms is called the frequency scaling slice. For example, it takes Xen 40ms to change the
CPU frequency from P1 to P4. Our studies show that this limitation in Xen in frequency changing
may cause the energy waste and performance loss (The problem is illustrated by an example in
Subsection 2), which this paper aims to reduce. In this work, we conduct the theoretical ananlysis
and construct the performance model and the energy consumption model by taking into account the
feature of Xen in frequency changing. Based on the analysis and the models, we derive the condition
under which the best performance can be achieved, i.e., there is no performance loss caused by the
limitation of Xen in frequency changing. Further, we propose a frequency-aware scheduling policy,
called BFM (Best Frequency Match), by adapting the SEDF scheduling policy in Xen. Compared
with SEDF, BFM is able to reduce the power consumption of running VMs without violating their
CPU requirements.

The reminder of this paper is organized as follows. In Section 2, an example is presented to
illustrate the problem of energy waste and performance loss due to the limitation of Xen in changing
CPU frequencies. Section III reviews the related work. We present the energy consumption model
and the performance model in Section IV. In Section V, we derive the situaltion where the best
performance scheduling can be achieved. In Section VI, we propose the frequency-aware scheduling
policies for single-core processors and multi-core processors. The experiment results are presented
in Section VII. Finally, Section VIII concludes this paper and present the plan for future work.

2. A MOTIVATING EXAMPLE

As introduced in Section 1, under the OnDemand governor, DVFS is used to adjust the CPU
frequency on demand. We ran an experiment on a quad-core machine to record the frequency of
the CPU core which Domain0 runs on. We pinned two vcpus of Domain0 to core 3 and recorded
the frequency of the core once every 300 ms for 60 times. The results are shown in Fig. 1. It can
be seen that Domain0 does not always run with the highest frequency of 2301 MHz. Indeed, under
the Ondemand governor, different tasks may run with different execution frequencies. For example,
Fio, which is a I/O benchmarking tool, ran at the lowest scaling frequency (1200 MHz), while the
computation-intensive benchmark BT (a benchmark application in the NAS Parallel benchmark)
ran at the highest frequency, 2301 MHz.

Copyright c© 2016 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. (2016)
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Figure 1. Frequency sampling of Domai0 for 60 times; each sampling interval is 300ms

The following illustrate the problem of energy waste and performance loss caused by the
limitation of Xen in changing the CPU frequency. Fig. 2 shows the changes of Power-states (P-
states) when four VMs (VM1-VM4) are running on a single core. The x axis is the elapsed time,
while the y axis is the Power-state of the core at the corresponding time point.. The time slice of a
VM (namely the time duration for which a VM runs continuously before the Xen hypervisor jumps
in and schedule another VM into execution.) is 30ms by default. The running order of the VMs in
the experiment is also labelled in the figure. The power governor checks and changes, if necessary,
the CPU frequency every 10ms by at most one level [11]. Assume that the P-states demanded by
VM1, VM2, VM3 and VM4 are P1, P9, P3 and P7, respectively. In this example, the initial P-state
is set to be P3. When the current frequency deviates from (higher or lower than) the best frequency
of a running VM, the power governor adjusts the frequency towards the best frequency. However,
it can only adjust the frequency by one level every 10ms due to the feature of Xen in frequency
changing. With this restriction, the actual CPU frequencies over time are those highlighted by the
bold black line. When a VM runs on a frequency higher or lower than its best execution frequency,
Energy waste or performance loss occurs. The difference between the best frequency and the actual
frequency represents the amount of energy waste or performance loss. In this figure, the red area and
the shadowed grey area represent the amount of energy waste and performance loss, respectively.
For example, at time 0, the VM (VM4) only requires P5 (the best P-state), while the current actual
frequency is P3 (initial P-state). Since the current P-state is higher than the best P-states of the VM,
the frequency is adjusted down by one level every 10ms until it reaches the best frequency or the
VM is scheduled out after its time slice of 30ms is used up. In the case of VM4, the VM is scheduled
out before the actual frequency reaches the best frequency. VM3 is scheduled in after VM4. Since
the best frequency of VM3 is P3, which is higher than the current running frequency, the frequency
is adjusted up. Since the frequency can only be adjusted by one level every 10ms, VM3 still runs
at a frequency lower than its best frequency in the first 10ms of VM3’s time slice, which leads
to the performance loss (indicated by the shadowed grey area) and will consequently increase the
execution time of the application that is running in the VM. In the remaining time slice, VM3 runs
perfectly at its best frequency.

The above example suggests that the feature of Xen in adjusting the CPU frequency may cause
both energy waste and performance loss. The objective of this work aims to improve the situation.
We adapt the default SEDF scheduling policy so as to minimize the energy waste and performance
loss under DVFS.

Copyright c© 2016 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. (2016)
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Figure 2. Energy waste and performance loss under DVFS in Xen

3. RELATED WORK

There have been many prior efforts to optimize the performance and the energy consumption for
scheduling and running tasks in native and virtualized computing systems [6] [22] [1] [9] [16]
[18] [20] [1] [19] [14] [15]. This section discusses the related work in different aspects, including
performance and power consumption models, energy-aware scheduling and VM scheduling.

The work in [9] proposes an energy-aware strategy for scheduling stochastic tasks in
heterogeneous computing environments. The work takes the performance and energy budget into
account. The work in [17] [3] and [4] presents power consumption models in different computing
environments.

The work in [8] considers scheduling a set of aperiodic tasks on DVFS-enabled multi-core
processors. It attempts to meet the execution requirements of all the tasks and minimize the overall
energy consumption on the processor. The work introduces the concept of Desired Execution
Requirement for tasks and proposes an balanced allocation method to save processor energy.

A task scheduling strategy is presented in [10] to tackle the task allocation problems on DVFS-
enabled CPU cores, the execution order of tasks and the CPU processing frequency of the each task.
It presents the task scheduling model, the energy consumption model, the CPU frequency model
and a cost function for capture the scheduling scenario. Both batch-mode and online-mode tasks are
considered. The developed algorithm guarantees the minimal total cost for every time interval. The
work does not consider virtualized systems, but is applied to native computing environments.

The work in [16] considers the power-aware scheduling problem in Cluster systems. The
performance model is proposed to capture the task scheduling and executions in DVFS-enabled
virtualized clusters tasks.

In [7], a power consumption model is proposed to estimate the energy consumption of the tasks
in cloud systems. It divides the power consumption into leakage power and dynamic power and
formulates the energy consumption of processors according to each in-processor event. An energy-
credit scheduler is proposed to schedule the tasks according to their energy budgets instead of time
credits.

The work in [13] extends the existing formulation of the power-aware job placement problem
proposed in the literature, so that it can be adapted to DVFS-enabled cluster nodes. Two optimization
problems are investigated in the work: (i) performance optimization given the constraint on energy
consumption, and (ii) optimization of energy consumption given the constraint of job performance.
In addition, it calculates the performance bound for several instantiations of the DVFS model,
aiming to quantify the added benefit of the increased DVFS capabilities.

The work presented in our paper analyzes the energy consumption and designs the energy-aware
scheduling strategies by taking into account the feature (limitation) of Xen in adjusting the CPU
frequency, which, to our best knowledge, has not been investigated before in literature.

Copyright c© 2016 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. (2016)
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4. PERFORMANCE AND ENERGY MODEL FOR THE DVFS-ENABLED XEN

4.1. Performance Model

Assume a set of independent tasks T = {T1, T2, ..., Tn}. Task Ti runs in VMi. fi denotes the best
frequency of VMi. ti denotes the execution time of task Ti when VMi runs at the frequency of fi
(Ti is executed in VMi). Ps denotes the scheduling time slice, which is 30ms by default, while Pf

denotes the frequency scaling slice, which is 10ms. When a VM runs at a frequency, f ′i , lower than
its best frequency fi, the actual work completed for the task in a time unit will be less than that when
the VM runs at its best frequency. Let c(f ′i) denote the equivalent execution rate of Ti when VMi

runs at the frequency f ′i . c(f
′
i) can be calculated by Eq. 1, where Ft(f

′
i) is the function of execution

time over CPU frequency.

c(f ′i) =

{ ti
Ft(f ′i)

iff ′i < fi,

1 iff ′i ≥ fi.
(1)

f ′i(j) denotes the frequency which task Ti runs at in the jth time interval. c(f ′i(j)) denotes the
execution rate of Ti in the jth time interval. InEq. 2 can be used to determine the number of intervals
that VMi uses to complete the execution of task Ti, which is the minimal value of m that satisfies
InEq. 2.

m∑
j=0

c(f ′i(j))Pf ≥ ti (2)

Then the total execution time of task Ti when it is not always running at its best frequency fi
(denoted by t′i) can be modelled as Eq. 3, where m is the minimal value that satisfies InEq. 2.

t′i =

m∑
j=0

c(f ′i(j))Pf (3)

4.2. Power Consumption Model

When task Ti runs at the frequency of f ′i , Eq. 4 is the classic equation to calculate the power
consumption rate of CPU for running Ti [12] (denoted by ri), where C is the capacitance being
switched per clock cycle, V is the voltage, A is the activity factor indicating the average number of
switching events undergone by the transistors in the chip and f ′i is the frequency.

ri(f
′
i) = A× C × V 2 × f ′i (4)

InEq. 2 has been used to determine the number of intervals that VMi uses to complete the
execution of task Ti. The total power consumption of task Ti, denoted by ei, can be modelled by
Eq. 5, where f ′i(j) is the frequency which task Ti runs at in the jth time interval, same as in Eq. 2.

ei =

m∑
j=0

ri(f
′
i(j))Pf (5)

5. SCHEDULING STRATEGIES

5.1. The Scheduling Strategy with Least Performance Loss

The power management in Xen can only adjust the power state by at most one level every 10ms.
The frequency gap between the current CPU frequency f and the task Ti’s best (desired) executing
frequency fi will lead to either performance loss or energy waste. When the current CPU frequency
f is lower (or higher) than Ti’s best executing frequency, fi, and the power management cannot
increase (or reduce) f to fi immediately, performance loss (or energy waste) occurs.

Copyright c© 2016 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. (2016)
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(a) “Least Performance Loss” Scheduling Strategy
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(b) Illustration of changing the execution position of a randomly
selected task

Figure 3. “Least Performance Loss” Scheduling Strategy & Illustration of changing the execution position
of a randomly selected task

Given the current CPU frequency and a set of tasks, Theorem 1 gives the “Least Performance
Loss” Scheduling strategy (LLS), namely the execution order of the tasks that leads to the least
performance loss.

Theorem 1
Given a set of tasks, T = { T1,T2,...,Tn}, the best CPU frequency of Ti is fi and the set of tasks are
run in a time-sharing manner. Assume f1 ≤ f2 ≤ ... ≤ fn. If the current CPU frequency is f , then
given the current CPU frequency, the LLS strategy (i.e., the execution order that leads to the least
performance loss for the set of tasks) is to run the tasks in the following order, where Tr’s frequency
fr is the highest frequency that is less than the current frequency f .

Tr,Tr+1,...,Tn−1,Tn,Tn−1,...,Tr+1,Tr,Tr−1,...,T2,T1, T2,..., Tn, Tn−1,..., T1 ...
Namely, the execution order is to start from Tr, go up to Tn in the increasing order of frequency

and then come down to T1 in the decreasing order of frequency, and that the upward and downward
execution pattern in terms of frequency repeat until all tasks have been completed.

Proof
The performance loss is related to the frequency gap of the tasks during the execution. Performance
loss increases with the increase in the frequency gap. We prove this theorem by proving that any
change in the execution order from the LLS strategy will lead to the increase of the frequency gap,
thus the performance loss.

We randomly change the execution position (specified by the LLS strategy) of a randomly selected
task. Assume task Tj is moved to the position after task Ti. Without the loss of generality, we assume
j > i + 1, (i.e., we move Tj forwards as shown in Fig. 3a and Fig. 3b.

Before the change, the frequency gap among the relevant tasks (i.e. task Ti, Ti+1, Tj−1, Tj , Tj+1)
is:
E = (fi+1 - fi) + (fj - fj−1) + (fj+1 - fj)

= fi+1 - fi - fj−1 + fj+1.

Copyright c© 2016 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. (2016)
Prepared using cpeauth.cls DOI: 10.1002/cpe



DEVELOPING POWER-AWARE SCHEDULING MECHANISMS FOR VIRTUALIZED SYSTEMS 7

After the change, the frequency gap among the involved tasks is:
E′ = (fj - fi) + (fj+1 - fj−1).
Note that the gap of fj − fi+1 is not counted in the expression above since it does not cause

performance loss (but energy waste) even if Xen cannot adjust the frequency timely from fj to fi+1.
The difference between E′ and E is:
E′ - E = (fj - fi) + (fj+1 - fj−1) - (fi+1 - fi - fj−1 + fj+1)

= fj - fi+1.
Since fj ≥ fi+1, we get E′ ≥ E.
In the similar way, we can prove the theorem also holds when i > j (i.e., moving the task

backwards). Therefore, given the current CPU frequency, the LLS strategy generates the least
performance loss for a set of tasks.

5.2. The Scheduling Strategy with No Performance Loss

The previous section derives LLS, the scheduling strategy with the least performance loss, given the
current CPU frequency. LLS requires re-arranging the execution order of the VMs. In this section,
we will derive the scheduling strategy under which there is no performance loss for a set of tasks.
We call this strategy the No performance Loss Scheduling (NLS) Strategy. NLS aims to ensure all
tasks run with the frequencies no less than their best frequencies. NLS does not reorder the VMs’
execution. The VMs can be executed in the order of their positions in the run-queue. Rather, NLS
calculates the initial CPU frequency that the CPU needs to be set with in order for all VMs to run
without performance loss.

According to the Xen power management policy, the execution frequency can be modified once
every 10ms, which we call the frequency scaling slice. The default time slice, which we call the
scheduling slice, for running a VM in Xen is 30ms. After 30ms, the Xen hypervisor jumps in
and schedule another VM to run. Therefore, the frequency can be changed three times at most
in each scheduling slice. As shown in Fig.4, fk(j),fk(j + 1),fk(j + 2) indicates the three execution
frequencies of task Tk in the three frequency scaling slices (indexed as j, j + 1 and j + 2 in the
example of Fig. 4) in Tk’s scheduling slice. To ensure that task Tk can execute with at least its best
frequency, the frequency of the frequency scaling slice before fk(j) (i.e., the (j − 1)-th frequency
scaling slice) should be at least fk(j)−∆f , where ∆f is the frequency that can be changed at most
each frequency scaling slice (which is 100 MHz, i.e., one P-state, in Xen). (j − 1)-th frequency
scaling slices falls in the scheduling slice of task Tk−1, which means that the execution frequency
that Tk−1 has to run with, denoted by fk−1(j − 1), has to be (fk(j)−∆f ) even if Tk−1 does not
need such a high running frequency. In Fig. 4, the best frequency of task Tk−1, i.e., fk−1 is shown by
the yellow bar, which is lower than fk−1(j − 1). Similarly, fk−1(j − 2) has to be fk−1(j − 1)−∆f
or fk−1 (Tk−1’s best frequency), whichever is higher.

In general, assuming that Tk has the highest best frequency in the set of tasks (i.e., fk is highest)
and that j, j + 1 and j + 2 are the three frequency scaling slices in Tk’s first scheduling slice during
the running of the set of tasks, Eq. 6 can be used recursively, starting from i = j, to calculate the
running frequency in each frequency scaling slice before j-th frequency scaling slice (it is obvious
that fk(j), fk(j + 1) and fk(j + 2) should all be fk), so that all VMs can run without performance
loss, i.e., with the frequencies no less than their corresponding best frequencies.

The algorithm for performing the recursive calculation is outlined in Algorithm 1. The output of
Algorithm 1 is the value of f1(1), i.e., the starting frequency that the CPU has to be set with in order
for the set of tasks to run without performance loss.

Note that although NLS guarantees no performance loss, it may cause energy waste. The
shadowed areas above the coloured bars in Fig. 4 represent the energy waste.

fk′(i− 1) = max(fk(i)−∆f, fk′) (6)

Copyright c© 2016 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. (2016)
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Figure 4. ”No Performance Loss” Scheduling Strategy

where,

k′ =

{
k if (i− 1)-th frequency scaling slice is in Tk’s scheduling slice
k − 1 if (i− 1)-th frequency scaling slice is in Tk−1’s scheduling slice

(7)

Algorithm 1 No performance loss scheduling strategy
Input: Tasks T1,T2,...,Tn in the run-queue, whose best running frequencies are f1,f2,...,fn; TK is
the task with the highest best frequency fK ; j is the index of the first frequency scaling slice in
TK’s scheduling slice
Output: f1(1);

k = K, fk(j) = fK ;
for (i = j; i ≥ 2; i−−) do

if (j − 1)th frequency scaling slice is in Tk’s scheduling slice then
k′ = k

else
k′ = k − 1;

end if
fk′(i− 1) = max(fk(i)−∆f, fk′);

end for

6. BFM SCHEDULER

In section IV, we presented two scheduling strategies: The Least Performance Loss Scheduling
Strategy (LLS) and No Performance Loss Scheduling Strategy (NLS).

NLS will achieve the shortest execution time since every VM will execute with a frequency equal
to or higher than its best frequency. Those VMs which run with a frequency higher than its best
frequency (in order to guarantee that other VMs can run with their best frequencies) will cause
energy waste. Therefore, NLS is designed with maximizing the performance as the only goal. In
NLS, we propose the method to determine the minimal initial frequency that the CPU has to be set
with in order to guarantee that no VM will experience performance loss.

Different from NLS, LLS does not reeve up CPU frequency to guarantee there is no performance
loss, but makes the best effort to reduce the performance loss by manipulating the VMs’ execution
order. NPS does not artificially set the initial CPU frequency for running a set of VMs, but goes
along with the current CPU frequency.

In order to guarantee that every VM’s deadline is met, however, the SEDF scheduler in Xen
requires the VMs to be run in the order of deadline (earliest deadline first). In this execution
environment, meeting the deadlines is the top priority and VMs’ execution order may not be able

Copyright c© 2016 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. (2016)
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to be adjusted in the way designated by LLS. Thus, in this section we present a power-aware SEDF
scheduling strategy, called the Best Frequency Match strategy (BFM). BFM aims to make the best
effort to reduce performance loss subject to respecting the principle of SEDF, i.e., meeting all VMs’
deadlines.

Next, we first present BFM for single-core processors and then extend it to multi-core processors.

6.1. BFM for Single-core Processors

BFM aims to minimize the performance loss while satisfying the VMs’ CPU requirement specified
in SEDF.

Assume that a set of VMs Ti (1 ≤ i ≤ n) are in the run queue of a single core with their CPU
requirement expressed as (pi, si, xi) and that task Ti’s best execution frequencies is fi. The deadline
of each VM is recalculated when the current scheduling slice is finished. BFM checks the deadline
and the best frequency of each VM (VCPU) in the run-queue of the CPU core. If the first VM in the
run-queue (i.e., the one with the earliest deadline) has the smallest gap between its the best frequency
and the current executing frequency, the VM will be scheduled. However, if there are other VMs in
the queue which have smaller frequency gaps than the first VM, scheduling the first VM (with the
earliest deadline) will cause either performance loss (if the current frequency is less than the best
frequency) or energy waste (if the current frequency is higher than the best frequency) compared
with scheduling a VM with smaller frequency gaps. Under this circumstance, BFM checks if there
is any better scheduling choice in the following way.

Firstly, BFM identifies the VM, for instance Tj , whose best frequency has the smallest gap with
the current CPU frequency. Before allowing task Tj to jump the queue, BFM needs to make sure that
all the VMs queueing before Tj satisfy InEq. 8, where tc is the current time while Li is the position
of task Ti in the run-queue. InEq. 8 can be understood in the following way. The scheduling slice
of a VM is Ps. Task Ti, whose position in the original queue is Li, needs to wait Li − 1× Ps for
Ti being put into execution. After the queue jump, the waiting time of Ti becomes Li × Ps. The
waiting time plus the VM’s running duration, which is Ps, must be no greater than VMi’s deadline
di, which results in InEq. 8.

∀Li < Lj di − [tc + (Li + 1) ∗ Ps] ≥ 0 (8)

If InEq. 8 can be satisfied for all the VMs before Tj , BFM allows task Tj to jump the queue. If
not, BFM continues to find the VM which has the second smallest gap between its best frequency
and the current frequency, and applies InEq. 8 to determine whether the queue-jumping is allowed.
The process repeats until BFM finds a VM that is eligible to jump the queue or all VMs have been
considered (in this case, no VMs can jump the queue and BFM schedules and run the first VM in
the queue, same as the SEDF scheduler).

The pseudo code of BFM on a single core is presented in Algorithm 2.
An example is used in Fig. 5 to illustrate the working of BFM. 4 VMs are considered in this

example: T1(20, 100), T2(5, 100), T3(10, 100), T4(30, 100), where the first number of the pair is the
time that a VM has to run in a period, which is indicated by the second number. For example, T1

has to run at least 20 ms in every period of 100 ms. In the beginning of each time slice, all VMs are
sorted by their deadlines in the run queue. di presents the deadline of Ti and fi is its best frequency
of Ti. At the time point of 30 ms, T3 has the earliest deadline, while T2 has the smallest frequency
gap with the current CPU frequency P12. Under this circumstance, BFM will check if scheduling
T3 first (i.e., allowing T2 to jump the queue) will cause the VMs before T2 (i.e., T3 in this example)
to miss the deadlines. In this case, it will not and therefore T2 jumps the queue successfully. At 60
ms, T1 has the the smallest frequency gap with the current frequency. However, it is rejected for T1

to jump the queue, since otherwise T3, the VM before T1 in the queue, would miss its deadline.

6.2. BFM for Multi-core Processors

In this section, we extend the BFM strategy for a single core to multicore processors. In this section,
we denote BFM for single core by BFMS and BFM for multicore by BFMM. Compared with
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Figure 5. An example of the BFM scheduling strategy

Algorithm 2 BFMS scheduling Algorithm
Require: A set of of VMs, Ti (1 ≤ i ≤ n), with their CPU requirements (pi, si, xi); the best
frequency of Ti, fi; scheduling slice Ps; frequency scaling slice Pf ; current time tc; Ti’s deadline
di; Ti’s location in the queue, Li;

1: for The end of each scheduling slice do
2: Calculate the deadlines of all tasks, sort the tasks in the ascending order of deadline in queue

Q
3: Obtain the VM with the earliest deadline, denoted by Te

4: for all Tasks in the run queue do
5: Calculate the frequency gap gi between the best frequency of task Ti and the current

frequency f
6: end for
7: Sort the tasks’ frequency gaps in the ascending order
8: Get the first frequency gap, gk, in the frequency-gap sorting queue and denote the

corresponding task by Tk

9: if Tk is Te, i.e., ge is the minimal gap
then

10: Schedule Te to run
11: else
12: while gk is no more than ge do
13: if Each task Ti before Tk in queue Q satisfies di − [tc + (Li + 1) ∗ Ps] ≥ 0 then
14: Schedule Tk to run next
15: end if
16: Get the next frequency gap, gk, in the frequency-gap sorting queue and denote the

corresponding task by Tk

17: end while
18: Schedule Te to run next
19: end if
20: end for

BFMS, the main additional work of BFMM is to allocate a set of VMs among multiple cores in the
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processor. This section first presents Theorem 2, which is used as the principle for allocating the
VMs, and then presents a actual allocation method. After the set of VMs are allocated, the VMs are
scheduled and run using BFMS in each individual core.

Theorem 2
Assume there are n VMs and m cores in the processor (assume n can be divided by m). The
following allocation method results in the least performance loss.

The n VMs are sorted in the ascending order of their best frequencies. The sequence of the
VMs are denoted by T1, T1, ..., Ti, ..., Tn (VM Ti’s best frequency is fi). The sequence of VMs
are allocated evenly into m cores. Namely, assuming j denotes the index of core 1 ≤ j ≤ m, VMs
T(j−1) n

m
to T(j) n

m
are allocated to core j. In this way, tasks with the nearest best frequency will be

allocated on the same core, which will lead to the least performance loss.

Proof
We prove the theorem by proving that exchanging any two VMs between different cores in the
allocation method will lead to the increase in performance loss.

Assume we exchange task Ti on core CI with task Tj on core CJ (assume I < J , i.e. the VMs’
best frequency on CI are lower than those on CJ ). If the total frequency gap after the exchange is
higher than that before the exchange, the performance loss after the exchange must be no less than
that before the exchange.

Before the exchange, the total frequency gap E between the relevant VMs is:

E = (fi − fi−1 + fi+1 − fi) + (fj − fj−1 + fj+1 − fj) (9)

After exchanging, the total frequency gap E′ between the involved tasks can be calculated as:

E′ = fj − fi−1 + fj+1 − fi (10)

Note that the gap of fj − fi+1 and fj−1 − fi are not counted in the expression above since it does
not cause performance loss (but energy waste) even if Xen cannot adjust the frequency timely from
fj to fi+1 and fj−1 to fi. Thus,

E′ − E = fj + fj−1 − fi − fi+1 (11)

Since fj and fj−1 are greater than fi+1 and fi, we get E′ ≥ E.
Note the above expressions for calculating E and E’ capture the general cases. There are special

cases where fi and fj are the highest or lowest frequencies in their cores. These special cases can
also be proved in a similar way.

Theorem 2 essentially states the allocation principle that the VMs with close best frequencies
should be allocated to the same core. In SEDF, however, a VM, Ti, has the CPU requirement,
specified by the first two parameters of the triple (si, pi, xi). Ti’s CPU requirement can be computed
as si

pi
. When BFMM allocates the VMs, it needs to make sure that all VMs allocated to the same core

can meet their CPU requirements. According to the schedulability analysis in the literature [21], if
the sum of si

pi
for a group of VMs allocated in a core is less than 100%, the CPU requirements of

this group of VMs can be met by SEDF. Based on the consideration of the CPU requirement, we
adjust the allocation method in Theorem 2 and present the allocation method used in BFMM. The
fundamental idea of the adjusted allocation method is as follows.

When allocating a set of VMs to a set of cores, C = {C1,C2,...,Cm}, BFMM first sorts the VMs
in the ascending order of their best frequencies. The sorted VM set is T = {T1,T2,...,Tn} (i.e. T1

has the lowest best frequency while Tn has the highest best frequency). VM Ti’s best frequency and
CPU requirement are fi and si

pi
. BFMM allocates the VMs from T1 to Tn one by one to m cores.

It tries to allocate the VMs with the closest best frequencies to the same core as long as the CPU
requirement of the VMs on the same core can be satisfied, i.e., the sum of si

pi
on the core is less than

100%. When BFMM allocates Ti and finds that Ti’s CPU requirement cannot be met in the core, it
moves to the next VM and check if the next VM can be allocated the core. The process continues
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until all VMs are examined for the current core. BFMM then moves to the next core and tries to
allocate VMs to the core. This process repeats until all VMs are allocated. The allocation method
for BFMM is outlined in Algorithm 3.

Algorithm 3 The VM allocation method in BFMM
Require: A set of VMs {Ti}(1 ≤ i ≤ n); the frequency of Ti, fi; the CPU requirement of Ti, si

pi
); a

set of cores Cj , (1 ≤ j ≤ m);
1: for all VMs do
2: Sort the VMs in the ascending order of frequency and obtain the sorted list of {T1, T2, ..., Tn},

i.e., f1 ≤ f2 ≤ ... ≤ fn
3: end for
4: The current core Cc is initialized to be C1, i.e., c = 1
5: for T1 → Tn do
6: if VM Ti has not been allocated then
7: Calculate the total CPU requirement of VMs allocated to Cc, denoted by

∑
c

8: if si
pi

+
∑

c ≤ 100%
then

9: allocate Ti to core Cc

10: else
11: for j = i + 1; j ≤ n; j + +; do
12: if VM Tj satisfies sj

pj
+
∑

c ≤ 100% then
13: Allocate Tj to core Cc

14: end if
15: end for
16: c + +
17: end if
18: end if
19: end for

Note that when there are no deadlines, the BFM strategy essentially becomes LLS. Another point
is that BFM works by re-arranging the execution order of the jobs in the run queue (i.e., allowing
queue-jumping), which is designated by SEDF, only when the deadline allows. So in terms of
meeting real-time requirements, BFM is as good as SEDF. The only case where BFM is unable
to guarantee a task’s deadline is when SEDF is unable to meet its deadline. In this case, BFM will
simply disallow the queue-jumping and the scheduling behaviour of BFM will be the same as SEDF.

7. EVALUATION

7.1. Experimental Setup

We conducted the experiments on the server with Intel(R) Core(TM) i7-3615QM CPU@2.30GHz
processor, 32GB RAM and 122GB hard drives. The processor has 4 physical cores and supports
12 performance states from the minimum frequency of 1200 MHz to the maximum frequency of
2301 MHz. Xen-4.4.1 hypervisor with the kernel version of 3.13.0-32-generic was used to create
the virtualized system. SEDF is selected as the vCPU scheduler and the Ondemand governor as the
DVFS runtime power management. Each VM in the experiments was run with 2 VCPUs and 256M
memory.

The best CPU frequency for running a task in a VM is determined in the following way. We first
set the Xen governor to userspace and then set the CPU frequency using the commands: xenpm
set-scaling-minfreq and xenpm set-scaling-maxfreq. We run the task with different frequencies and
record the execution time and energy consumption. Fig. 6 shows the execution times of different
benchmark tasks running on different frequencies.

Copyright c© 2016 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. (2016)
Prepared using cpeauth.cls DOI: 10.1002/cpe



DEVELOPING POWER-AWARE SCHEDULING MECHANISMS FOR VIRTUALIZED SYSTEMS 13

1,200 1,400 1,600 1,800 2,000 2,200 2,400

50

100

150

Execution Frequency/MHz

E
xe

cu
tio

n
tim

e/
se

c

EP Class=A

LU Class=A

CG Class=B

BT Class=A

Figure 6. The execution times of different benchmark tasks running with different frequencies

As we can see in Fig. 6, as the execution frequency increases, the decreasing trend of the execution
times of all the benchmarks diminishes. The total energy consumption of completing a task can be
calculated by the execution frequency times the corresponding execution time (i.e., the value on the
x axis times the corresponding value on the y axis). Fig. 7 shows the power consumption of the
benchmark tasks running on different frequencies. In this paper, the best CPU frequency of a task
is defined as the frequency which leads to the lowest energy consumption of the task. According to
Fig. 7a to Fig. 7d, we can know that the best frequencies of the four benchmarks, EP, LU, CG and
BT, are 2300 MHz, 1400 MHz, 1200 MHz and 1700 MHz, respectively. A task’s execution time
when it is run with the best frequency is called the best frequency execution time.

7.2. Experiments on Single-core processors

In this section, we compare the BFM scheduler with the SEDF scheduler in Xen in terms of the
performance of managing the VMs in a single core. Four benchmark applications, EP, LU, CG and
BT, are used, which are denoted T1, T2, T3 and T4, respectively. The best frequencies of T1 to T4 are
2300 MHz, 1400 MHz, 1200 MHz, 1700 MHz. Their best frequency execution times are 9850 ms,
7899 ms, 16768 ms, 9938 ms. We run these tasks, each in a separate VM, on a single core under the
SEDF and the BFM schedulers. Fig. 8 compares the execution times of the tasks under these two
schedulers. The best frequency execution time is also depicted in the figure for comparison.

Our experimental records for Fig. 8 show that the execution times of T1, T3 and T4 are reduced
by 10 ms, 140 ms and 10 ms, respectively, under BFM, compared to SEDF. This can be explained
as follows. Under SEDF, the tasks, especially those frequency-sensitive tasks (i.e. the executing
frequency has a big influence on its execution time, for instance T3), may run with the frequency
which is lower than its best frequency, and therefore the execution time may decrease. For the tasks
with high best frequencies (i.e. T1 and T4), the execution times under SEDF increase, comparing to
their best frequency execution times. This is because they may be scheduled behind some tasks with
low best frequencies and Xen cannot adjust the frequency up timely during the scheduling process.
On the countrary, BFM may allow other tasks to jump the queue if they have smaller gap between
the best frequency and the current frequency (subject to the deadline requirement) and therefore
give Xen more time to build up the frequency to run the high frequency tasks.

Fig. 9 compares the power consumption of the tasks running under SEDF and BFM. The power
consumption of the tasks running with their best frequencies, i.e., the frequencies that result in the
minimal power consumption by tasks, are also drawn in the figure for comparison. It can be seen
that the power consumption under BFM is much less than that under SEDF for the tasks T2 and T3.
This is because under SEDF, the tasks, especially those with low best frequencies, may run with
the frequency higher than what they need (the best frequency), which causes energy waste. High
best frequency tasks, for example, T1 (EP), consume 2.2655× 107, 2.2728× 107, 2.2720× 107,
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(a) The power consumption of EP running with different frequencies
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(b) The power consumption of LU running with different frequencies
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(c) The power consumption of CG running with different frequencies
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(d) The power consumption of BT running with different frequencies

Figure 7. The power consumption of benchmarks running with different frequencies

respectively, with the best frequency, under SEDF and under BFM. SEDF scheduler leads to a power
waste of 73000 (i.e. 2.2728× 107 - 2.2655× 107) while BFM leads to a power waste of only 65000.
These results suggest that BFM can reduce energy consumption while improving performance by
allowing the suitable VMs to jump the queue to fill in the gap between the current frequency and
the best frequency of the VM at the head of the queue under SEDF.

7.3. Experiments on multi-core processors

We use SEDF and BFMM to schedule and run 20 tasks on a DVFS-enabled Quad-Core processor.
Each task Ti has the best execution frequency and the CPU requirement, represented by a tuple
(fi,

si
pi

). We set the tasks’ execution times so that every task’s execution time is 20000ms when they
are run with their best frequencies.

Copyright c© 2016 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. (2016)
Prepared using cpeauth.cls DOI: 10.1002/cpe



DEVELOPING POWER-AWARE SCHEDULING MECHANISMS FOR VIRTUALIZED SYSTEMS 15

Task 1 Task 2 Task 3 Task 4

0.7

0.9

1.1

1.3

1.5

1.7

·104

Task

E
xe

cu
tio

n
Ti

m
e/

m
s

best freq

BFM

SEDF

Figure 8. Execution times of tasks on a single core under SEDF and BFM

Task 1 Task 2 Task 3 Task 4

1.1

1.3

1.5

1.7

1.9

2.1

2.3

2.5

·107

Task

Po
w

er
C

on
su

m
pt

io
n

best freq

BFM

SEDF

Figure 9. Power consumption of tasks on a single core under SEDF and BFM

Fig. 10 and Fig. 11 show the allocation of 20 tasks on the quad-core processor under SEDF and
BFMM. The results show that BFMM allocates the VMs with closer frequencies to the same core,
compared with SEDF. Fig. 12 and Fig. 13 show the performance and power consumption of these
20 tasks, respectively. As can be seen from Fig. 12, the VMs with high best frequencies (e.g., T13

and T14) have much longer execution times under SEDF than under BFMM. The reason is similar
as the reason for the performance gap shown in Fig. 8. Namely, under SEDF these tasks with high
best frequencies may be scheduled to run behind the tasks with low best frequencies and therefore
Xen cannot adjust the frequency up timely. AS we can see from Fig. 13, BFMM reduces power
consumption of all tasks. The reason for this is also similar as the reason for the difference of the
power consumption in Fig. 9.

8. CONCLUSION

This work reveals that the traditional scheduling strategies in virtualized systems managed by
Xen may lead to performance loss and energy waste, due to the limitation of Xen in adjusting
CPU frequency, i.e., Xen can only check and change the CPU frequency at most once every
10ms. This paper presents four scheduling strategies to remedy this situation, which are the Least
performance Loss Scheduling (LLS) strategy, the No performance Loss Scheduling (NLS) strategy,
the Best Frequency Match strategy for a single core (BFMS) and the Best Frequency Match

Copyright c© 2016 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. (2016)
Prepared using cpeauth.cls DOI: 10.1002/cpe



16 SHENYUAN REN ET AL.

Core 1 Core 2 Core 3 Core 4 

 𝑇1(1200,20%) 𝑇2(1700,15%) 𝑇3(1400,5%) 𝑇4(2000,15%) 

𝑇5(2000,10%) 𝑇6(1300,15%) 𝑇7(2200,35%)  𝑇8(2100,20%) 

 𝑇9(1300,20%) 𝑇10(1600,20%) 𝑇11(1800,20%) 𝑇12(1900,25%) 

𝑇13(2100,20%) 𝑇14(2200,25%) 𝑇15(2300,20%)  𝑇16(1300,5%) 

 𝑇17(1200,25%) 𝑇18(1400,15%) 𝑇19(1900,15%)  𝑇20(2300,25%) 

Figure 10. Task consolidation on Quad-Core using SEDF scheduler
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Figure 11. Task consolidation on Quad-Core using BFM scheduler
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Figure 12. Execution times of tasks on a multi-core processor under SEDF and BFMM
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Figure 13. Power consumption of tasks on a multi-core processor under SEDF and BFMM
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strategy for multiple cores (BFMM). These strategies make use of the scheduling behaviour in
the Xen hypervisor and aim to reduce energy consumption while mitigating performance loss. the
effectiveness of these strategies is theoretically proved and also evaluated by the experiments. The
philosophy used in BFM to reduce performance loss and energy consumption may also be applied
to other schedulers in Xen, such as the Credit scheduler. In the future, we plan to adapt the Credit
scheduler to mitigate the performance loss and energy waste.
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