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ABSTRACT

For wireless multiuser multi-input single-output communication systems with adaptive scheduling and precoding, the users
have to feed back their channel state information. However, the amount of feedback data increases with the number of users
and the number of transmit antennas. In this paper, we propose a criterion based on the orthogonality between the users’
channels to reduce this uplink load. Without cooperation between the users, we only allow users that are semi-orthogonal
to feed back their quantized channel information to the base station. We propose a lower bound on the sum rate for the
proposed criterion. We show that the performance is almost independent of the number of quantized channel quality infor-
mation and only channel direction information is important at the transmitter. Then, we consider a noisy feedback channel
and propose an algorithm to reduce the noise effect on the analogue feedback. Copyright © 2012 John Wiley & Sons, Ltd.
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1. INTRODUCTION

In a multiuser downlink system, it is possible to increase
the total throughput by using multiple antennas at the
transmission. In a multi-antenna transmission scheme, high
data rate is achieved when the base station (BS) trans-
mits to more than one user simultaneously and exploits
spatial diversity offered by multiple transmit antennas by
means of space division multiple access. The optimal space
division multiple access strategy using dirty paper coding
(DPC) can reach the maximum throughput of a multiple-
input multiple-output downlink channel with a single BS
and K user terminals, by exploiting perfect instantaneous
channel state information at the transmitter (CSIT) and at
the receiver. The complete characterisation of the capacity
region by DPC was shown in [1]. Nevertheless, this opti-
mal coding scheme based on coding for known interference
is difficult to implement especially when the number of
users is large; some solutions using linear beamforming
have been proposed to decrease the complexity.

Such a reduced complexity technique is proposed by [2]
and combines DPC with QR channel decomposition. This
scheme is called zero-forcing (ZF) DPC. This solution is

only optimal at high signal-to-noise ratio (SNR) when the
number of transmit antennas Nt is higher than the num-
ber of users K equipped with a single receive antenna.
In order to decrease the complexity further, some solu-
tions using linear beamforming have been proposed, such
as ZF precoding where the precoding filter is the channel
pseudo-inverse [3, 4].

When Nt 6 K, the architecture of a multiuser multi-
antenna system requires not only a sophisticated precod-
ing but also an efficient user selection algorithm. When
the number of users becomes large, the complexity of
the user selection algorithm increases. In [5], the authors
proposed low-complexity algorithm where the users are
scheduled from a subset of users with high channel
magnitudes and for which their channel directions are
semi-orthogonal. It has been shown in [6] that the transmit-
ted signals achieving the capacity are mutually orthogonal
with respect to time among the transmitter antennas and
the constituent orthonormal unit vectors are isotropically
distributed and statistically independent of the signal mag-
nitudes. Recently in [7], the authors have presented a user
selection algorithm based on chordal distance to reduce
the complexity at the BS. In fact, only the users whose
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channel directions maximise the mutual chordal distance
are selected for the scheduling. Nevertheless, in order to
perform these algorithms, all user’s CSIT and at the
receiver are required at the BS side. Such a quantity of
information is too important and overloads the uplink.

Several techniques aiming to reduce this feedback infor-
mation have been studied and developed. The compres-
sion of the feedback information by techniques such as
vector quantization also called limited feedback has been
studied [8, 9]. These techniques quantify the channel
direction with a common vector codebook to the trans-
mitter and the receivers [10–12] and in the more gen-
eral multiuser multiple-input multiple-output–orthogonal
frequency-division multiple access case [13]. These tech-
niques need the knowledge of all the users’ channels at
the transmitter. Jindal [11] and Kountouris et al. [14] have
used the signal-to-interference-plus-noise ratio (SINR) as
a scalar metric that incorporates information on the chan-
nel gain and the quantized channel direction, as well as
on the channel quantization error. In order to reduce the
load of the feedback link, only relevant information for
the transmitter is allowed. In [15], the authors reduce the
number of users that send back their channel gains by
applying a threshold to all the users’ channel norm. In [16],
the Cluster-eigenbeamforming scheme is proposed where
similar spatially users are grouped and for each group
is assigned only one beamformer tailored on the spatial
covariances of the clustered users. In [17], the authors have
improved this technique applied to multi-antenna case by
proposing two thresholds, one on the channel gain and the
other on the channel direction quantization error.

Recently, a two-stage feedback scheme was proposed
[18], where in the first step coarse estimates of all user
channels are fed back to the BS and then in the second
step only Nt users are selected to feed back more accurate
channel quantization. From the previous work [18], an
interesting study of Ravindran and Jindal [19] has been
raised, where the tradeoff between obtaining coarse chan-
nel feedback from large number of users and provid-
ing multiuser diversity gain versus obtaining high-quality
channel feedback from a low number of users was
underscored. Al-Harthi [20] has proposed a two-stage
scheduling process based on partial probing of the users,
in fact to reduce the feedback, and at the second stage
the probing process stops and only the remaining users are
requested to feed back their channel quality.

Because the users having a poor channel, such as low
norm or/and interfering with other good users, are unlikely
to schedule, these users do not need to feed back their
channel to avoid redundant information at the BS. Thus,
the complexity of the scheduling algorithm and the rate of
the feedback channel are reduced by performing an intel-
ligent selection at the user side. In this paper, we propose
the algorithms to reduce the feedback load for multiuser
multi-input single-output systems using the selection of
a group of semi-orthogonal users at the user side. The
derivation of a lower bound on the ergodic sum rate is
provided for the proposed user selection technique. This

lower bound can be used to find the thresholds according
to the number of users and the SNR. The channel state
information (CSI) of selected users at the receiver side can
be fed back through the uplink channels using analogue or
quantized feedback channel. Firstly, we evaluate the impact
of the quantization of the channel quality indicator (CQI)
and the channel direction information (CDI) on the system
performance. Secondly, we consider a noisy uplink chan-
nel for both analogue and quantized feedback information.
Finally, we propose an algorithm to reduce the noise effect
on the analogue feedback.

This paper is organised as follows. The system model
and the precoding strategy are given in Section 2. In
Section 3, we propose the reduced feedback load algo-
rithms at the user side. The limited feedback link will be
provided in Section 4 including the proposed quantiza-
tion methods for the CDI and CQI, the sum rate lower
bound and noisy analogue link. In Section 5, we present
the simulation and comparison results for quantization and
analogue feedback in noisy and noise-free uplink. The
conclusion will be drawn in Section 6.

2. SYSTEM MODEL AND
PRECODING STRATEGY

We consider a system with a BS having Nt transmit anten-
nas and a cluster of K users equipped with a single receive
antenna as shown in Figure 1. We consider a block fading
channel model and that the received signals are corrupted
by independent additive white Gaussian noise. We assume
that the channel is perfectly known at the receiver and the
BS receives the CSIT using the uplink channels.

By exploiting the available CSIT, Nt users are selected
by the BS for the transmission. Let S � f1; � � � ; Kg,
jSj 6 Nt be the subset of the selected users. Let hk and
wk 2C

Nt�1 be respectively the channel and its precoding
vector for the kth user. The BS applies precoding for the
Nt selected users’ data symbols s.S/, and the transmitted
vector x.S/ is given by

x.S/DW.S/P.S/s.S/ (1)

where W.S/ is the concatenation of the beamforming
vectors for the set of the Nt scheduled users and P.S/ D
diag

�q
P
Nt

� � �
q
P
Nt

�
for uniform power loading.

The zero-forcing beamforming (ZFBF) precoding
strategy is chosen to avoid interference among user streams
and the precoding vector can be found by inverting the
composite channel matrix of the selected users H.S/ by

W.S/D ˛H.S/H
�

H.S/H.S/H
��1

(2)

where ˛ D 1p
tr..H.S/H.S/H /�1/

in order to keep the

short-term power constraint.
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Figure 1. Beamforming transmission strategy in downlink multi-input single-output multiusers system.

The sum rate achieved by the ZFBF scheme for the
selected user group S is

RZFBF.S/D
X
k2S

log.1C SINRk/ (3)

where the received SINR at each user is

SINRk D

P
Nt

ˇ̌̌
hH
k

wk
ˇ̌̌2

�2C P
Nt

NtP
j¤k

ˇ̌̌
hH
k

wj
ˇ̌̌2 (4)

The achievable sum rate of ZFBF is found by consider-
ing every possible choice of user groups S:

RZFBF D max
S�f1;��� ;KgWjSjDNt

RZFBF.S/ (5)

The ZFBF has been chosen to precode the users’ data
at the BS side. Without any user selection method at the
receiver side, the scheduler has to perform a heuristic
search or one of the referred algorithms in [5, 7] to select
the users for the scheduling, assuming all the users CSIs
are available at the BSs. In the following, we introduce the
proposed algorithms to reduce this quantity of information.

3. REDUCED FEEDBACK LOAD
USING USER SELECTION

In the precoding scheme, the number of active users is
limited by the number of transmit antennas at the BS.

The exhaustive search, which consists in evaluating

�
K

Nt

�
combinations, quickly becomes prohibitive. However, the
users having a poor channel (low norm or/and inter-
fering with other good users) should not take part in

the user selection algorithm nor feed back their channel
information.

By using a self-discrimination criterion at receiver side,
it will be possible to reduce the feedback load and the
complexity of the user selection algorithm at BS. In order
to describe the less complex user selection and reduced
feedback load, we propose the selection of three different
sets of users.

Let R be the set of all the users in the cell. From R, we
define three sets of users corresponding to three different
self-discrimination criteria:
T1 : The set of users satisfying the norm-only

criterion [15].

T1 D
n
k 2R W khkk2 > �th

o
(6)

T2 : The set of semi-orthogonal users. We define
the set of Nt -dimensional complex random orthogonal
vectors �i where i D 1; : : : ; Nt . The �i vectors are
generated according to an isotropic distribution [6, 21] and
are equally likely pointing in any direction in the complex
space. Based on the method of Heiberger, for the construc-
tion of �i , aNt�Nt matrix X is first generated with entries
xij � Normal.0; 1/ then a QR factorisation is computed.
The method provides a matrix Q and R where the matrix
Q composed of Nt orthogonal column vectors represents
the �i matrix.

In this work, each user generates the same Nt random
orthonormal vectors �i , which are also known by the BS.

Using chordal distance that measures distances between
subspaces of Euclidean m-dimensional space, the users
measure the orthogonality between their normalised
channel vector Nhk D

hk
khkk

and orthonormal vectors �i
as follows:

d2. Nhk ;�i /D 1� jNh
H
k �i j

2 D sin2.‚/
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where ‚ is the angle between the lines generated by the
column spaces of NhH

k
and �i .

Let ONt be the unit sphere lying in CNt and centered at
the origin. For any 0 < �th < 1, we can define a spherical
cap on ONt with center o and square radius �th as the open
set B�.o/D ff 2ONt W d2.f; o/6 �thg. Then, we have

T2 D

8<
:k 2R W Nhk 2

Nt[
iD1

B�.�i /

9=
; (7)

T3 : The set of users satisfying the two previous criteria:

T3 D

8<
:k 2R W Nhk 2

Nt[
iD1

B�.�i / and khkk
2 > �th

9=
; (8)

3.1. Threshold predetermination values

In this section, the threshold values for the three sets are
determined in order to allow the number of average users
Kavg to feed back their CDI and CQI.

The channel norm and channel direction are independent
and we have

Kavg DKPfk 2 T3g
DKPfk 2 T1g �Pfk 2 T2g

DKP
n
khkk

2 > �th

o

�P

8<
:k 2R W Nhk 2

Nt[
iD1

B�.�i /

9=
;

(9)

According to [8]

P

8<
:k 2R W Nhk 2

Nt[
iD1

B�.�i/

9=
;6Nt �Nt�1th

Using the union bound theorem

Kavg 6KNtP
n
khkk

2 > �th
o
�
Nt�1
th

(10)

The set T1 is determined by the incomplete gamma distri-
bution �.Nt ; 1/, which can be bounded by [17, 21]

h
1� e�ˇ�

iNt
6
�thZ
0

f� .�/d� 6
�
1� e��

�Nt

where ˇ D .Nt Š/
� 1
Nt and f� .�/ is the probability density

function �2
2Nt

.
In Figure 2, we present the curves of the pair

.�th; �th/ allowing predetermined probability Pfk 2 T3g
(10–50 per cent). For each probability, it will be necessary
to choose a pair by focusing the criterion on either the norm
or orthogonality.
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Figure 2. �th and �th for Pfk 2 T3g D 0:1 to 0.5.

The threshold values for the three sets are chosen ana-
lytically or by simulation in order to guarantee the number
of average users Kavg to feed back their CDI and CQI to
the BS.

3.2. The user selection algorithm

First, different thresholds are defined and transmitted by
the BS to the active users in the cell. The calculation of the
threshold values is explained in Section 3.1. The BS can
adjust the threshold values according to the traffic load or
the available resources.

Second, only the users satisfying the criteria fixed by the
BS feed back their CDI or CQI or both. By performing this
self-discrimination, the number of the users requesting to
be scheduled is reduced.

Third, among the set of selected users in the cell, it will
be necessary to carry out the choice of the Nt users, which
will maximise the total throughput by exhaustive or heuris-
tic search. In this work, we use the algorithm proposed
by [22].

WhenK users fed back their CDI and CQI to the BS, the

Nt users to be scheduled are selected among

�
K

Nt

�
user

pairs. However, with the help of the user selection algo-
rithms at the user side, instead of K users, the scheduling

is performed among

�
Kavg
Nt

�
.

4. THE QUANTIZED
FEEDBACK LINK

4.1. CDI and CQI quantization

To address the lack of perfect CSIT, a classical solution
is to quantize CDI and CQI before transmission over the
finite rate feedback link. The quantized channel vector w
is taken from a set of 2B vectors where B is the number

812 Trans. Emerging Tel. Tech. 24:809–819 (2013) © 2012 John Wiley & Sons, Ltd.
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of feedback bits. In contrast to the normalised indepen-
dent and identically distributed channel isotropically dis-
tributed in ONt , an important aspect of a limited feedback
codebook tailored to a spherical cap region is the quan-
tization of the localised region or local packing. A local
Grassmannian packing with parameters Nt ,N , o, �th is
a set of N vectors, ci , i D 1; : : : ; N , where N is the
codebook size, constrained to a spherical cap B�.o/ in ONt
with the largest minimum chordal distance:

min
16i<j6N

d2.ci ; cj /

is maximised where each ci 2 C is constrained to a
spherical cap B�.o/.

As in the independent and identically distributed case,
we use the Lloyd algorithm to design the proposed local
packing. The codebook C is fixed for each pair (�th; �th)
and known by the transmitter and the receivers.

For the T2 and T3 criteria, the codebook has to be
adapted according to the orthogonal vectors �i . From the
local packing, it is possible to compute the local pack-
ing associated to the center �i using the rotation matrix
Uroti D �io

�1 [23]. Each user of the set checks which
region that it belongs to

i D arg min
16m6Nt

d2
�
Nhk ;�m

	
(11)

The user will feed back log2.Nt / bits corresponding
to the index i of the vector �i and log2.N / bits corre-
sponding to the codebook index n. For a codebook size N ,
B D log2.N � Nt / bits will be necessary to quantify the
CDI. The users through the user selection process quantize
their CDI according to the following rule:8<

:
nD arg min

16j6N
d2
�
Nhk ;Uroti cj

	
Ohk DUroti cn

(12)

where index i is found by Equation (11) and Ohk is the
quantized channel direction.

Let �k be the angle between Ohk and Nhk . From [8] and
[10]. The CDF of the CDI quantization error z D sin2 �k
can be approximated by

FZ.z/'

8<
:

2B

Nt �
Nt�1

th

zNt�1 06z6
�
Nt
2B

� 1
Nt�1 �th D ˛�th

1 z > ˛�th
(13)

The selected users also feed back their CQI that could
be the channel norm or the SINR [12]. In this paper, we
choose the channel norm because we are interested in the
evaluation of the norm threshold effects. A scalar quantizer
is used to quantize the channel norm khkk

2.
The channel norm khkk

2 has a ��.Nt ; 1/ distribution
with the probability distribution function (PDF):

fkhkk2.x/D
e�xxNt�1

.Nt � 1/Š
(14)

The PDF of channel norm khkk
2 restricted to khkk

2 >
�th is given as

fkhkk2>�th.x/D
e�xxNt�1

.Nt � 1/Š

1

Nt�1P
iD0

e��th .�th/
i

.i/Š

(15)

4.2. Performance analysis

The SINR for user k 2 T3 can be expressed as

SINRk D

P
Nt
khkk

2
ˇ̌̌
NhH
k

wk
ˇ̌̌2

�2C P
Nt
khkk

2 P
16j6Nt
j¤k

ˇ̌̌
NhH
k

wj
ˇ̌̌2 (16)

Using the relation Nhk D Ohk cos �k C Lhk sin �k and

because
ˇ̌̌
OhH
k

wj
ˇ̌̌2
D 0, the expected SINRk for the user

k over all the channel realisations is given by [11]

E.SINRk/D

P
Nt
khkk

2
ˇ̌̌
NhH
k

wk
ˇ̌̌2

�2C P
Nt
khkk2 sin2 �k

P
16j6Nt
j¤k

ˇ̌̌
LhH
k

wj
ˇ̌̌2

(17)
A lower bound of the expected SINRk for the user k is

given by

E.SINRk/>
P
Nt
khkk

2E

�ˇ̌̌
NhH
k

wk
ˇ̌̌2�

�2C P
Nt
khkk2 sin2 �k

(18)

4.2.1. Expected SINR approximation.

The worst case is considered to express
ˇ̌̌
NhH
k

wk
ˇ̌̌
, which

means the channel directions of the selected users are
less orthogonal as possible. Then the angle between the
channel direction and its corresponding precoding vector is

†
�
NhH
k
;wk

�
6 .2‰th � �k/ where ‰th D sin�1

�p
�th
	
.

The lower bound of the expected SINRk is expressed by

E.SINRk/>
P
Nt
khkk

2 cos2.2‰th � �k/

�2C P
Nt
khkk2 sin2 �k

(19)

Assuming that �k is very small compared with 2‰th,
the lower bound on the expected rate can then be approxi-
mated by

EfRg>E

8<
:
X
k2S

log2

 
1C

�khkk
2 cos2.2‰th � �k/

1C �khkk2 sin2 �k

!9=
;

'E

8<
:
X
k2S

log2

 
1C

�khkk
2 cos2.2‰th/

1C �khkk2 sin2 �k

!9=
;

(20)

where �D P
Nt�2

.
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4.2.1.1. Distribution of the expected SINR under
�th and �th. Let SINR‰th D

�khkk2 cos2.2‰th/
1C�khkk2 sin2 �k

. The

expected sum-rate can be lower bounded as follows:

EfRg>
X
k2S

1Z
0

fSINR‰th .x/
log2.1C x/dx (21)

The probability distributed function of the expected
SINR is derived for Nt D 2 as

case x1 6 x2 6 x3 case x1 6 x3 6 x28̂<
:̂
f2SINR‰th

.x/; x1 6 x 6 x2
f3SINR‰th

.x/; x2 6 x 6 x3
f4SINR‰th

.x/; x > x3

8̂<
:̂
f5SINR‰th

.x/; x1 6 x 6 x3
f6SINR‰th

.x/; x3 6 x 6 x2
f7SINR‰th

.x/; x > x2
(22)

where

f2SINR‰th
.x/D f5SINR‰th

.x/D C1.�a/
2 .�thC 1/

x2
e��th �C1.�a/

2



1

�x.a� x˛"th/
C

1

x2

�
e
� x
�.a�x˛"th/

f3SINR‰th
.x/D C1�a

e
� x
�a

x
CC1.�a/

2 e
� x
�a

x2
�C1.�a/

2 e
� x
�.a�x˛"th/

�x .a� x˛"th/
�C1.�a/

2 e
� x
�.a�x˛"th/

x2

f4SINR‰th
.x/D f7SINR‰th

.x/D C1.�a/
2

�
1

�ax
C

1

x2

�
e
� x
�a

f6SINR‰th
.x/D C1.�a/

2.�thC 1/e
��th

�
1

x2

�
(23)

with

8̂̂̂
ˆ̂<
ˆ̂̂̂̂:

aD cos2.2‰th/

�D
P

Nt�2

C1 D
2B

�2a2"the
��th.1C �th/

and

8̂̂
ˆ̂<
ˆ̂̂̂:

x1 D
�a�th

1C �˛"th�th

x2 D �a�th

x3 D
a

˛"th

(24)

The derivation is given in the Appendix.
From Equation (23), we can give a lower bound for

EfRg as follows:

EfRg>Nt
1Z
0

fSINR‰th
.x/ log2.1C x/dx (25)

assuming that the transmitter chooses exactly Nt users
randomly from the set of selected users.

5. ANALOGUE FEEDBACK LINK

In analogue feedback [24–26], the channel coefficients
are explicitly transmitted on the uplink using unquantized

quadrature amplitude modulation (QAM). Because the
dimension of the channel vectors is Nt , Nt chan-
nels users will be necessary to send the channel coef-
ficients. The signal is corrupted by additive white
Gaussian noise.

Each selected user returns its channel information to the
transmitter through the noisy uplink channel. The received
vector gk of dimension Nt � 1 from the kth user at the
BS is

gk D ˇhk C bk (26)

where ˇ D
p
NP and NP is the average transmit

power, bk 2 CNt�1 is the independent and identi-
cally distributed zero mean Gaussian noise added to the
uplink channel.

When using the T1 criterion, the received signal at
the BS is directly exploited to calculate the sum rate,
select the users and perform the precoding. However,
when using the T3 criterion, it is possible to improve
the performance of the system by exploiting the semi-
orthogonal constraint to suppress part of the uplink
noise. The estimated channel at the BS Ohk should lie
in the spherical cap described by the square radius �th.
In this paper, we propose two algorithms to exploit
this propriety.
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5.1. The proposed noise
reduction algorithms

Option 1:

if min
iD1;:::;Nt

�
1� jNgHk �i j

2
�
6 �th ONhk  � Ngk D

gk
kgkk

else find ONhk such as

min kNgk �
ONhkk

2

subject to 1� jONhHk �j j
2 D �th

where j D arg min
iD1;:::;Nt

�
1� jNgHk �i j

2
�

(27)
ONhk is the closest vector from Ngk and situated at the surface
of the spherical cap B�.�j /.

Because ONhk and Ngk are unit norm, it is equivalent to min-

imise
�
�ONhH

k
Ngk
�

. This problem is then a second order cone

problem and can be solved efficiently using a software for
optimisation over symmetric cones.

A simpler solution (option 2) consists in directly associ-

ating the closest orthogonal vector �j to ONhk :

ONhk D �j (28)

6. SIMULATION RESULTS

In this section, we perform the simulation results for
different user selection criteria to reduce feedback load
considering Nt D 2 antennas at the BS. The sum-rate
results are obtained depending on the quantization error
and on the chosen threshold values (�th; �th), which are
adjusted according to Equation (10). Only these users feed
back their Q bits for the quantization CQI and B bits
corresponding to the codebook index of their quantized
CDI. We define F D B CQ the number of feedback bits
per user.

The threshold �th for criterion T1 and the threshold
pair .�th; �th/ for criterion T3 are theoretically calcu-
lated to have Kavg D 4. The threshold values are chosen
as �th D Œ0 1:7 3 4 5 5:8� for criterion T1, �th D
Œ1 0:25 0:11 0:05 0:02 0:01� for criterion T2 and the
pair .�th; �th/D Œ.0; 1/.1; 0:35/.2; 0:23/.2:5; 0:18/.3; 0:1/
.3:8; 0:09/� for criterion T3 corresponding the number of
active users in the cell to K D Œ8 16 20 40 100 200�.

The sum-rate performance versus the (�th; �th)
thresholds for K D 100 users at SNRD 10 dB is presented
in Figure 3. We can show that the lower bound can be used
to determinate the optimal pair (�th; �th) values efficiently
instead of performing Monte Carlo simulations. The lower
bound is accurate for low to moderate �th and �th. For high
values of �th, the lower bound is weak because the selected
users are not orthogonal and interference between selected
users increases. For small values of �th, the quantization
error is very small thanks to the localised codebook.
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Figure 3. Sum rate of T3 criterion versus (�th; �th) for K D 100,
Kavg D 4 and Nt D 2.

In Figure 4, we compare the sum rate performances
of full feedback ZFBF, multiuser random beamforming
(RBF), T1, T2 and T3 schemes. As it is shown, T1 out-
performs T3 in the case of perfect feedback, but the two
criteria give slightly the same performance for F D 6.
For the case of less feedback bits such as F D 4 is used,
not only T3 sum-rate performance becomes better than T1
performance, but also the T1 degradation is larger relative
to T3 loss. This is due to the smaller vector quantization
error for T3 criterion because all the codebook vectors are
lying in the spherical cap described by the square radius
.�th/ instead of all the hypersphere. We also show the sum-
rate performances of various CQI quantization Q D 0 (no
channel norm information) and Q D 1 (without norm
quantization) for SNR D 15 dB. Thanks to the channel
norm constraint, the sum-rate performance is almost not
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affected when there is no feedback information about the
channel norm of the selected users. On the opposite, the
number of CDI bits has a high impact on the performance.
We only plot the T2 criterion for the non-quantized version
because it gives very poor performances.

In Figure 5, we present the sum rate versus average SNR
for the system withK D 100 and F D 4, 8 bits It is known
that RBF performs in a system with large number of users
with requirement of all users’ channel feedback. However,
in the case of F D 8 bits, T1 and T3 outperform the RBF
scheme with reduced feedback. T3 criterion outperforms
T1 criterion at high SNR where the system becomes more
sensitive to the interference and the users’ orthogonality
is more important. For the case of F D 4 bits, the per-
formance of T3 is almost the same as T1 at low SNR and
the same as RBF at high SNR. In this case, T1 degradation
becomes important compared with the F D 8 bits case. We
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also present the lower bound for B D 4, which performs
very closely to the performance of T3.

In Figure 6, we evaluate the performance of criterion T3
using the proposed noise reduction algorithm considering
the two options at different .Es=N0/UL. If the SNR is high
(10 dB), the improvement is limited; however, at low SNR,
the performance of the T3 criterion can be increased. In that
case, the T3 criterion outperforms the T1 criterion when the
number of active users in the cell is high.

In Figure 7, we compare the performance of the ana-
logue and quantized feedback links for .Es=N0/UL D
0 dB assuming SNR D 10 dB in the downlink. For these
schemes, two symbols are needed to transmit the analogue
channel or the codeword index. The modulation is 16 QAM
when the number of bits is B D 8, whereas the modu-
lation is quadrature phase shift keying when B D 4. In
order to fairly compare the different criteria when the feed-
back link is noisy, we use the same average transmit energy
per symbol for both analogue and quantized feedback link.
According to the simulation results, when the uplink noise
variance increases, the performance of the T3 criterion with
analogue feedback gives the same result as the T1 criterion.
T3 criterion in analogue feedback gives almost the same
results at .Es=N0/UL D 0 dB than the quantized one with
4 bits. Moreover, with this scheme, it is preferable to use
only 4 quantized bits in the feedback link because 16 QAM
is less robust to the noise than quadrature phase shift key-
ing modulation. It is noticed that T1 is more sensitive to the
transmission errors.

We have shown that the feedback link rate is signif-
icantly reduced without sacrificing the capacity perfor-
mance of the multiple antenna-based wireless networks.
Moreover, the next-generation wireless networks will have
more intelligent properties such as context awareness
with both physical context and user contexts by having
many heterogeneous devices. In order to avoid inconsis-
tency detection for physical context information [27], it
is possible to adapt the proposed reduced rate feedback
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architectures, which provide less noisy information related
to physical context of the users.

7. CONCLUSION

In this paper, we have evaluated the performance of user
selection criteria at the user side based on the norm and
semi-orthogonality of the channels considering both ana-
logue and quantized CDI and CQI feedback link. There-
fore, we have designed a codebook with local packing
depending on the number of users in the cell. We have
shown that because both criteria perform user selection
using the norm of their channels, the performances are
almost independent of the number of quantized CQI, and
only CDI is important at the transmitter to maximise the
sum-rate performance. We have derived a lower bound
on the ergodic sum rate to determine the thresholds for
the proposed T3 user selection algorithm. Afterwards,
we have considered noisy feedback channels. We have
shown that for analogue feedback it is possible to improve
the performance of the criterion T3 by exploiting the

semi-orthogonal constraint. For noisy quantized CDI feed-
back link, we have shown that the criterion T1 for the same
number of symbols per codeword is much more sensitive
to uplink noise than criterion T3. This sensitivity increases
when the number of codewords decreases. Finally, the per-
formance of quantized feedback with few bits can be very
close to analogue feedback.

APPENDIX

The cumulative distribution function (CDF) of the
SINR‰th .

Let us define X1 D khkk
2, X2 D sin2 �k and the noise

variance as �2 D 1.

(
Y2 D �X1X2C 1

Y1 D �aX1
where aD cos2.2‰th/ (29)

The joint distribution of (Y1; Y2) is related to that
of (�khkk

2 cos2.2‰th/; �khkk
2 sin2 �k), so the CDF of

SINR‰th is

CDF .x/D P

�
Y1

Y2
< x

�
D

“
Y1Y2

fY1;Y2.y1; y2/ dy2dy1

(30)
Let X be the domain of definition of the random vari-

ables X1 and X2, X D f.x1; x2/ W �th 6 x1 and 0 6 x2 6
˛�thI or x2 > ˛�thg. For Y1 and Y2 range as

8̂̂<
ˆ̂:
X1 D

1

�a
Y1

X2 D a
.Y2 � 1/

Y1

where

(
y1 > �a�th

y1
˛"th
a C 1> y2 > 1

or

(
y1 > �a�th
y2 > 1C ˛�"th�th

(31)

fY1;Y2.y1; y2/D
1

�y1
�fX1

�
1

�a
y1

�
fX2

�
a.y2 � 1/

y1

�

Because the random variables X1 and X2 are indepen-
dent, we have

fY1;Y2.y1; y2/D

8̂<
:̂

2B

�Nt aNt

Nt�1P
iD0

e
��th .�th/

i

.i/Š
"
Nt�1

th

e
�
y1
�a .y2�1/

Nt�2

.Nt�2/Š
; y1 > �a�th and 06 a.y2�1/

y1
6 ˛"th;

0 else:
(32)

Case x1 6 x2 6 x3

CDF .x/D

8̂̂̂
ˆ̂̂̂̂̂
<̂
ˆ̂̂̂̂̂
ˆ̂̂̂:

Z ax
a�x˛"th

�a�th

Z
y1
x

˛"th
a y1C1

fY1Y2 .y1; y2/dy2dy1; x1 6 x 6x2

Z x
�a�th

Z ˛"th
a y1C1

1

fY1Y2 .y1; y2/dy2dy1C

Z ax
a�x˛"th

x

Z
y1
x

˛"th
a y1C1

fY1Y2 .y1; y2/dy2dy1; x2 6 x 6x3

Z x
�a�th

Z ˛"th
a y1C1

1

fY1Y2 .y1; y2/dy2dy1C

Z C1
x

Z
y1
x

˛"th
a y1C1

fY1Y2 .y1; y2/dy2dy1; x >x3
(33)
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Case x1 6 x3 6 x2

CDF .x/D

8̂̂̂
ˆ̂̂̂̂̂
<̂
ˆ̂̂̂̂
ˆ̂̂̂̂:

Z ax
a�x˛"th

�a�th

Z ˛"th
a y1C1

y1
x

fY1Y2.y1; y2/dy2dy1; x1 6 x 6x3

Z C1
�a�th

Z ˛"th
a y1C1

y1
x

fY1Y2.y1; y2/dy2dy1; x3 6 x 6x2

Z x

�a�th

Z ˛"th
a y1C1

1
fY1Y2.y1; y2/dy2dy1C

Z C1
x

Z ˛"th
a y1C1

y1
x

fY1Y2.y1; y2/dy2dy1; x >x2

(34)

Finally, the derivation of (33) and (34) gives the PDFs of
Equations (23).
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