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Multistatic Cloud Radar Systems: Joint Sensing and
Communication Design
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Abstract—In a multistatic cloud radar system, receive sensors
measure signals sent by a transmit element and reflected from
a target and possibly clutter, in the presence of interference and
noise. The receive sensors communicate over non-ideal backhaul
links with a fusion center, or cloud processor, where the presence
or absence of the target is determined. The backhaul architecture
can be characterized either by an orthogonal-access channel or by
a non-orthogonal multiple-access channel. Two backhaul trans-
mission strategies are considered, namely compress-and-forward
(CF), which is well suited for the orthogonal-access backhaul,
and amplify-and-forward (AF), which leverages the superposi-
tion property of the non-orthogonal multiple-access channel. In
this paper, the joint optimization of the sensing and backhaul
communication functions of the cloud radar system is studied.
Specifically, the transmitted waveform is jointly optimized with
backhaul quantization in the case of CF backhaul transmission
and with the amplifying gains of the sensors for the AF backhaul
strategy. In both cases, the information-theoretic criterion of the
Bhattacharyya distance is adopted as a metric for the detection
performance. Algorithmic solutions based on successive convex
approximation are developed under different assumptions on
the available channel state information (CSI). Numerical results
demonstrate that the proposed schemes outperform conventional
solutions that perform separate optimizations of the waveform
and backhaul operation, as well as the standard distributed
detection approach.

Index Terms—Cloud Radio Access Networks (C-RANs), quan-
tization, localization, Cramér-Rao bound (CRB).

I. I NTRODUCTION

This paper1 addresses a distributed radar system that in-
volves sensing and communication: a transmit element illumi-
nates an area of interest, in which a target may be present, and
the signals returned from the target are observed by sensors.
The sensors have a minimal processing capabilities, but com-
municate over a backhaul network with a processing center,
referred to henceforth as afusion center, where target detection
takes place (see Fig. 1). Such architecture is different from a
classical multistatic radar system in which each constituent
radar performs the full array of radar functions, including
target detection and tracking. The considered architecture is
motivated by the proliferation of low-cost, mobile or fixed
sensors in the “Internet of Things,” which are supported by
global synchronization services such as the global positioning
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system (GPS), and are capable of communicating with a fusion
center in the “cloud” through a backhaul wireless or wired
network. For example, the receive sensors could be mounted
on light poles, trucks or unmanned aerial vehicles (UAV’s)
and could be connected to a wireless access point via Wi-
Fi or dedicated mmWave links. As this architecture can be
implemented by means of cloud computing technology, we
refer to it as “cloud radar.”

The main purpose of this work is to study the interaction
between the sensing and backhaul communication functions
in a cloud radar architecture, and to develop an understanding
of the performance gain to be expected by means of a joint
optimization of these two functions, namely of waveform
design for sensing and of backhaul transmission.

A. Background

The separate design of radar waveforms, under the as-
sumption of an ideal backhaul, has long been a problem
of great interest [2], [3]. For monostatic radar systems, i.e.,
radars with single transmit and receive elements, optimal
waveforms for detection in the Neyman-Pearson sense were
studied in [4]. In a multistatic radar system, where the signals
received by a set of distributed sensors are processed jointly,
the performance of the Neyman-Pearson optimal detector is
in general too complex to be suitable as a design metric.
As a result, various information-theoretic criteria such as the
Bhattacharyya distance, the Kullback Leibler divergence,the
J-divergence and the mutual information, which can be shown
to provide various bounds to the probability of error (missed
detection, false alarm and Bayesian risk), have been considered
as alternative design metrics [5]–[7].

Instead, the separate design of backhaul communication
functions, for fixed radar waveforms was studied in [8]–
[11] under a compress-and-forward (CF) strategy, for which
backhaul quantization was optimized, and in [12], [13] under
an amplify-and-forward (AF) scheme, for which the power
allocation at the sensors was investigated using the minimum
mean square error (MMSE) as the performance criterion.

B. Main Contributions

Unlike prior work, in this paper, we tackle the problem
of jointly designing the waveform, or code vector, and the
transmission of the receive sensors over the backhaul.This ap-
proach is motivated by the strong interplay between waveform
and backhaul transmission designs. For instance, waveform
design may allocate more power at frequencies that are less
affected on average by clutter and interference, while the
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Fig. 1. Illustration of a multistatic cloud radar system, which consists of
a transmit element,N receive sensors, and a fusion center. All the nodes
are configured with a single antenna. The receive sensors areconnected to
the fusion center via orthogonal-access or non-orthogonalmultiple-access
backhaul links.

backhaul transmission strategies are adapted accordinglyto
devote most backhaul resources, namely capacity or power, to
the transmission of such frequencies to the fusion center.

Two basic types of backhaul links between the radar receive
sensors and the fusion center are considered, namely orthog-
onal and non-orthogonal access backhaul. In the former, no
interference exists between the sensors, as in a wired backhaul,
while in the latter, the backhaul forms a multiple-access
channel, where channels are subject to mutual interference, as
in a wireless backhaul. Furthermore, two standard backhaul
transmission schemes are investigated, namely CF and AF.
As in the Cloud Radio Access Network (C-RAN) architecture
in communication [14], CF is particularly well suited to an
orthogonal backhaul architecture: each sensor satisfies the
backhaul capacity constraint quantizing the received baseband
signals prior to transmission to the fusion center. AF, instead, is
better matched to a non-orthogonal multiple-access backhaul:
each receive sensor amplifies and forwards the received signal
to the fusion center so that the signals transmitted by the
receive sensors are superimposed at the fusion center (see,
e.g., [12], [13]).

Our specific contributions are as follows:
• CF: The joint optimization of the waveform and the quantiza-
tion strategy is investigated for CF, with a focus on orthogonal-
access backhaul. To reflect practical constraints, only stochas-
tic channel state information (CSI) is assumed on the channel
gains between target or clutter and the receive sensors. For
an optimization objective, we adopt the information-theoretic
criterion of the Bhattacharyya distance in order to accountfor
the detection performance [5]–[7].
• AF: The joint optimization of the waveform and the

amplifying gains of the receive sensors is studied for AF, by
concentrating on non-orthogonal multiple-access backhaul. We
adopt the performance criterion and main assumptions of CF.
Furthermore, we consider both instantaneous and stochastic
CSI on the receive sensors-to-fusion center channels.

Throughout, we assume tractable and well accepted models
in order to gain insight into the problem at hand. With this
insight gained, subsequent work may explore more detailed
configurations.

The rest of the paper is organized as follows. In Section
II, we present the signal model and cover the two types of
backhaul links, namely orthogonal-access and non-orthogonal
multiple-access backhaul. In Section III, after describing the
CF backhaul transmission strategies and reviewing the optimal
detectors, we present the optimization of the multistatic cloud
radar system with CF. In Section IV, we focus on the AF
backhaul transmission, and optimize the system with both
instantaneous and stochastic CSI under AF. Numerical results
are provided in Section V, and, finally, conclusions are drawn
in Section VI.

II. SYSTEM MODEL

Consider a multistatic cloud radar system consisting of a
transmit element,N receive sensors, and a fusion center, or
cloud processor, as illustrated in Fig. 1. The receive sensors
communicate with the fusion center over an orthogonal-access
backhaul or a non-orthogonal multiple-access backhaul. All
the nodes are equipped with a single antenna, and the set of
receive sensors is denotedN = {1, . . . , N}.

The system aims to detect the presence of a single stationary
target in a clutter field. To this end, each sensor receives a
noisy version of the signal transmitted by the transmit element
and reflected from the surveillance area, which is conveyed to
the fusion center on the backhaul channels after either quan-
tizing or amplifying the received signals as discussed below. It
is assumed that perfect timing information is available at the
fusion center, such that samples of the received signal may be
associated with specific locations in some coordinate system.
For such a location, and based on all the signals forwarded
from the different receive sensors, the fusion center makesa
decision about the presence of the target (see, e.g. [7]–[13]).
Note that, as argued in [6], the assumption of stationary target
and scatterers can be regarded as a worst-case scenario for
more general set-ups with non-zero Doppler.

We consider a pulse compression radar in which the trans-
mitted signal given in baseband form is

s(t) =

K
∑

k=1

xkφ(t− (k − 1)Tc), (1)

whereφ(t) is, for example, a square root Nyquist with chip
rate1/Tc, so that{φ(t− (k−1)Tc)}Kk=1 are orthonormal; and
{xk}Kk=1 is a sequence of (deterministic) complex coefficients
that modulate the waveform. The vectorxxx = [x1 · · · xK ]T is
referred to aswaveformor code vector, on which we impose
the transmit power constraintxxxHxxx ≤ PT . The design of the
waveformxxx determines both target and clutter response, and
thus has a key role in the performance of the radar system.

The baseband signal received at the sensorn ∈ N , which
is backscattered by a stationary target, can be expressed as

rn(t) = hns(t− τn) + cn(t) + wn(t), (2)

where hn is the random complex amplitude of the target
return, which includes the effects of the channel and follows a
Swerling I target-type model having a Rayleigh envelope, i.e.,
hn ∼ CN (0, σ2

t,n); cn(t) represents the clutter component;
wn(t) is a Gaussian random process representing the signal-
independent interference, which aggregates the contributions
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of thermal noise, interference and jamming and is assumed
to be correlated over time, as detailed below; andτn is the
propagation delay for the path from the transmit element to
the target and thereafter to the sensorn, which is assumed
to satisfy the conditionτn ≥ KTc in order for the target
to be detectable. The clutter componentcn(t) consists of
signal echoes generated by stationary point scatterers, whose
echoes have independent return amplitudes and arrival times.
Accordingly, the clutter componentcn(t) is expressed as

cn(t) =

Nc
∑

v=1

gn,vs(t− τn,v), (3)

whereNc is the number of point scatters;gn,v is the amplitude
of the return from scattererv; andτn,v is the propagation delay
for the path from the transmit element to the scattererv and
to the sensorn, which satisfies the conditionτn,v ≤ KTc.

After matched filtering of the received signal (2) with the
impulse responseφ∗(−t), and after range-gating by sampling
the output of the matched filter at the chip rate, the discrete-
time signal at receive sensorn for n ∈ N can be written
as

rn,k = hnxk + g̃nxk + wn,k, (4)

wherern,k is the output of the matched filter at the receive
sensorn sampled at timet = (k − 1)Tc + τn; the termg̃n =
∑Nc

v=1 gn,vΨ(τn − τn,v) with Ψ(t) ,
∫∞

−∞ φ(τ − t)φ∗(τ)dτ
being the auto-correlation function ofφ(t), represents the con-
tribution of clutter scatterers, which can be modeled, invoking
the central limit theorem, as a zero mean Gaussian random
variable with a given varianceσ2

c,n (see [7, Appendix A]);
andwn,k is thekth sample ofwn(t) after matched filtering at
the sensorn.

In vector notation, we can write (4) as
rrrn = sssn + cccn +wwwn, (5)

where we definedrrrn , [rn,1 · · · rn,K ]T , sssn , hnxxx and
cccn , g̃nxxx; and the noise vectorwwwn , [wn,1 · · · wn,K ]T

follows a zero-mean Gaussian distribution with temporal cor-
relationΩΩΩw,n, i.e.,wwwn ∼ CN (000,ΩΩΩw,n). The variableshn, g̃n
andwwwn for all n ∈ N , are assumed to be independent for
different values ofn under the assumption that the receive
sensors are sufficiently separated [6]. Moreover, their second-
order statisticsσ2

t,n, σ2
c,n andΩΩΩw,n are assumed to be known to

the fusion center, for alln ∈ N , e.g., from prior measurements
or prior information [15], [16].

To summarize, the signal received at sensorn can be written
as

H0 : rrrn = cccn +wwwn, (6a)

H1 : rrrn = sssn + cccn +wwwn, n ∈ N , (6b)

whereH0 andH1 represent the hypotheses under which the
target is absent or present, respectively.

In the rest of this section, we detail the assumed model
for both orthogonal-access and non-orthogonal multiple-access
backhaul.

Orthogonal-access Backhaul:For the orthogonal-access
backhaul case, each receive sensorn is connected to the fusion
center via an orthogonal link of limited capacityCn bits per
received sample. The capacityCn is assumed to be known

to the fusion center for alln ∈ N and to change sufficiently
slowly so as to enable the adaptation of the waveform and of
the transmission strategy of the sensors to the values of the
capacitiesCn for all n ∈ N .

Non-orthogonal Multiple-access Backhaul:For the non-
orthogonal multiple-access backhaul, the signal receivedat
the fusion center is the superposition of the signals sent by
all receive sensors, where channels are subject to mutual
interference. Accordingly, the received signal at the fusion
centerr̃rr = [r̃1 · · · r̃K ]T is given by

r̃rr =

N
∑

n=1

fntttn + zzz, (7)

wheretttn = [tn,1 · · · tn,K ]T is the signal sent by the receive
sensorn on the backhaul to the fusion center;fn is the
complex-valued channel gain between the receive sensorn and
the fusion center; andzzz = [z1 · · · zK ]T is the noise vector
having a zero-mean Gaussian distribution with correlation
matrix ΩΩΩz, i.e., zzz ∼ CN (000,ΩΩΩz). Based on prior information
or measurements, the second-order statistics of the channel
gains between the target and the receive sensors, and of the
noise terms, namelyσ2

t,n, σ2
c,n, ΩΩΩw,n andΩΩΩz, are assumed to

be known to the fusion center for alln ∈ N . The channel
between receive sensors and fusion centerfff = [f1 · · · fN ]T

are also assumed to be known at the fusion center, via training
and channel estimation.

III. CF BACKHAUL TRANSMISSION

In this section, we consider orthogonal-access backhaul and
CF transmission. With CF, each receive sensor quantizes the
received vectorrrrn in (6), and sends a quantized version ofrrrn
to the fusion center. Note that, since the receive sensor does
not know whether the target is present or not, the quantizer
cannot depend on the correct hypothesisH0 orH1. In order to
facilitate analysis and design, we follow the standard random
coding approach of rate-distortion theory of modeling the
effect of quantization by means of an additive quantization
noise (see, e.g., [17], [18]) as in

r̃rrn = rrrn + qqqn, (8)

where r̃rrn = [r̃n,1 · · · r̃n,K ]T is the quantized signal vector
of rrrn; andqqqn ∼ CN (000,ΩΩΩq,n) is the quantization error vector,
which is characterized by a covariance matrixΩΩΩq,n. Based
on random coding arguments, while (8) holds on an average
over randomly generated quantization codebooks, the results
derived in this paper can be obtained by means of some (de-
terministic) high-dimensional vector quantizer (see, e.g., [19]).
For instance, as discussed in [20], a Gaussian quantization
noiseqqqn with any covarianceΩΩΩq,n can be realized in practice
via a linear transform, obtained from the eigenvectors ofΩΩΩq,n,
followed by a multi-dimensional dithered lattice quantizer such
as Trellis Coded Quantization (TCQ) [21].

Based on (8), the signal received at the fusion center from
receive sensorn is given as

H0 : r̃rrn = cccn +wwwn + qqqn,

H1 : r̃rrn = sssn + cccn +wwwn + qqqn.
(9)
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As further elaborated in the following, the covariance matrix
ΩΩΩq,n determines the bit rate required for backhaul communi-
cation between the receive sensorn and the fusion center [17],
[18] and is subject to design.

To set the model (9) in a more convenient form, the signal
received at the fusion center is whitened with respect to the
overall additive noisecccn +wwwn + qqqn, and the returns from all
sensors are collected, leading to the model

H0 : yyy ∼ CN (000, III),

H1 : yyy ∼ CN (000,DSDDSDDSD + III),
(10)

whereyyy = [yyyT1 · · · yyyTN ]T , yyyn =DDDnr̃rrn, DDDn is the whitening
matrix associated with the receive sensorn and is given by
DDDn = (σ2

c,nxxxxxx
H +ΩΩΩw,n+ΩΩΩq,n)

−1/2, DDD is the block diagonal
matrix DDD = diag{DDD1, ...,DDDN}, and SSS is the block diago-
nal matrixSSS = diag{σ2

t,1xxxxxx
H , ..., σ2

t,Nxxxxxx
H}. The detection

problem formulated in (10) has the standard Neyman-Pearson
solution given by the test

H1

yyyHTTTyyy R ν, (11)
H0

where we have definedTTT = DDDSSSDDD(DDDSSSDDD + III)−1, and the
thresholdν is set based on the tolerated false alarm probability
[22].

In the rest of this section, we aim to find the optimum
code vectorxxx and quantization error covariance matricesΩΩΩq,n

in (9), for given backhaul capacity constraintsCn, for all
n ∈ N . Before we proceed, for reference, we first discuss
the standard distributed detection approach that combineshard
local decisions at the receive sensors and a majority-rule
detection at the fusion center (see, e.g., [23], [24]).

A. Distributed Detection

Here, we describe the standard distributed detection ap-
proach applied to multistatic radar system (see, e.g., [23],
[24]). With this approach, each receive sensorn makes its own

decision based on the likelihood test given byyyyHn TTTnyyyn
H1

R
H0

γn,

where γn is the threshold for receive sensorn, which is
calculated based on the tolerated false alarm probability [22],
and we have definedTTTn = DDDnSSSnDDDn(DDDnSSSnDDDn + III)−1

with yyyn = DDDnrrrn, DDDn = (σ2
c,nxxxxxx

H + ΩΩΩw,n)
−1/2 and

SSSn = σ2
t,nxxxxxx

H , for all n ∈ N . The receive sensors transmit
the obtained one-bit hard decision to the fusion center. Note
that this scheme is feasible as long as the backhaul capacity
available for each receive sensor-to-fusion center channel is
larger than or equal to1/K bits/sample, i.e.,Cn ≥ 1/K, for
n ∈ N . The fusion center decides on the target’s presence
based on the majority rule: if the number of receive sensors
k that decide forH0 satisfiesk ≥ N/2, the fusion center
choosesH0, and vice versa ifk ≤ N/2.

B. Performance Metrics and Constraints

To start the analysis of the cloud radar system, we discuss
the criterion that is adopted to account for the detection perfor-
mance, namely the Bhattacharyya distance and the approach

used to model the effect of the quantizers at the receive
sensors.

Bhattacharyya Distance: For two zero-mean Gaussian
distributions with covariance matrix ofΣΣΣ1 andΣΣΣ2, the Bhat-
tacharyya distanceB is given by [5]

B = log

(

|0.5(Σ1 +Σ2)|
√

|Σ1||Σ2|

)

. (12)

Therefore, for the signal model (9), the Bhattacharyya distance
between the distributions under the two hypotheses can be
calculated as

B(xxx,ΩΩΩq) = log

(

|III + 0.5DDDSSSDDD|
√

|III +DDDSSSDDD|

)

=

N
∑

n=1

Bn(xxx,ΩΩΩq,n)

=

N
∑

n=1

log

(

1 + 0.5λn√
1 + λn

)

, (13)

where we have made explicit the dependence onxxx andΩΩΩq,n;
ΩΩΩq collects all the covariance matrices of quantization noise
and is given asΩΩΩq = {ΩΩΩq,n}n∈N ; and we have defined

λn = σ2
t,nxxx

H
(

σ2
c,nxxxxxx

H +ΩΩΩw,n +ΩΩΩq,n

)−1
xxx. (14)

We observe that (13) is valid under the assumption that the
effect of the quantizers can be well approximated by additive
Gaussian noise as per (9). This is discussed next.

Quantization: From rate-distortion theory, a vector quan-
tizer exists that is able to realize the additive quantization noise
model (8), when operating over a sufficiently large number
of measurement vectors (6), as long as the capacityCn is
no smaller than the mutual informationI(rrrn; r̃rrn)/K [19].
For example, a dithered lattice vector quantizer achieves this
result [20]. These considerations motivate the selection of the
mutual informationI(rrrn; r̃rrn) as a measure of the backhaul
rate required for the transmission to the fusion center.

While the mutual informationI(rrrn; r̃rrn) depends on the
actual hypothesisH0 or H1, it is easy to see thatI(rrrn; r̃rrn)
is larger under hypothesisH1. Based on this, the mutual
informationI(rrrn; r̃rrn) evaluated underH1 is adopted here as
the measure of the bit rate required between receive sensor
n and the fusion center. This can be easily calculated as
I(rrrn; r̃rrn) = In(xxx,ΩΩΩq,n) by using the expression of the mutual
information for multivariate Gaussian distribution (see,e.g.,
[18]) with

In(xxx,ΩΩΩq,n) = log
∣

∣III + (ΩΩΩq,n)
−1ΩΩΩw,n

∣

∣

+ log
(

1 + (σ2
t,n + σ2

c,n)xxx
H(ΩΩΩw,n +ΩΩΩq,n)

−1xxx
)

, (15)

where again we have made explicit the dependence of mutual
information onxxx andΩΩΩq,n.

In the following, we formulate and solve the problem of
jointly optimizing the Bhattacharyya distance criterion over the
waveformxxx at the transmit element and over the covariance
matricesΩΩΩq of the quantizers at the receive sensors in Section
III-C and in Section III-D, respectively.
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C. Problem Formulation

The problem of maximizing the Bhattacharyya distance in
(13) over the waveformxxx and the covariance matricesΩΩΩq

under the backhaul capacity constraints is stated as

minimize
xxx,ΩΩΩq

B̄(xxx,ΩΩΩq) =

N
∑

n=1

B̄n(xxx,ΩΩΩqn) (16a)

s.t. In(xxx,ΩΩΩq,n) ≤ KCn = C̄n, n ∈ N , (16b)

xxxHxxx ≤ PT , (16c)

ΩΩΩq,n � 0, n ∈ N , (16d)

where we have formulated the problem as the minimization
of the negative distancēB(xxx,ΩΩΩq) =

∑N
n=1 B̄n(xxx,ΩΩΩq,n), with

B̄(xxx,ΩΩΩq) = −B(xxx,ΩΩΩq) and B̄n(xxx,ΩΩΩq,n) = −Bn(xxx,ΩΩΩq,n),
following the standard convention in [25]. The power of the
waveformxxx is constrained not to exceed a prescribed value
of transmit powerPT . We observe that the constraint (16b)
ensures that the transmission rate withK chips between each
receive sensor and the fusion center is smaller thanC̄n,
according to the adopted information-theoretic metric. Note
also that the problem (16) is not a convex program, since
the objective function (16a) and the constraints (16b) are not
convex.

D. Proposed Algorithm

Since both functions̄Bn(xxx,ΩΩΩqn) andIn(xxx,ΩΩΩqn) in (16) are
non-convex inxxx andΩΩΩq,n, the optimization problem (16) is
not convex, and hence it is difficult to solve. To obtain a locally
optimal solution, we approach the joint optimization ofxxx and
ΩΩΩq in (16) via successive convex approximations. Specifically,
in an outer loop, Block Coordinate Descent (BCD) is applied
to updatexxx and ΩΩΩq one at a time, while an inner loop
implemented via Majorization-Minimization (MM) solves the
optimization ofxxx andΩΩΩq separately. This approach was first
introduced in [26] for a sum-capacity backhaul constraint.By
the properties of MM (see, e.g., [27], [28]), the algorithm pro-
vides a sequence of feasible solutions with non-increasingcost
function, which guarantees convergence of the cost function.
Note that, due to the non-convexity of the problem, no claim
of convergence to a local or global optimum is made here.

At the ith iteration of the outer loop, the optimum waveform
xxx(i) is obtained by solving (16) for matricesΩΩΩq = ΩΩΩ

(i−1)
q

obtained at the previous iteration; subsequently, the matrices
ΩΩΩ

(i)
q are calculated by solving (16) withxxx = xxx(i). These two

separate optimizations are carried out by the MM method,
which, as described in Appendix A, requires the solution of
a quadratically constrained quadratic programs (QCQP). The
proposed algorithm coupling BCD and MM to solve problem
(16), is summarized in Table Algorithm 1. In Algorithm 1, we
use the superscripti to identify the iterations of the outer loop,
and the superscriptj as the index of the inner iteration of the
MM method (e.g.,xxx(i,j) indicates the waveform optimized at
the jth iteration of the inner loop of the MM method and the
ith iteration of the outer loop). In Appendix A, we present the
MM steps and the overall proposed algorithm in detail.

The complexity of Algorithm 1 by using standard convex
optimization tools is polynomial inK andN since, at each

outer iteration, MM requires to solve the problems (A.3)
and (A.6), whose sizes of the optimization domains areK
and NK2, and numbers of constraints areN + 1 and 2N ,
respectively [25], [29].

Algorithm 1 Joint optimization of waveform and quantization
noise covariances (16)

Initialization (outer loop) : Initialize xxx(0) ∈ CK×1, ΩΩΩ(0)
q �

0 and seti = 0.
Repeat (BCD method)

i← i+ 1
Initialization (inner loop) : Initialize xxx(i,0) =
xxx(i−1) and setj = 0.
Repeat (MM method for xxx(i))

j ← j + 1
Find xxx(i,j) by solving the problem (A.3) with
ΩΩΩq = ΩΩΩ

(i−1)
q .

Until a convergence criterion is satisfied.
Update xxx(i) ← xxx(i,j)

Initialization (inner loop) : Initialize ΩΩΩ
(i,0)
q =

ΩΩΩ
(i−1)
q and setj = 0.

Repeat (MM method for ΩΩΩ(i)
q )

j ← j + 1
Find ΩΩΩ

(i,j)
q by solving the problem (A.6) with

xxx = xxx(i).
Until a convergence criterion is satisfied.
UpdateΩΩΩ

(i)
q ← ΩΩΩ

(i,j)
q

Until a convergence criterion is satisfied.
Solution: xxx← xxx(i) andΩΩΩq ← ΩΩΩ

(i)
q

IV. AF BACKHAUL TRANSMISSION

In this section, we consider AF transmission on a non-
orthogonal multiple-access backhaul. With AF, sensorn ∈ N
amplifies the received signalrrrn in (6) and then forwards the
amplified signaltttn = αnrrrn to the fusion center, whereαn is
is the amplification coefficient at the receive sensorn. From
(7), the fusion center is faced with the following detection
hypothesis problem

H0 : r̃rr =

N
∑

n=1

fntttn + zzz =

N
∑

n=1

fnαn (cccn +wwwn) + zzz,

H1 : r̃rr =

N
∑

n=1

fntttn + zzz

N
∑

n=1

fnαn (sssn + cccn +wwwn) + zzz.

(17)

The variableshn, g̃n, wwwn, fn and zzz, for all n ∈ N , are
assumed to be mutually independent. Since only the second-
order statistics of the channel gainshn, n ∈ N , are known
to the receive sensors and the fusion center, no coherent
gains may be achieved by optimizing the amplifying gains,
and hence one can focus, without loss of optimality, only
on the receive sensors’ power gainsppp = [p1 · · · pN ]T , with
pn = |αn|2, for n ∈ N .

As in the CF backhaul transmission in Section III, we can
write the hypotheses (17) in a standard form by whitening
the signal received at the fusion center, and consequently
the detection problem can be expressed as (10), where we
have redefinedyyy = DDDr̃rr; DDD = (

∑N
n=1(|fn|2pnσ2

c,nxxxxxx
H +
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|fn|2pnΩΩΩw,n) + ΩΩΩz)
−1/2 is the whitening filter with respect

to the overall additive noise
∑N

n=1 fnαn(cccn +wwwn) + zzz; and
SSS =

∑N
n=1 |fn|2pnσ2

t,nxxxxxx
H is the correlation matrix of the

desired signal part. Accordingly, the detection problem has
the standard estimator-correlator solution given by the test
in (11). In the rest of this section, we seek to optimize the
detection performance with respect to the waveformxxx and
the power gainsppp, under power constraints on the transmit
element and receive sensors. As done above, we adopt the
Bhattacharyya distance as the performance metric. As per
(12), the Bhattacharyya distance between the distributions (17)
of the signals received at the fusion center under the two
hypothesesH0 andH1 can be calculated as

B(xxx,ppp;fff) = log

(

|III + 0.5DDDSSSDDD|
√

|III +DDDSSSDDD|

)

= log

(

1 + 0.5λ√
1 + λ

)

, (18)

whereλ = fffHPPPΣΣΣtfffxxx
H(fffHPPPΣΣΣcfffxxxxxx

H + (fff ⊗ IIIK)H (PPP ⊗
IIIK)ΩΩΩw(fff ⊗ IIIK) + ΩΩΩz)

−1xxx; ΣΣΣt = diag{σ2
t,1, . . . , σ2

t,N}
and ΣΣΣc = diag{σ2

c,1, . . . , σ
2
c,N} are the diagonal matrices

whose components are the second-order statistics of channel
amplitudes of target return and clutter, respectively;ΩΩΩw =
diag{ΩΩΩw,1, . . . ,ΩΩΩw,N} ∈ RNK×NK is a block diagonal ma-
trix containing all the noise covariance matrices at the receive
sensors; andPPP = diag{ppp} ∈ RN×N is the diagonal matrix that
contains the receive sensors’ power gains. Note that we have
made explicit the dependence of the Bhattacharyya distance
B(xxx,ppp;fff) on the channelsfff at the fusion center, as well as
on the waveformxxx and the receive sensors’ power gainsppp.

A. Short-Term Adaptive Design

We first consider the case in which design of the wave-
form xxx and of the receive sensors’ gainsppp depends on
the instantaneous gain of the CSI of the receive sensors-to-
fusion center channelsfff . Note that this design requires to
modify the solution vector(xxx,ppp) at the time scale at which
the channel vectorfff varies, hence entailing a potentially
large feedback overhead from the fusion center to the receive
sensors and the transmit element. The problem of maximizing
the Bhattacharyya distance (18) over the waveformxxx and the
power gainsppp under the power constraints for transmit element
and receive sensors, is stated as

minimize
xxx,ppp

B̄(xxx,ppp;fff) (19a)

s.t. xxxHxxx ≤ PT , (19b)

111Tppp ≤ PR, (19c)

pn ≥ 0, n ∈ N , (19d)

where we have defined̄B(xxx,ppp;fff) = −B(xxx,ppp;fff) to formulate
the problem as the minimization of the negative Bhattacharyya
distanceB̄(xxx,ppp;fff). We observe that the problem (19) may be
easily modified to include individual power constraints at the
receive sensors, but this is not further explored here. Moreover,
the problem (19) is not a convex program, since the objective
function (19a) is not convex.

We propose an algorithm to solve the optimization problem
(19). As in Section III-D, due to the difficulty of obtaining
a global optimal solution, we develop a descent algorithm,
and adopt the BCD method coupled with MM. The proposed
algorithm is summarized in Table Algorithm 2 and further
detailed in Appendix B. The complexity of the Algorithm 2
by using standard convex optimization tool is polynomial in
K andN since, at each outer iteration, MM requires to solve
the problems (B.2) and (B.4), whose sizes of the optimization
domains areK andN , and numbers of constraints are1 and
N + 1, respectively [25], [29].

Algorithm 2 Short-term adaptive design of waveform and
amplifier gain (19)

Initialization (outer loop) : Initialize xxx(0) ∈ CK×1, ppp(0) �
0 and seti = 0.
Repeat (BCD method)

i← i+ 1
Initialization (inner loop) : Initialize xxx(i,0) =
xxx(i−1) and setj = 0.
Repeat (MM method for xxx(i))

j ← j + 1
Find xxx(i,j) by solving the problem (B.2) with
ppp = ppp(i−1).

Until a convergence criterion is satisfied.
Update xxx(i) ← xxx(i,j)

Initialization (inner loop) : Initialize ppp(i,0) =
ppp(i−1) and setj = 0.
Repeat (MM method for ppp(i))

j ← j + 1
Find ppp(i,j) by solving the problem (B.4) with
xxx = xxx(i).

Until a convergence criterion is satisfied.
Update ppp(i) ← ppp(i,j)

Until a convergence criterion is satisfied.
Solution: xxx← xxx(i) andppp← ppp(i)

B. Long-Term Adaptive Design

Here, in order to avoid the possibly excessive feedback
overhead between fusion center and the transmit element
and receive sensors of the short-term adaptive solution, we
adopt the average Bhattacharyya distance, as the performance
criterion, where the average is taken with respect to the
distribution of the receive sensors-to-fusion center channels
fff . In this way, the waveformxxx and receive sensors’ gains
ppp have to be updated only at the time scale at which the
statistics of channels and noise terms vary. Then, the problem
for the long-term adaptive design is formulated from problem
(19) by substituting the objective function̄B(xxx,ppp;fff) with
Efff [B̄(xxx,ppp;fff)], yielding

minimize
xxx,ppp

Efff

[

B̄(xxx,ppp;fff)
]

(20a)

s.t. (19b)− (19d). (20b)

Note that the problem (20) is a stochastic program with a
non-convex objective function (20a).

Since the stochastic program (20) has a non-convex ob-
jective function, we apply the stochastic successive upper-
bound minimization method (SSUM) [30], which minimizes at
each step an approximate ensemble average of a locally tight
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Fig. 2. Bhattacharyya distance versus the backhaul capacity C̄n = C̄, n ∈ N
for CF backhaul transmission, withPT = 10 dB,K = 13, N = 3, σ2

t,n = 1,
σ2

c,1 = 0.125, σ2

c,2 = 0.25, σ2

c,3 = 0.5 and [ΩΩΩw,n]i,j = (1− 0.12n)|i−j|

for n ∈ N .

upper bound of the cost function. Specifically, we develop a
BCD scheme similar to the one detailed in Table Algorithm
2 that uses SSUM in lieu of the MM scheme. Details are
provided in Appendix C. The final algorithm for long-term
adaptive design can be summarized as in Table Algorithm2 by
substituting (B.2) and (B.4) with (C.1) and (C.2), respectively.
Convergence of the SSUM algorithm is proved in [30] and
the algorithm guarantees feasible iterates. The complexity of
the proposed algorithm by using standard convex optimization
tool is polynomial inK andN since, at each outer iteration,
SSUM requires to solve the problems (C.1) and (C.2), whose
sizes of the optimization domains areK andN , and numbers
of constraints are1 andN + 1, respectively [25], [29].

V. NUMERICAL RESULTS

In the following, the performance of the proposed algo-
rithms that perform joint optimization of the waveformxxx and
of the quantization noise covariance matricesΩΩΩq for the CF,
and of the waveformxxx and of the power gainsppp for AF,
are investigated via numerical results in Section V-A and in
Section V-B, respectively. Throughout, we set the length of
the waveform toK = 13 and the variances of the target
amplitudes asσ2

t,n = 1 for n ∈ N . For reference, we
consider a baseline waveform with Barker code of length13,
i.e., bbb13 = [1 1 1 1 1 − 1 −1 1 1 −1 1 − 1 1]T .
Moreover, unless stated otherwise, we model the noise with
covariance matrices[ΩΩΩw,n]i,j = (1−0.12n)|i−j| and[ΩΩΩz]i,j =
(1 − 0.6)|i−j| as in [7], hence accounting for temporally
correlated interference. The channel coefficientsfn have unit
variance, i.e.,σ2

fn
= 1.

A. CF Backhaul Transmission

In this section, the performance of the proposed joint
optimization of the waveformxxx and of the quantization noise
covariance matricesΩΩΩq in Section III is verified via numerical
results. Note that some limited results for a sum-backhaul
constraint were presented in [26]. For reference, we consider
the performance of the upper bound obtained with infinite

1 2 3 4 5 6 7 8 9
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

¯C

P
d

Upper bound with ideal backhaul

(Distributed) Hard decision + majority rule

(Cloud) No opt.

(Cloud) Waveform opt.

(Cloud) Quantization opt.

(Cloud) Joint opt.

Fig. 3. Probability of detectionPd versus the backhaul capacitȳCn = C̄
for CF backhaul transmission,n ∈ N , with PT = 10 dB, K = 13, N = 3,
σ2
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c,1 = 0.125, σ2

c,2 = 0.25, σ2

c,3 = 0.5, [ΩΩΩw,n]i,j = (1 −

0.12n)|i−j| for n ∈ N andPfa = 0.01.
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Fig. 4. ROC curves for CF backhaul transmission withPT = 10 dB,
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t,n = 1, σ2

c,1 = 0.125, σ2

c,2 = 0.25, σ2

c,3 = 0.5,
[ΩΩΩw,n]i,j = (1− 0.12n)|i−j| and C̄n = C̄ = 5 for n ∈ N .

capacity backhaul links, distributed detection using the Barker
waveform (see, Section III-A), and the following strategies:
(i) No optimization (No opt.): Set xxx =

√

PT /Kbbb13 and
ΩΩΩq,n = ǫIII, for n ∈ N , whereǫ is a constant that is found
by satisfying the constraint (16b) with equality; (ii ) Waveform
optimization (Waveform opt.): Optimize the waveformxxx by
using the algorithm in [7], which is given in Algorithm 1
by settingΩΩΩq,n = 0 for n ∈ N , and setΩΩΩq,n = ǫIII, for
n ∈ N , as explained above; (iii ) Quantization noise optimiza-
tion (Quantization opt.): Optimize the covariance matricesΩΩΩq

as per Algorithm 1 withxxx =
√

PT /Kbbb13. In the following,
we set the number of receive sensors, the transmit power and
the variance of the clutter amplitudes asN = 3, PT = 10 dB,
σ2
c,1 = 0.125, σ2

c,2 = 0.25 andσ2
c,3 = 0.5, respectively. Also,

the backhaul rate constraints̄Cn are assumed to be equal, i.e.,
C̄n = C̄ for all n ∈ N .

In Fig. 2 the Bhattacharyya distance is plotted versus the
available backhaul capacitȳC. For intermediate and large
values of C̄, the proposed joint optimization of waveform
and quantization noise is seen to be significantly beneficial
over all separate optimization strategies. In order to study the
actual detection performance and validate the results in Fig.
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(b) High-frequency interference
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(c) Optimal waveform and quantization noise with low-frequency
interference
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(d) Optimal waveform and quantization noise with high-frequency
interference

Fig. 5. Comparison of the energy/power spectral densities of the waveforms obtained with a Barker code (Barker waveform) and with an optimal codexxx
(Optimal waveform), and of optimal quantization noise{qqqn}Nn=1

obtained by Algorithm 1 whenPT = 10 dB, K = 13, N = 3, σ2
t,n = 1, σ2

c,1 = 0.125,
σ2

c,2 = 0.25, σ2

c,3 = 0.5, and C̄n = C̄ = 5 for n ∈ N : (a) and (c) consider receive sensors with low-frequency interference having temporal correlation
[ΩΩΩw,n]i,j = (1 − 0.12n)|i−j|, (b) and (d) consider receive sensors with high-frequency interference having temporal correlation[ΩΩΩw,n]i,j = (−1 +
0.12n)|i−j|.

2, Fig. 3 shows the detection probabilityPd as a function
of the available backhaul capacitȳC when the false alarm
probability isPfa = 0.01. The curve was evaluated via Monte
Carlo simulations by implementing the optimum test detector
(11). We also implemented the distributed detection scheme
described in Section III-A by setting the thresholdγn to be
equal forn ∈ N for simplicity. It can be noted that the relative
gains predicted by the Bhattacharyya distance criterion inFig.
2 are consistent with the performance shown in Fig. 3. More-
over, for small values of̄C, distributed detection outperforms
cloud detection due to the performance degradation caused
by the large quantization noise on the cloud-based schemes.
However, as the available backhaul capacityC̄ increases, the
cloud detection approach considerably outperforms distributed
detection.

Fig. 4 plots the Receiving Operating Characteristic (ROC),
i.e., the detection probabilityPd versus false alarm probability
Pfa, for C̄ = 5. It is confirmed that the proposed joint opti-
mization method provides remarkable gains over all separate
optimization schemes as well as over the distributed detection

approach. For instance, forPfa = 0.01, joint optimization
yieldsPd = 0.7251, while waveform optimization only yields
Pd = 0.4556.

Fig. 5 shows the energy/power spectral density functions
of the waveform with Barker code(Barker waveform)and
with optimal codexxx (Optimal waveform), and of optimal
quantization noise{qqqn}Nn=1 obtained by Algorithm 1 when
a square root Nyquist chip waveformφ(t) with durationTc

is adopted, and̄Cn = C̄ = 5 for n ∈ N . We consider two
types of interference at the receive sensors, namely (a) low-
frequency interference with temporal correlation[ΩΩΩw,n]i,j =
(1 − 0.12n)|i−j| which has a single spectral peak at zero
frequency; and (b) high-frequency interference with temporal
correlation[ΩΩΩw,n]i,j = (−1+ 0.12n)|i−j|, having a minimum
at zero frequency. It is observed in Fig. 5(c) and Fig. 5(d)
that the spectrum of the optimal waveform concentrates the
transmitted energy at frequencies for which the interference
power is less pronounced, while the spectrum of the quantiza-
tion noise concentrates at frequencies and sensors for which
the interference power is more pronounced.
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Fig. 6. Bhattacharyya distance versus the transmit element’s powerPT for
AF backhaul transmission withPR = 10 dB, K = 13, N = 3, σ2

fn
=

1, σ2
t,n = 1, σ2

c,1 = 0.25, σ2

c,2 = 0.5, σ2

c,3 = 1, [ΩΩΩw,n]i,j = (1 −

0.12n)|i−j| and [ΩΩΩz ]i,j = (1 − 0.6)|i−j| for n ∈ N .

B. AF Backhaul Transmission

In this section, we evaluate the performance of the proposed
algorithms that perform the joint optimization of the waveform
xxx and of the amplifying power gainsppp for the short-term
(Section IV-A) and long-term (Section IV-B) adaptive designs.
For reference, we consider the following schemes;(i) No opt.:
Setxxx =

√

PT /Kbbb13 andppp = PR/N111N ; (ii) Waveform opt.:
Optimize the waveformxxx as per Algorithm2 (with (C.1) in
lieu of (B.2) for the long-term adaptive design) withppp =
PR/N111N ; and (iii) Gain optimization (Gain opt.): Optimize
the gainsppp as per Algorithm2 (with (C.2) in lieu of (B.4) for
the long-term adaptive design) withxxx =

√

PT /Kbbb13. We set
the total receive sensors’ power asPR = 10 dB. Note that the
upper bound with ideal backhaul is far from the performance
achieved with AF over a non-orthogonal backhaul even for
large sensors’ powerPR, and it is hence not shown here. The
gap between the AF performance and the upper bound is due to
the fact that, in order to obtain an ideal backhaul, one needsto
code across long block lengths whereas AF operates on block
length of size equal to the waveformK (hereK = 13).

Fig. 6 shows the Bhattacharyya distance as a function of
the transmit element’s powerPT , with N = 3, σ2

c,1 = 0.25,
σ2
c,2 = 0.5 andσ2

c,3 = 1. For small values ofPT , optimizing
the waveform is more advantageous than optimizing the am-
plifying gains, due to the fact that performance is limited by
the transmit element-to-receive sensors connection. In contrast,
for intermediate and large values ofPT , the optimization of
the receive sensors’ gains is to be preferred, since the perfor-
mance becomes limited by the channels between the receive
sensors and the fusion center. Joint optimization significantly
outperforms all other schemes, except in the very low- and
large-power regimes, in which, as discussed, the performance
is limited by either the transmit element-to-receive sensors
or the receive sensors-to-fusion center channels. In addition,
we observe that the long-term adaptive scheme loses about
30% in terms of the Bhattacharyya distance with respect to
the short-term adaptive design in the high SNR regime. The
results in Fig. 6 can be interpreted by noting that the joint
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Fig. 7. Bhattacharyya distance versus the number receive sensorsN for AF
backhaul transmission withPT = 5 dB, PR = 10 dB, K = 13, σ2
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and [ΩΩΩz ]i,j = (1− 0.6)|i−j| for n ∈ N .
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Fig. 8. ROC curves for AF backhaul transmission withPT = 5 dB, PR =
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fn
= 1, σ2

t,n = 1, σ2

c,1 = 0.25, σ2

c,2 = 0.5,

σ2

c,3 = 1, [ΩΩΩw,n]i,j = (1 − 0.12n)|i−j| and [ΩΩΩz]i,j = (1 − 0.6)|i−j| for
n ∈ N .

optimization seeks to design the transmitted signalxxx such that
it reduces the power transmitted at the frequencies in whichthe
receive sensors observe the largest interference, while, at the
same time, allocating more power to receive sensors suffering
from less interference and, with the short-term adaptive design,
having better channels to the fusion center.

In Fig. 7, the Bhattacharyya distance is plotted versus the
number receive sensorsN with PT = 5 dB, σ2

c,1 = 1,
σ2
c,2 = 0.9, σ2

c,3 = 0.75, σ2
c,4 = 0.5, σ2

c,5 = 0.35, σ2
c,6 = 0.25,

σ2
c,7 = 0.125 andσ2

c,8 = 0.05. Optimizing the receive sensors’
power gains is seen to be especially beneficial at largeN , due
to the ability to allocate more power to the receive sensors
in better condition in terms of interference and channels
to the fusion center. For instance, even with the long-term
adaptive design, optimizing the receive sensors’ power gains
outperforms waveform optimization with short-term adaptive
design for sufficiently largeN .

Fig. 8 plots the ROC curves withPT = 5 dB, N = 3,
σ2
c,1 = 0.25, σ2

c,2 = 0.5 andσ2
c,3 = 1. The curve was evaluated
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via Monte Carlo simulations by implementing the optimum
test detector (11) as discussed in Section IV. It can be observed
that the gains observed in the previous figures directly translate
into a better ROC performance of joint optimization. Note also
that power gain optimization is seen to be advantageous due
to sufficient value ofPT as predicted based on Fig. 6.

VI. CONCLUDING REMARKS

We have studied a multistatic cloud radar system, where
the receive sensors and fusion center are connected via an
orthogonal-access backhaul or a non-orthogonal multiple-
access backhaul channel. In the former case, each receive
sensor quantizes and forwards the signal sent by transmit
element to a fusion center following a compress-and-forward
protocol, while amplify-and-forward of the received signal
is carried out over the multiple-access backhaul. The fusion
center collects the signals from all the receive sensors and
determines the target’s presence or absence. We have in-
vestigated the joint optimization of waveform and backhaul
transmission so as to maximize the detection performance.
As the performance metric, we adopted the Bhattacharyya
distance and the proposed algorithmic solutions were basedon
successive convex approximations. Overall, joint optimization
was seen to have remarkable gains over the standard separate
optimization of waveform and backhaul transmission. More-
over, cloud processing is found to outperform the standard
distributed detection approach as long as the backhaul capacity
is large enough.

APPENDIX A: DETAILS OF CF OPTIMIZATION

A. Review of MM Method

We start by reviewing the MM method. For a non-convex
function f(ttt) of a generic variablettt, which may appear
either in the cost function or among the constraints, the MM
method substitutes at thelth iteration, a convex approximation
f(ttt|ttt(l−1)) of f(ttt), such that the global upper bound property
f(ttt|ttt(l−1)) ≥ f(ttt) is satisfied for allttt in the domain, along
with the local tightness conditionf(ttt(l−1)|ttt(l−1)) = f(ttt(l−1)).
These properties guarantee the feasibility of all iteratesand
the descent property that the object function does not increase
along the iterations.

B. Details of the Proposed Algorithm 1

In the following, we discuss the application of the MM
method to perform optimizations overxxx andΩΩΩq in Algorithm
1, respectively.

Optimization over xxx: Here, the goal is to obtain the optimal
value ofxxx(i) for problem (16) givenΩΩΩq = ΩΩΩ

(i−1)
q . To this end,

we apply the MM method. Specifically, at thejth iteration of
the MM method and theith iteration of the outer loop, the
MM method solves a QCQP and obtains a solutionxxx(i,j) by
substituting the non-convex objective function̄B(xxx,ΩΩΩq) with
a tight upper boundU B̄(xxx,ΩΩΩq|xxx(i,j−1)) around the current
iterate xxx(i,j−1). This bound is obtained by linearizing the
difference-of-convex functions in̄B(xxx,ΩΩΩq) via the first-order

Taylor approximation [27], which follows the same steps as
in [7, eq. (34) and (50) in Section IV], and is given by

U B̄(xxx,ΩΩΩq|xxx(i,j−1)) =
N
∑

n=1

U B̄
n (xxx,ΩΩΩq,n|xxx(i,j−1))

=

N
∑

n=1

φ(i,j−1)
n xxxH (ΩΩΩw,n +ΩΩΩq,n)

−1xxx

−Re

(

(

ddd(i,j−1)
n

)H

xxx

)

, (A.1)

where

φ(i,j−1)
n =

βn

1 + βny
(i,j−1)
n

+ βn(1 + 0.5γn)

+
0.5γn

1 + λ
(i,j−1)
n

βn
(

1 + βny
(i,j−1)
n

)2 ;

ddd(i,j−1)
n =

(

2β (1 + 0.5γn)

1 + βny
(i,j−1)
n (1 + 0.5γn)

+2βn (1 + 0.5γn)) (ΩΩΩw,n +ΩΩΩq,n)
−1

xxx(i,j−1);

y(i,j−1)
n =

(

xxx(i,j−1)
)H

(ΩΩΩw,n +ΩΩΩq,n)
−1

xxx(i,j−1);

λ(i,j−1)
n = γn −

γn

1 + βny
(i,j−1)
n

.

with βn = σ2
c,n andγn = σ2

t,n/βn. A bound with the desired
property can also be easily derived forIn(xxx,ΩΩΩq,n) by using
the inequalitylog(1+ t) ≤ log(1+ t(l))+1/(1+ t(l))(t− t(l)),
for t = (σ2

t,n + σ2
c,n)xxx

H(ΩΩΩw,n +ΩΩΩq,n)
−1xxx, leading to

UI
n (xxx,ΩΩΩq,n|xxx(i,j−1)) = log

∣

∣III + (ΩΩΩq,n)
−1ΩΩΩw,n

∣

∣

+ log(1 + t(i,j−1)) +
1

1 + t(i,j−1)

(

(σ2
c,n + σ2

t,n)

xxxH(ΩΩΩw,n +ΩΩΩq,n)
−1xxx− t(i,j−1)

)

. (A.2)

At the jth iteration of the MM method and theith outer loop,
we evaluate the new iteratexxx(i,j) by solving the following
QCQP problem

xxx(i,j) ← argmin
xxx

U B̄(xxx,ΩΩΩq|xxx(i,j−1)) (A.3a)

s.t. UI
n (xxx,ΩΩΩq,n|xxx(i,j−1)) ≤ C̄n, n ∈ N , (A.3b)

xxxHxxx ≤ PT . (A.3c)

The MM method obtains the solutionxxx(i) for the ith iteration
of the outer loop by solving the problem (A.3) iteratively over
j until a convergence criterion is satisfied.

Optimization over ΩΩΩq: In this part, we consider the
optimization of matricesΩΩΩ(i)

q for a givenxxx = xxx(i). Sim-
ilar to the optimization overxxx(i), we use upper bounds of
B̄(xxx,ΩΩΩq) andIn(xxx,ΩΩΩq,n) for optimization. First, by rewriting
In(xxx,ΩΩΩq,n) asIn(xxx,ΩΩΩq,n) = log |ΩΩΩq,n +(σ2

t,n + σ2
c,n)xxxxxx

H +
ΩΩΩw,n| − log |ΩΩΩq,n|, we obtain difference-of-convex functions
with respect toΩΩΩq,n. Then, by linearizing negative convex
component via its first-order Taylor approximation, upper
boundsUI

n (xxx,ΩΩΩq,n|ΩΩΩ(i,j−1)
q,n ) andU B̄(xxx,ΩΩΩq|ΩΩΩ(i,j−1)

q ) with the
desired properties of MM method are derived for functions
In(xxx,ΩΩΩq,n) and B̄(xxx,ΩΩΩq), respectively, as follows:
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UI
n (xxx,ΩΩΩq,n|ΩΩΩ(i,j−1)

q,n )

= log |ΩΩΩ(i,j−1)
q,n + (σ2

t,n + σ2
c,n)xxxxxx

H +ΩΩΩw,n|
− log |ΩΩΩq,n|+ tr

{(

ΩΩΩ(i,j−1)
q,n + (σ2

t,n + σ2
c,n)xxxxxx

H

+ΩΩΩw,n)
−1
(

ΩΩΩq,n −ΩΩΩ(i,j−1)
q,n

)}

(A.4)

and

U B̄(xxx,ΩΩΩq|ΩΩΩ(i,j−1)
q ) =

N
∑

n=1

U B̄
n (xxx,ΩΩΩq,n|ΩΩΩ(i,j−1)

q,n )

=

N
∑

n=1

− log |(0.5σ2
t,n + σ2

c,n)xxxxxx
H +ΩΩΩw,n +ΩΩΩq,n|

+0.5tr

{

(

(σ2
t,n + σ2

c,n)xxxxxx
H +ΩΩΩw,n +ΩΩΩ(i,j−1)

q,n

)−1

×ΩΩΩq,n}+ 0.5tr

{

(

σ2
c,nxxxxxx

H +ΩΩΩw,n +ΩΩΩ(i,j−1)
q,n

)−1

×ΩΩΩq,n} . (A.5)

The jth iteration of the MM method then evaluates the ma-
tricesΩΩΩ(i,j)

q = {ΩΩΩ(i,j)
q,n }n∈N by solving the following convex

optimization problem

ΩΩΩ(i,j)
q ← argmin

ΩΩΩq

U B̄(xxx,ΩΩΩq|ΩΩΩ(i,j−1)
q ) (A.6a)

s.t. UI
n (xxx,ΩΩΩq,n|ΩΩΩ(i,j−1)

q,n ) ≤ C̄n, n ∈ N , (A.6b)

ΩΩΩq,n � 0, n ∈ N . (A.6c)

By repeating the procedure (A.6) overj until the convergence
is attained, the solutionΩΩΩ(i)

q is obtained for theith outer loop.

APPENDIX B: DETAILS OF AF SHORT-TERM ADAPTIVE

DESIGN

A. Optimization overxxx

Here, the goal is to optimize the objective function (19) over
the waveformxxx(i) given the gainsppp = ppp(i−1). For this purpose,
we apply the MM method. Specifically, at thejth iteration of
the MM method and theith iteration of the outer loop, the MM
method solves a convex QCQP and obtains a solutionxxx(i,j)

by substituting the non-convex objective function̄B(xxx,ppp;fff)
with a tight upper boundU(xxx,ppp;fff |xxx(i,j−1)) around the current
iteratexxx(i,j−1). This bound is obtained by following the same
steps as in Appendix A-B and is given by

U(xxx,ppp;fff |xxx(i,j−1))

= φ(i,j−1)xxxH
(

(fff ⊗ IIIK)
H
(PPP ⊗ IIIK)ΩΩΩw (fff ⊗ IIIK)

+ΩΩΩz)
−1 xxx−Re

{

(

ddd(i,j−1)
)H

xxx

}

, (B.1)

where

φ(i,j−1) =
β

1 + βy(i,j−1)
+ β(1 + 0.5γ)

+
0.5γ

1 + λ(i,j−1)

β
(

1 + βy(i,j−1)
)2 ;

ddd(i,j−1) =

(

2β (1 + 0.5γ)

1 + βy(i,j−1) (1 + 0.5γ)

+2β (1 + 0.5γ))
(

(fff ⊗ IIIK)H (PPP ⊗ IIIK)ΩΩΩw

(fff ⊗ IIIK) +ΩΩΩz)
−1

xxx(i,j−1);

β = fffHPPPΣΣΣcfff ;

γ =
fffHPPPΣΣΣtfff

β
;

y(i,j−1) =
(

xxx(i,j−1)
)H (

(fff ⊗ IIIK)
H
(PPP ⊗ IIIK)ΩΩΩw

(fff ⊗ IIIK) +ΩΩΩz)
−1

xxx(i,j−1);

λ(i,j−1) = γ − γ

1 + βy(i,j−1)
.

At the jth iteration of the MM method and theith outer loop,
we evaluate the new iteratexxx(i,j) by solving the following
QCQP problem

xxx(i,j) ← argmin
xxx

U(xxx,ppp;fff |xxx(i,j−1)) (B.2a)

s.t. xxxHxxx ≤ PT . (B.2b)

The MM method obtains the solutionxxx(i) for the ith iteration
of the outer loop by solving the problem (B.2) iteratively over
j until a convergence criterion is satisfied.

B. Optimization overppp

We consider now the optimization of the gainsppp(i), when
the waveformxxx = xxx(i) is given. Similar to the optimization
overxxx(i) in the previous section, we also use the MM method
for the optimization overppp. Towards this goal, we obtain
the upper boundU(xxx,ppp;fff |ppp(i,j−1)) of the objective function
B̄(xxx,ppp;fff) around the current iterateppp(i,j−1). This bound is
derived by linearizing the difference-of-convex functions via
the first-order Taylor approximation [27]. The bound can then
be obtained in (B.3) at the top of the next page. Then, the new
iterateppp(i,j) at the jth iteration of the MM method and the
ith iteration of the outer loop can be obtained by solving the
following optimization problem:

ppp(i,j) ← argmin
ppp

U(xxx,ppp;fff |ppp(i,j−1)) (B.4a)

s.t. 111Tppp ≤ PR, (B.4b)

pn ≥ 0, n ∈ N . (B.4c)

By repeating the procedure (B.4) overj until a convergence
criterion is satisfied, the solutionppp(i) is determined for theith
outer loop.

C. Summary of the Proposed Algorithm 2

In summary, in order to solve problem (19), we propose
an algorithm (described in Table Algorithm2) that alternates
between the optimization overxxx, described in Appendix B-A
and the optimization overppp, discussed in Appendix B-B. In
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U(xxx,ppp;fff |ppp(i,j−1))

= − ln
∣

∣

∣
fffHPPP (0.5ΣΣΣt +ΣΣΣc)fffxxxxxx

H + (fff ⊗ IIIK)
H
(PPP ⊗ IIIK)ΩΩΩw (fff ⊗ IIIK) +ΩΩΩz

∣

∣

∣

+0.5tr

{

(

fffHPPP (i,j−1) (ΣΣΣt +ΣΣΣc)fffxxxxxx
H + (fff ⊗ IIIK)

H
(

PPP (i,j−1) ⊗ IIIK

)

ΩΩΩw (fff ⊗ IIIK) +ΩΩΩz

)−1

×
(

fffHPPP (ΣΣΣt +ΣΣΣc)fffxxxxxx
H + (fff ⊗ IIIK)

H
(PPP ⊗ IIIK)ΩΩΩw (fff ⊗ IIIK)

)}

+0.5tr

{

(

fffHPPP (i,j−1)ΣΣΣcfffxxxxxx
H + (fff ⊗ IIIK)H

(

PPP (i,j−1) ⊗ IIIK

)

ΩΩΩw (fff ⊗ IIIK) +ΩΩΩz

)−1

×
(

fffHPPPΣΣΣcfffxxxxxx
H + (fff ⊗ IIIK)

H
(PPP ⊗ IIIK)ΩΩΩw (fff ⊗ IIIK)

)}

. (B.3)

particular, at theith iteration of the outer loop, the iterate
xxx(i) is obtained by solving a sequence of convex problems
(Appendix B-A) via the MM method for a fixedppp = ppp(i−1).
Then, the iterateppp(i) is found by solving a sequence of convex
problems (Appendix B-B) via the MM method withxxx = xxx(i)

attained in the previous step. According to the the properties
of the MM method [27], [28], the proposed scheme yields
feasible iterates and a non-increasing objective functionalong
the outer and inner iterations, hence ensuring convergenceof
the cost function.

APPENDIX C: DETAILS OF AF LONG-TERM ADAPTIVE

DESIGN

A. Optimization overxxx

Following the SSUM scheme, at thejth inner iteration and
the ith outer iteration, we optimize the waveformxxx(i,j) given
ppp = ppp(i−1) by solving the following convex problem

xxx(i,j) ← argmin
xxx

1

j

j
∑

l=1

U (l)(xxx,ppp;fff (l)|xxx(i,l−1)) (C.1a)

s.t. xxxHxxx ≤ PT , (C.1b)

where fff (l) denotes a channel vectorfff for the fusion cen-
ter that is randomly and independently generated at the
lth iteration according to the known distribution offff , and
U (l)(xxx,ppp;fff (l)|xxx(i,l−1)) is the locally tight convex upper bound
(B.1) on the negative Bhattacharyya distance around the point
xxx(i,l−1). Note that the cost function (C.1a) depends on all
the realizations of the channel vectorsfff (l) for l = 1, . . . , j.
The solutionxxx(i) for the ith iteration of the outer loop is
obtained by solving the problem (C.1) iteratively overj, until
a convergence criterion is satisfied.

B. Optimization overppp

With the optimized waveformxxx = xxx(i), SSUM calculates
the iteratesppp(i,j) by solving iteratively the following problems

ppp(i,j) ← argmin
ppp

1

j

j
∑

l=1

U (l)(xxx,ppp;fff (l)|ppp(i,l−1)) (C.2a)

s.t. 111Tppp ≤ PR, (C.2b)

pn ≥ 0, n ∈ N , (C.2c)

whereU (l)(xxx,ppp;fff (l)|ppp(i,l−1)) is the convex upper bound (B.3)
on the negative Bhattacharyya distance around the point
ppp(i,l−1). The iterateppp(i) is obtained by solving the problem
(C.2) iteratively overj until convergence of the cost function.
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