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Abstract

The recently developed pure Transformer architectures
have attained promising accuracy on point cloud learning
benchmarks compared to convolutional neural networks.
However, existing point cloud Transformers are computa-
tionally expensive because they waste a significant amount
of time on structuring irregular data. To solve this short-
coming, we present the Sparse Window Attention (SWA)
module to gather coarse-grained local features from non-
empty voxels. The module not only bypasses the expensive
irregular data structuring and invalid empty voxel computa-
tion, but also obtains linear computational complexity with
respect to voxel resolution. Meanwhile, we leverage two
different self-attention variants to gather fine-grained fea-
tures about the global shape according to different scale
of point clouds. Finally, we construct our neural archi-
tecture called Point-Voxel Transformer (PVT), which inte-
grates these modules into a joint framework for point cloud
learning. Compared with previous Transformer-based and
attention-based models, our method attains a top accuracy
of 94.1% on the classification benchmark and 10x infer-
ence speedup on average. Extensive experiments also val-
idate the effectiveness of PVT on semantic segmentation
benchmarks. Our code and pretrained model are avaliable
at https://github.com/HaochengWan/PVT.

Keywords Point Cloud Learning, Transformer, Neural
Network, 3D Vision.

1. Introduction

Point cloud learning has been receiving increasing atten-
tion from both industry and academia due to its wide ap-
plications including autonomous driving, robotics, AR/VR,
etc. In these settings, sensors like LIDAR produce irregu-
lar and unordered sets of points that correspond to object
surfaces. However, how to capture semantics directly and
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quickly from these data remains a challenge for point cloud
learning.

Most existing point cloud learning methods can be clas-
sified into two categories in terms of data representations:
voxel-based models and point-based models. The Voxel-
based models generally rasterize point clouds onto regu-
lar grids and apply 3D convolution for feature learning
[67, 30, 46]. These models are computationally efficient
due to their excellent memory locality, but the inevitable
information loss degrades the fine-grained localization ac-
curacy [35]. By contrast, point-based models naturally pre-
serve the accuracy of point location, but are generally com-
putationally intensive [41, 4, 18].

Recently, Transformer architecture has drawn great at-
tention in natural language processing and 2D vision be-
cause of its superior capability in capturing long-range de-
pendencies. Powered by Transformer [40] and its vari-
ants [26, 8], point-based models have applied self-attention
(the core unit of Transformer) to extract features from
point clouds and improve performance significantly [14,

, 65, 53]. However, most of them suffer from the time-
consuming process of sampling and aggregating features
from irregular points, which becomes the efficiency bottle-
neck [27].

In this paper, we study how to design an efficient and
high-performance Transformer architecture while avoiding
the shortcoming of previous point cloud Transformers. We
observe that voxel-based models have regular data locality
and can efficiently encode coarse-grained features, while
point-based networks preserve the accuracy of location in-
formation with the flexible fields and can effectively aggre-
gate fine-grained features. Inspired by this, we propose
a novel point cloud learning architecture, namely, Point-
Voxel Transformer (PVT), which combines the ideas of
voxel-based and point-based models. Our network focuses
on how to fully exploit the potential of the two models men-
tioned above in Transformer architecture, capturing useful
discriminative features from 3D data.

To investigate this, we conduct self-attention (SA) com-
putation in voxels to obtain efficient learning pattern while
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performing SA in points to preserve the accuracy of loca-
tion information with the flexible fields. However, directly
performing SA computation to voxels is infeasible, mainly
owing to two facts. First, non-empty voxels are sparsely
distributed in the voxel/ domain and only account for a small
proportion of total voxels [54]. Second, the original SA
computation leads to quadratic complexity with respect to
the number of voxels, making it unsuitable for various 3D
vision tasks, particularly for the dense prediction tasks of
object detection and semantic segmentation. To tackle these
issues, we design a sparse window attention (SWA) module
which only has linear computational complexity by comput-
ing SA locally within the non-overlapping 3D window. A
key design element of SWA lies in its sparse attention com-
puting, in which a GPU-based Rule Book stores the non-
empty voxel indexes. On the basis of this strategy, we can
bypass the invalid computation of empty voxels and retain
the original 3D shape structure. For cross-window infor-
mation interaction, inspired by Swin Transformer [26], we
propose to apply shifted window to enlarge the receptive
field. In addition, we leverage two different SA variants to
capture the global information according to different scales
of point clouds. For small-scale point clouds, we propose
relative-attention (RA), which extends the SA mechanism
to consider representations of the relative position, or dis-
tances between points. The advantage of RA is that the
absolute coordinates of the same object can be completely
different with rigid transformations; thus, injecting relative
position representations (RPR) in our structure is generally
more robust. We observe that our network obtains signif-
icant improvements over not using this RPR term without
adding extra training parameters. Nevertheless, with tens
of thousands of points (e.g., SemanticKITTI [3]) as inputs,
directly applying the RA module in points incurs unaccept-
able O(N?) memory consumption, where N is the input
point number. Thus, for large-scale point clouds, we per-
form External Attention (EA), a linear attention variant to
avoid the O(NN?) computational complexity of RA module.

Based on these modules, We propose a two-branch PVT
that mainly consists of the voxel branch and the point branch
(Figure 1). As illustrated in Figure 4, by behaving SWA
in the voxel branch and performing RA (or EA) in the
point branch, our method disentangles the coarse-grained
local feature aggregation and the fine-grained global con-
text transformation so that each branch can be implemented
efficiently and accurately.

By using the PVT, we construct PVT networks for var-
ious 3D tasks. These networks can capably serve as a
general-purpose backbone for point cloud learning. In par-
ticular, we conduct the classification experiment on the
ModelNet40 [47] dataset and obtain the state-of-the-art
accuracy of 94.1% (no voting), while being on average
10x faster than its Transformer baselines. On ShapeNet

Part [24], S3DIS [1], and SemanticKITTI [3] datasets, our
model also obtains strong performance (86.6%, 69.2%, and
64.9% mloU, respectively).

The main contributions are summarized as following:

* We propose PVT, the first Transformer-based ap-
proach, to deeply incorporate the advantages from both
point-based and voxel-based networks to our knowl-
edge.

* We propose an efficient local attention module, named
SWA, which achieves linear computational complexity
with respect to the input voxel size and bypasses the
invalid empty voxel computation.

» Extensive experiments show that our PVT model at-
tains competitive results on general point cloud learn-
ing tasks with 10x latency speed-up than its baselines.

2. Related works
2.1. Voxel-based models on points

To leverage the success of convolutional neural networks
on 2D images, many researchers have endeavored to project
3D point clouds directly onto voxels and perform 3D con-
volution for information aggregation [6, 21]. However,
the memory and computational consumption of such full-
voxel-based models increases cubically with respect to the
voxel’s resolution. To tackle this shortcoming, O-CNN
[43], OctNet [33], and kd-Net [17] constructed tree struc-
tures for 3D voxels to bypass the invalid computation of the
empty voxels. Although such methods are efficient in data
structuring, geometric details are lost during the projection
because multiple bucketing points into the same voxel leads
to indistinguishable features for learning.

Compared with most voxel-based 3D models, our model
is more efficient and effective for the following reasons: 1)
Instead of using 3D convolutions, we propose SWA to han-
dle the sparsity characteristic of voxels that have a linear
computational complexity with respect to voxel resolution
and bypasses the invalid computation of empty voxels. 2)
As we employ RA in the point domain, an inherent advan-
tage is that we can avoid feature loss during voxelization,
maintaining the geometric details of a point cloud.

2.2. Point-based models for point cloud learning

Instead of voxelization, it is possible to make a neutral
network that consumes directly on point clouds. [29] pro-
posed PointNet, the pioneering work that learns directly on
sparse and unstructured point clouds. Inspired by PointNet,
previous works introduced sophisticated neural modules to
learn per-point features. These models can be generally
classified as: 1) neighbouring feature pooling [63, 16], 2)
graph message passing [45, 59, 42], and 3) attention-based
or Transformer-based models [34, 60, 55, 14, 65, 9].
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Figure 1. Model Architecture: The model for part segmentation take as input N points and feeds them into 3 stacked PVT blocks to
learn a semantically rich and discriminative representation for each point, followed by a MLP layer to generate the output feature. After
that, we leverage the max-pooling and repeating operators to extract an effective global feature representing the entire point cloud. Note
that shortcut connections are used to extract multi-scale features and one MLP layer (1280) to aggregate multi-scale features, where we
concatenate features from previous layers to get a 64+64+128+1024=1280-dimensional point cloud. Finally, we predict the final point-wise
segmentation scores for the input point cloud and the part label of a point is also determined as the one with maximal score. PVT block
(grey box): The PVT block is composed of two branches. The upper branch is voxel-based for aggregating local features and the lower is
point-based for capturing global features. We can effectively fuse two branches because they are providing complementary information. R

and w denote the voxel resolution size and 3d window size, respectively. €: addition, @): concatenation.

Owing to the sparsity and irregularity of point clouds, the
methods that directly consume points have achieved state-
of-the-art performance. However, the cost of data structur-
ing of such methods has become the computation burden,
especially on the large-scale point clouds dataset [27, 51].
In this study, we handle this shortcoming by using the SWA
module.

2.3. Self-attention and Transformer

[2] proposed a neural machine translation method with
an attention mechanism, in which attention weight is com-
puted through the hidden state of an RNN. Then [25] further
proposed self-attention to visualize and interpret sentence
embeddings. Subsequent works employed self-attention
layers to replace some or all the spatial convolution layers,
such as Transformer for machine translation [40]. [7] pro-
posed the bidirectional transformers (BERT), which is one
of the most powerful models in the NLP field.

Given the success of self-attention and Transformer ar-
chitectures in NLP, researchers have applied them to vision
tasks [15, 32, 62]. For instance, [8] proposed an image
recognition network, ViT, which directly applied a Trans-
former architecture on image patches and achieved better
performance than the traditional convolutional neural net-
works. [26] recently introduced Swin Transformer to in-
corporate inductive bias for spatial locality, hierarchy and
translation invariance.

2.4. Transformers on point cloud

Recently, plenty of researchers have attempted to explore
Transformer-based architectures for point cloud learning.
[9] proposed PT! to extract global features by introduc-
ing the dot-product SA mechanism. [!4] proposed offset-
attention to calculate the offset difference between the SA
features and the input features by element-wise subtraction.
Moreover, [19] proposed PT? to build local vector atten-
tion in neighborhood point sets and achieved significant
progress. However, they wasted a high percentage of the to-
tal time on structuring the irregular data, which becomes the
efficiency bottleneck. In this work, we study how to solve
this shortcoming, so as to design an efficient Transformer-
based architecture for point cloud analysis.

There also exists some Transformer-based architecture
for various point cloud processing tasks. For instance,
[11] proposed the SE(3)-Transformer, a variant of the self-
attention module for 3D point clouds and graphs, which
is equivariant under continuous 3D roto-translations. Late,
[57] and [49] have attempted to explore Transformer-based
architectures for point cloud completion and achieved sig-
nificant performance on all completion tasks. Recently,
[58] proposed Point-BERT to unleash the scalability and
generalization of Transformers for 3D point cloud repre-
sentation learning. Extensive experiments also demon-
strate that Point-BERT significantly improves the perfor-
mance of standard point cloud Transformers. Different
from these Transformers, in this paper, we study how to de-
sign an efficient and high-performance Transformer archi-



tecture for point cloud learning, making it suitable for edge
devices with limited computational resources or real-time
autonomous driving scenarios.

3. Method

Overview
In contrast to the previous point cloud Transformers [ 14,
, 65], we design the network as efficient as possible with
high accuracy so that it can be widely used on various 3D
tasks.

We introduce an efficient neural architecture for point
cloud learning, namely, PVT. Formally, given a point cloud
embedding ' € RY*P_ our PVT is designed to map the
input features F to a new set of point feature [/ € RV*P,
As illustrated in Figure 1, the PVT consists of two main
branches: a voxel branch and a point branch. We leverage
the voxel branch to map the inputs F to Fj,.q € RY*P,
which aggregates local features in the voxel domain. How-
ever, full voxel method will inevitably encounter informa-
tion loss during voxelization. Thus, we utilize the point
branch to map the inputs F' to Fyopar € RV*D | which
can directly extract global features for each individual point.
With both local features and aggregated global context, we
can efficiently fuse two branches into an addition layer as
both provide complementary information.

Below we detail the two branches in Sections 3.1 and 3.2.
Section 3.3 details our feature fusion module, and Section
3.4 discusses the relationship between the proposed model
and the prior works.

3.1. Voxel branch

This branch aims to effectively capture local informa-
tion, which can bypass expensive sampling and neighbor
points querying. Specifically, it contains three steps: vox-
elization, feature aggregation, and devoxelization.

The voxelized and devoxelized methods map the input
point cloud P to a new set of voxel features V' and trans-
form the voxel-wise features back to the point-wise features
Fiocar (Readers can refer to [27] for more details). In this
work, we apply the standard Transformer architecture [40]
to perform feature aggregation on regular 3D voxels, which
can improve accuracy significantly. However, the standard
Transformer architecture conducts global-SA which leads
to quadratic complexity with respect to the number of vox-
els, making it unsuitable for many 3D vision problems re-
quiring dense prediction, such as semantic segmentation.

Window Attention: To obtain efficient modeling power,
we propose to compute SA within local 3D windows, which
are arranged to evenly partition the voxel space in a non-
overlapping manner. Assume that each local 3D window
contains W x W x W voxels and R denotes the voxel res-
olution. The computational complexity of a global-SA and
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Figure 2. Sparse Window Attention: This is also a 2D example
and can be easily extended to 3D cases. SWA is a GPU-based
method and can efficiently index the non-empty voxels in the at-
tention field.

a window-based one on R? voxels are:

Q(Global-SA) = 4R3*D? + 2(R3)*D (1)
Q(Window-SA) = 4R*D? + 2B*R®*D ()

where the former is quadratic to the number of voxels R3,
the latter is linear when W is fixed, D is the dimension of
features. In summary, global-SA computation is generally
unaffordable for a large voxel resolution, whereas the local
window-SA is scalable.

Sparse Window Attention: Different from 2D pixels
densely placed on an image plane, non-empty voxels only
account for a small proportion of total voxels. Inspired by
[13, 54], we design Sparse Window Attention to handle
the sparsity characteristic of voxels. As shown in Figure
2, for each querying index v;, we first use Window Atten-
tion to determine all neighboring voxel indices in the at-
tention field, and then adopt a Hash table to get the hashed
integer neighboring voxel indices. Last, a GPU-based Rule
Book stores the hashed voxel indices as keys, and the corre-
sponding indices for the non-empty voxel array as values.
Finally, we can perform Window Attention to gather the
coarse-grained local features. Note that all the steps can be
conducted in parallel on GPUs by assigning each querying
voxel v; a separate CUDA thread.

The SWA lacks information interaction across windows,
which may limit the representation power of our model.
Thus, we extend the shifted 2D window mechanism of Swin
Transformer [26] to 3D windows for the purpose of intro-
ducing cross-window information interaction while main-
taining the efficient computation of non-overlapping SWA.
Readers can refer to Swin Transformer for more details

As shown in Figure 1, with the cyclic shifted window
partitioning approach, the step of feature aggregation of this
branch can be described as follows:



Algorithm 1 Pseudo-code for the Voxel Branch

Input: P, an array with shape [B, N, C]. F), an array with
shape [B, N, D].

Output: Fj,.q, an array with shape [B, N, D]

F_1 = voxelize(P, F) #shape = | B, R?, D]

F_1 = cyclic_shift(F_1)

F_2 = SWA(layernorm(F_1)) + F_1

F_2 = MLP(layernorm(F_2)) + F_2

F_2 =reverse_cyclic_shift (F_2)

F_3 = SWA(layernorm(F_2)) + F_2

Flocai = MLP(layernorm(F_3)) + F_3

3.2. Point branch

The voxel branch gathers the neighborhood information
with low resolution. However, in order to capture long-
range dependencies, low-resolution voxel branch alone is
limited. To this end, we attempt to employ the following
self-attention on the entire point cloud for global context
aggregation, which is computed as:

Fya = softmaz(QK")V, Fu eRMP (3)
Fyiobat = MLP(Fyo) + F,  Fyopa € RVP (4)

where (Q, K, V) € RVXP is generated by shared linear
transformations and the input features F' and are all ordered
independent. Moreover, softmax and weighted sum are both
permutation-independent operators. Thus, the self-attention
computation is permutation-invariant, making it well-suited
to handle the irregular, disordered 3D points.

Relative Attention: Self-attention mentioned above
fails to incorporate relative position representations in its
structure, whereas such ability is very important to 3D vi-
sual tasks. For example, the absolute coordinates of the
same object can be completely different with rigid trans-
formations. Therefore, injecting relative position represen-
tations are generally more robust. In this study, we design
our relative-attention to embed relative position representa-
tions, which are not well studied in prior point cloud learn-
ing works.

First of all, by embedding RPR into the scaled dot-
product self-attention module, Eq 3 can be re-formulated
as:

Frq = softmaz(QKT + B)V (5)

where B € RY*¥ s the relative representations bias.

Suppose that the original point cloud with N points is
denoted by P = {p;}; C R3. We compute the relative
position B as follows:

Bpi,pj,m = Pi;m — Pjm, ME {x,y,z}. (6)

To map relative coordinates to the corresponding posi-
tion encoding, we maintain three learnable look-up tables
te,ty,t, € REXNXN corresponding to the x, y and z axis,
respectively. As the relative coordinates are continuous
floating-point numbers, we uniformly quantize the range of
By, p;,m into L discrete parts and map the relative coordi-
nates B, . m to the indices of the tables as:

B i,Pj,M +5mam
[ (M

id.’L‘L jm =
Squad
where ;4. 1S the maximum size of point cloud coordinates
and Sguad = 2‘”% is the quantization size, and |- | denotes
floor rounding.
We look up the tables to retrieve corresponding embed-
ding with the index and sum them up to obtain the position
encoding of

Bp,p, = 3 tmlidwi jm], ®)

m=1

where t[idx] indicates the idz-th entry of the learnable
look-up table ¢, and B, ;,p; means the relative position en-
coding between p; and p;.

External Attention: Although the RA module has
demonstrated significant performance on small-scale point
clouds, it is unsuitable for large-scale point clouds (e.g., Se-
manticKITTI [3]) due to its unacceptable O(N?) memory
consumption. Therefore, in this work, we perform Exter-
nal Attention computation on large-scale point clouds. Ex-
ternal Attention, is a novel attention mechanism based on
two external, small, learnable, shared memories, which can
be implemented easily by simply using two cascaded linear
layers and two normalization layers. It has linear complex-
ity and implicitly considers the correlations between all data
samples, making it suitable for large-scale point clouds.

3.3. Feature fusion
We effectively fuse the outputs of two branches with an
addition as they are providing complementary information:

F' = Fiocai + Fyiopar, F' € RV*P ©)

3.4. Relationship to prior works

The proposed PVT is related to several prior works
which includes PVCNN [27], PCT [14], PT[9], PT?[65],.

Although we are inspired by the idea of PVCNN [27],
our PVT is different in several ways: 1) in the voxel branch,
PVCNN uses a 3D convolution to gather local information
while we employ SWA computation within each local win-
dow, which is highly efficient. Per-layer complexity for dif-
ferent layer types are shown in Table 1, for large-scale point
clouds, approximately 10% of the voxels are non-empty



Layer Type Time Complexity per Layer Model \ Input Points OA(%) Latency
The- | 3D Convolutions O(k - R? .- D?) 0A<92.5
voxel- | Window-attention O(v-R®- D) PointNet Xyz 16x1024 89.2 13.6ms
branch | SWA O@?-v-R* D) PointNet++ [31] | xyz,nor 16x1024  91.9  353ms
The- 1D Convolutions O(k-N - D?) SO-Net [22] xyz,nor  8x2048 90.9 -
point- | Relative-attention O(N?. D) PointGrid [21] xyz,nor 16x1021  92.0 -
branch | External-attention O(N - D) SpiderCNN [52] | xyz,nor  8x1024 92.4 82.6ms
PointCNN [23] Xyz 16x1024 922  221.2ms
Table 1. Per-layer complexity for different layer types. R is the PointWeb [64] xyznor 16x1024 923 _
resqlution of voxel§, v=WxWxWis th§ number of vox- PVCNN [27] xyz,nor  16x1024 02.4 24.2ms
els in a same 3D window, r denotes the proportion of non-empty 0AS925
voxels in a local 3D window, IV is the number of points, D is the
representation dimension, and k is the kernel size of convolutions. KPConv [39] Xyz 16x6500 92.9 120.5ms
DGCNN [45] Xyz 16x1024 92.9 85.8ms
LDGCNN [59] Xyz 16x1024 92.7 —
(r = 0.1) [51] which means that our SWA can save signif- PointASNL [53] | xyz,nor 16x1024 93.2 923.6ms
icant computation power compared with window-attention. PT! [9] xyz,nor 16x1024 92.8 320.6ms
2) in the point branch, PVCNN uses 1D convolution, which PT? [65] xyz,nor  8x1024 93.7 530.2ms
is computation efficient but lacks the global context model- PCT [14] Xyz 16x1024 93.2 92.4ms
ing capability. By performing RA (or EA) computation on PVT (Ours) Xyz 161024 93.7 45.5ms
the entire points, our method gathers the global modeling PVT (Ours) xyz,nor 16x1024  94.1 48.6ms

power.

Unlike prior Transformer-based 3D models that need to
gather the downsampled points and find the correspond-
ing neighbors by using expensive FPS and k-NN in point
domain, our approach does not require explicitly identify
which point is the farthest and what are in the neighbor-
ing set. Instead, the voxel branch observes regular data and
learns to capture local features using SWA. Additionally,
the point branch only needs to perform RA (or EA) on the
entire point cloud, which also does not require to find the
neighboring points. Thus, our approach obtains highly effi-
ciency than PCT, PT! and PT? (see Table 4).

4. Experiments

We now discuss the PVT that can be constructed from
PVT blocks for different point cloud learning tasks: shape
classification, and object and semantic segmentation. The
performance is quantitatively evaluated with four metrics,
including overall accuracy (OA), average precision (AP),
the intersection over union (IoU), and mean IoU (mloU).
For the sake of fair comparison with baselines, we report
the measured latency on a GTX 2080 GPU to reflect the ef-
ficiency but evaluate other indicators on a GTX 3090 GPU.

Model. The architecture used for the segmentation task
is shown in Figure 1. In our settings, dropout with keep
probability of 0.5 is used in the last two linear layers. All
layers include ReLU and batch normalization. In addition,
for other point cloud learning tasks, we use the similar ar-
chitecture as in segmentation. Readers can refer to our
source code for more derails.

Baselines. We select four models as the compari-
son baselines, including the strong attention-based model
PointASNL and the three powerful Transformer-based net-

Table 2. Results on ModelNet40 [48]. Compared with previous
Transformer-based models, our PVT achieves the state-of-the-art
accuracy with 10x measured speed-up on average.

Input PT! PT? PCT  Ours
16x512 | 2475 430.7 764 315
161024 | 320.6 530.2 924 455
8x2048 | 460.5 7204 1454 71.2

Table 3. The speed comparison of different models when the num-
ber of input points varies.

works PT!, PT2, and PCT.

4.1. Shape Classification

Data. We conduct the classification experiment on the
ModelNet40 [47] dataset. ModelNet40 includes 12,311
CAD models from 40 different object classes, in which
9843 models are used for training and the rest for testing.
We follow the experimental configuration of PointNet, i.e.,
for each model, we uniformly sample 1024 points with 3
channels (or 6) of spatial location (and normal) as input; the
point cloud is re-scaled to fit the unit sphere.

Setting. We utilize random translation, random
anisotropic scaling and random input dropout strategies to
augment the input points data during training. During test-
ing, no data augmentation or voting methods were used. For
classification on ModelNet40, the SGD optimizer was used
for 200 epochs with the batch size 32. We set the initial
learning rate to 0.01 and adopt a cosine annealing schedule
to adjust the learning rate at every epoch.

Results. The results are shown in Tables 2 and 3, we
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Figure 3. Accuracy of different Transformer-based methods over
time and epochs on ModelNet40. Our method performs the best
in both equal-time and equal-epoch comparisons. The accuracy
of 90% can be achieved not only after 8 epochs but also in the

shortest training time.

Model Params FLOPs SDA(%) OA(%)
PointNet 3.47M 045G 0.0 89.2
PointNet++(SSG) 1.48M  1.68G 43.5 90.7
PointNet++(MSG) | 1.74M  4.09G 47.6 91.9
DGCNN 1.81IM 243G 57.2 92.9
PointASNL 3.98M  5.92G 39.8 93.1
PT! 21.1IM  5.05G 32.5 92.8
PT? 9.14M 17.1G 65.4 93.7
PCT 2.88M 217G 24.6 93.2
PVT(Ours) 276M 193G 9.1 94.1

Table 4. Computational resource requirements. SDA means the
rate of total runtime on structuring the sparse data.

can see that our PVT outperforms most previous models.
Compared with its baselines, such as PCT, PT! and PT?,
PointASNL, our PVT not only achieves state-of-the-art ac-
curacy of 94.1%, but also has the best speed-accuracy trade-
off (10x faster on average). Figure 3 also provides an ac-
curacy plot under equal-epoch setting. As can be seen, our
method outperforms all Transformer-based methods, being
the fastest and most accurate towards convergence.

4.2. Analysis of computational requirements

Now, we analyze the computational requirements of
PVT and several other baselines by comparing the float-
ing point operations required (FLOPs) and number of pa-
rameters (Params) in Table 4. PVT has the lowest memory
requirements with only 2.45M parameters, and also puts a
low load on the processor of only 1.62G FLOPs, yet deliv-
ers highly accurate results of 94.1%. These characteristics
make it suitable for deployment on a mobile device. In ad-
dition, PT? has attained top accuracy on various point cloud
learning benchmarks, but its shortcomings of slow inference
time and high computing cost are also obvious. In the sum-
mary in Table 4, PVT only spends 6.3% of the total runtime
on structuring the irregular data, which is much lower than
previous Transformer-based models. Overall, PVT has the
best accuracy and the lowest computational and memory re-
quirements compared with its baselines.

4.3. Object part segmentation

Data. The model is also evaluated on ShapeNet Parts
[24]. It is composed of a total of 16,880 models (14,006
models are used for training, the rest for testing), each of
which has 2 to 6 parts and the whole dataset is labeled in
50 different parts. A total 2048 points are sampled from
each model as input and only few point sets have six labeled
parts. We directly adopt the same train-test split as PointNet
in our experiment.

Setting. The same training setting as in our classifica-
tion task was adopted. For this task on ShapeNet Part, we
train our model using the SGD optimizer for 200 epochs
with the batch size 16. The initial learning rate was set to
0.1, with a cosine annealing schedule to adjust the learning
rate at every epoch.

Results. Table 5 lists the class-wise segmentation re-
sults. Part-average IoU is used to evaluate our model, which
is given both overall and for each object category. The re-
sults show that our PVT makes an improvement of 2.9%
over PointNet. Compared with all baselines, PVT attains
the top ploU with 86.6%.

Visualization. In Figure 4, we illustrate output features
from the point and voxel branches respectively, where a
warmer color represents larger magnitude. As we can see,
the voxel branch captures large, continuous parts while the
point-based counterpart captures global shape details (e.g.,
table legs, airplane wings, and tail).

4.4. Indoor Scene Segmentation

Data. To further assess our network, we conduct seman-
tic segmentation task on S3DIS dataset [ 1], which includes
273 million points from six indoor areas of three different
buildings. Each point is annotated with a semantic label
from 13 classes—e.g., beam, bookcase, chair, column, and
window. We follow [38] and [29] and uniformly sampled
points from blocks of area size 1m x 1m, where each point
is represented by a 9D vector (XYZ, RGB, and normalized
spatial coordinates).

Setting. During the training process, we generate
training data by randomly sampling 4,096 points from each
block on-the-fly. Following [45], we utilize Area-5 as the
test scene and all the other areas for training. Note that the
position and RGB information of points are used to as the
input features. The same training setting as in our classifi-
cation task is adopted, but requires 50 epochs with the batch
size § to fulfil the experiment.

Results. The results are presented in Tables 6 and Table
8. From Tables 6, we can see that our PVT attains mloU of
67.3%, which outperforms MLPs-based frameworks such
as PointNet [29] and PointNet++ [31], graph-based meth-
ods such as DGCNN [45], attention-based models such as
PointASNL [53]. Moreover, PVT attains mloU of 69.2%



(a) Top row: features aggregated from the voxel branch.

(b) Bottom row: features extracted from the point branch.

Figure 4. We demonstrate the output features extracted from two branches using Open3D [

continuous parts, while the poinz-based captures the global shape details.

AT,

]. The voxel branch focuses on the large,

Model ploU Areo Bag Cap Car Chair Ear  Guitar Knife Lamp Laptop Motor Mug Pistol Rocket Skate Table
Phone Board

# Shapes 2690 76 55 898 3758 69 787 392 1547 451 202 184 283 66 152 5271
PointNet 83.7 834 787 825 749 89.6 73.0 915 859 80.8 953 652 93.0 81.2 579 72.8 80.6
P2Sequence 85.1 82.6 81.8 87.5 773 90.8 77.1 91.1 869 839 957 70.8 94.6 793 58.1 752 82.8
PointASNL 86.1 84.1 84.7 879 79.7 92.2 737 91.0 87.2 842 958 744 952 81.0 63.0 76.3 83.2
RS-CNN 86.2 835 848 88.8 79.6 91.2 81.1 91.6 884 86.0 96.1 73.7 94.1 834 60.5 77.7 83.6
PT! 859 - - - — - — - — - - — - — - - —

PCT 86.4 850 824 89.0 812 919 715 913 88.1 86.3 958 64.6 958 83.6 622 77.6 73.7
PVT (Ours) 86.6 85.3 82.1 88.7 82.1 924 755 91.0 889 85.6 954 762 947 842 65.0 753 81.7

Table 5. Results of part segmentation on ShapeNet. ploU means part-average Intersection-over-Union.

under 6-fold cross-validation, substantially outperforming
most prior models.

Visualization. Fig.5 shows the visualization of PVT’s
predictions. The predictions of our network are very close
to the ground truth. PVT captures detailed semantic struc-
ture in complex 3D scenes, which is important in our net-
work.

4.5. Outdoor semantic Segmentation

Data. To further evaluate our network, we conduct out-
door semantic segmentation task on SemanticKITTI [3]
dataset, which includes 43,552 densely labeled LIDAR
scans belonging to 21 sequences. Each scan is a large-
scale point cloud with ~ 10 points and spanning up to
160x160x20 m in 3D space. Officially, the sequences
00 ~ 07 and 09 ~ 10 (19,130 scans) are used for train-
ing, the sequence 08 (4071 scans) for validation, and the
sequences 11 ~ 21 (20,351 scans) for online testing. The
raw 3D points only have 3D coordinates without color in-
formation.

Setting. Based on UNet, we build our backbone network
for large-scale point clouds segmentation with a stem, four

down-sampling and four up-sampling stages, and the di-
mensions of these nine stages are 32, 64, 64, 128, 256, 256,
128, 64, and 64, respectively. As for the voxel branch, the
voxel resolution is 0.05 m for segmentation experiments.
We train PVT for 100 epochs on a single GeForce RTX
3090 GPU with the batch size 8. In addition, the Adam opti-
mizer is employed to minimize the overall loss; the learning
rate starts from 0.01 and decays with a rate of 0.5 after every
10 epochs.

Results. As shown in Table 7, PVT outperforms the pre-
vious state-of-the-art point-based model BAAF by 5.0% in
mloU with 48x measured speedup. Compared with strong
attention-based PointASNL and point-based KPConv, our
PVT achieves +18.1% and +6.1% mloU improvements,
with 51x and 25x measured speedup respectively.

5. Ablation Studies

In this section, we conduct extensive ablation study to
analyze the effectiveness of different components of PVT
block. The results of the ablation study are summarized in
Tables 9 and 10.

Impact of the voxel-based and point-based branches.



Model mloU  Ceiling  Floor Wall Bean  Column  Window Door Chair Table  Bookcase Sofa Board  Clutter
PointNet 41.09 88.80 9733 69.80 005 392 4626 1076 52.61 5893 4028 585 2638 33.22
PointNet++ 50.04 90.79 9645 7412 0.02 577 4359 2539 6922 7694 2145 55.61 4934 41.88
PointNet++-CE | 51.56 9228 96.87 74.77 0.02 7.04 4678 2542 69.13 79.18 26.67 5339 54.61 44.03
DGCNN 4708 9242 9746 76.03 037 1200 5159 2701 6485 6858  7.67 4376 2944 40.83
PVCNN 5612 9123 9754 7713 029 13.02 5172 26774 6852 7548 28.64 5329 2721 4192
BPM [12] 6143  — - - - - - - - - - - - -

PointASNL [12] | 62.60 9431 9842 79.13 0.00 2671 5521 6621 8332 86.83 47.64 6832 5641 52.12
IAF-Net [50] 64.60 9141 98.60 81.80 0.00 3490 62.00 5470 79.70 8690 49.90 7240 7480 52.10
PVT(Ours) 6821 91.18 98.76 86.23 0.31 3421 4990 6145 81.62 89.85 4820 7996 7645 54.67

Table 6. Indoor scene segmentation results on the S3DIS dataset, evaluated on AreaS.

outperforms most of previous 3D models in some categories significantly,

From this table, we can see that the proposed PVT

P :%’ %::) - 2 é & 3 ‘tg‘u 2 é - gﬂ
o 5 % 5 g B} 5 - g 2 5 ) 3 8 2 - 2
Ry 3 s £ N, - g % 5 £ i g & E g 2 3
Model Latency mloU — © 3 = =] 9] & a = & & @ 9] @ = H = &= [ =
PointNet* 500 146 463 13 03 01 08 02 02 00 616 158 357 14 414 129 310 46 176 24 37
PointNet++* 5900 201 537 19 02 09 02 09 10 00 720 187 418 56 623 169 465 138 300 62 89
PVCNN* 46 390 - - - - - - - - - - - - - - - o
TangentConv* | 3000 409 839 639 334 154 834 908 152 27 165 121 795 493 581 230 284 81 49.0 358 285
PointASNL 7260 468 874 743 243 18 831 879 390 00 251 292 841 522 706 342 576 00 439 578 369
RandLA-Net* | 880 539 942 260 258 401 389 492 482 72 90.7 603 737 204 869 563 814 613 668 492 477
KPConv* 3560 588 96.0 302 425 334 443 615 61.6 11.8 88 613 727 316 905 642 848 692 69.1 564 474
BAAF 6880 599 909 744 622 236 898 954 487 318 355 467 827 634 679 495 557 530 60.8 537 520
SPVCNN * 1m 637 - - - - - - - - - - - - -
PVT(Ours) 142 649 977 769 598 305 91.8 944 492 343 423 621 813 656 709 475 687 862 708 52.1 54.0
Table 7. Results of outdoor scene segmentation on SemanticKITTI. *: results directly taken from [36]
Model mloU(%) OA(%) mAcc(%) Model PB VB shifting NPB OA(%) Latency
PointNet 47.6 78.5 66.2 A X v v 3 92.8 335
$+RCU c[ ] 4513.; 81.1 - B v X v/ 3 923 25.2
angentConv . — -

g L57] c |v vV X 3 9530 419
3P-RNN [56] 56.3 86.9 — ) :
SGPN [44] 504 _ _ E v v v 4 93.6 72.5
SPGraph [20] 62.1 85.5 73.0 pvr/e |V /S 3. 941 486
HAPGN [5] 62.9 85.8 — )

PVCNN 63.2 85.8 725 Table 9. Ablation study on ModelNet40. PB and VB mean the

ShellNet [61] 66.8 87.1 B point-based branch and the. Vf)xel-based branch; NPB‘ denotes the

PVT(O 69.2 88.3 76.2 number of PVT blocks; shifting means all self-attention modules
(Ours) . . . adopt the cyclic shifted box partitioning method.

Table 8. Results of semantic segmentation of 3D indoor scenes on
S3DIS, evaluated with 6-fold cross-validation. From this table, we
can see that the proposed PVT outperforms most of previous 3D
models.

We set two baselines: A and B. Model A only encodes
global context features by the point branch, and Model
B only encodes local features by the voxel one. As re-
ported in Table 9, the Baseline model A obtains a low accu-
racy of 92.8% on classification benchmarks, and model B
gets 92.3%. When we combine local and global features
(PVT/4), there is a notable improvement in both tasks.
This means our network can take advantage of the com-

bination of two branches, which provide richer information
about the points.

Effect of the cyclic shifted windows scheme. Ablation
of the shifted window method on classification is reported
in Table 9 (Model C). The network with the shifted win-
dow partitioning (PVT/*) outperforms the Model C with-
out shifting at each layer by +1.0% OA on ModelNet40.
The results indicate the effectiveness and efficiency of us-
ing cyclic shifted window to build cross-window informa-
tion interaction in the preceding layers.

Impact of the number of PVT blocks. we validate the
impact of the PVT block by controlling the number of PVT



Figure 5. Visualization of semantic segmentation results on the S3DIS dataset. The input is in the top row, PVT predictions on the middle,
the ground truth on the bottom.

Ablation ModelNet40(OA)  ShapeNet(mloU)
MLP 92.6 85.3
EdgeConv 93.1 85.8
w/o rel. pos 93.2 86.3
pvT/ull 94.1 86.6

Table 10. Ablation study on the relative-attention and relative po-
sition bias on two benchmarks. MLP: replace relative-attention
with MLP layer in our architecture. EdgeConv: replace relative-
attention with EdgeConv layer in our architecture. no rel. pos: the
relative attention without an additional relative position bias term
(see Eq 5).

blocks and report the results in Table 9. From this table,
we can conclude the following: on one hand, reducing the
number of PVT blocks can save latency, for example, com-
pared with PVT/“ Model D saves 25% latency but incurs
aloss on accuracy; on the other hand, increasing the number
of PVT blocks from PVT/“ can hardly support Model E
accuracy benefit but leads to an increase on latency. To bal-
ance between speed and accuracy, we adopt 3 PVT blocks
as our full model.

Effect of Relative-attention. We validate the impact of
RA module used in our network. The results are shown in
Table 10. We set two baselines. "MLP” is a no-attention
baseline that replaces RA with a MLP layer. ”"EdgeConv”
is a more advanced no-attention baseline that replaces RA
with a EdgeConv layer. EdgeConv performs feature aggre-
gating at each point and enables each point to exchange in-
formation with its neighboring points, but does not lever-
age attention mechanisms. We can see that the RA mod-

ule achieves better results than the no-attention baselines.
The performance gap between RA and MLP baselines is
significant: 94.1% vs. 92.6% and 86.6% vs. 85.3%, an re-
spectivel improvement of 1.5 and 1.3 absolute percentage
points. Compared with EdgeConv baseline, our RA module
also achieves improvements of 0.9 and 0.9 absolute percent-
age points, respectively.

Effect of relative position representations. Finally, we
also investigate the impact of RPR used in the RA mod-
ule. As demonstrated in Table 10, our PVT with RPR yields
+0.8% OA/+0.4% mloU on ModelNet40 and ShapeNet in
relation to those without this term respectively, indicating
the effectiveness of the RPR.

6. Conclusion and Future Work

In this work, we present PVT for efficient point cloud
learning. PVT is found to surpass previous Transformer-
based and attention-based models in efficiency. It achieves
this by deeply combining the advantages from both voxel-
based and point-based networks. To reduce the computation
cost, we design a GPU-based SWA computing method that
has linear computational complexity with respect to voxel
resolution and bypasses the invalid empty voxel computa-
tions. In addition, we study two different self-attention vari-
ants to gather fine-grained features about the global shape
according to different scales of point clouds.

In the future, we expect to promote the primary struc-
ture for other research areas, such as point cloud pretrain-
ing, generation, and completion.
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