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1 Introduction

The reader should see [K2] for the notation used in this paper.

Definition 1.1 We say that a mapf : 2<ω → [0, 1] is a martingale if f(s) = f(s0)+f(s1)
2 for each

s∈2<ω. The set of martingales is denoted byM and is a compact subset of[0, 1]2
<ω

(equipped with
the usual product topology).

This terminology is not the standard one, but the setM can be interpreted as the set of all discrete
martingales (in the classical sense) taking values in [0,1], as follows. Ifs∈2<ω, then

Ns :={β∈2ω | s⊆β}

is the usual basic clopen set. Letf ∈M. If n∈ω, then letSn be theσ-algebra on2ω generated by
{Ns | s∈ 2n}, andfn : 2ω → [0, 1] be defined byfn(β) := f(β|n). Then the sequence(fn)n∈ω is a
discrete martingale taking values in [0,1] with respect to the sequence ofσ-algebras(Sn)n∈ω and the
usual Lebesgue product measureλ on 2ω. Conversely, if(fn)n∈ω is any such martingale, it can be
viewed as an element ofM by settingf(s) := f|s|(α) if α ∈Ns. This definition is correct because
f|s|, as a function measurable with respect toS|s|, has a constant value onNs.

Definition 1.2 Letf be a martingale andβ∈2ω. Theoscillation of f at β is the number

osc(f, β) := infN∈ω supp,q≥N |f(β|p)−f(β|q)|.

Theset of divergenceof f isD(f) :={β∈2ω | osc(f, β)>0}.

By definition, if f is a martingale, then

β∈D(f) ⇔ ∃r∈ω ∀N ∈ω ∃p, q≥N |f(β|p)−f(β|q)|>2−r.

This shows thatD(f)∈Σ
0
3. Moreover,D(f) hasλ-measure zero, by Doob’s convergence theorem

(see Chapter XI, Section 14 in [D]). So it is natural to ask whether anyΣ0
3 subset of2ω with λ-

measure zero is the set of divergence of some martingale (this question was asked by Louveau). We
answer positively:

Theorem 1.3 LetB be a subset of2ω. Then the following are equivalent:

(a)B is Σ
0
3 and hasλ-measure zero,

(b) there is a martingalef withB=D(f).

Definition 1.4 LetΓ be a class of subsets of Polish spaces,X,Y be Polish spaces, andU ⊆Y ×X.

(a) We say thatU is Y -universal for the Γ subsets ofX if U ∈Γ(Y ×X) andΓ(X)={Uy | y∈Y }.

(b) We say thatU is uniformly Y -universal for the Γ subsets ofX if U is Y -universal for theΓ
subsets ofX and, for eachS ∈Γ(ωω×X), there is a Borel mapb :ωω →Y such thatSα=Ub(α) for
eachα∈ωω.

Corollary 1.5 LetG be aGδ subset of2ω with λ(G)=0. Then the set{(f, β)∈M×G | β∈D(f)}
is M-universal for theΣ0

3 subsets ofG.
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In fact, we prove an effective and uniform version of the implication (a)⇒ (b) in Theorem 1.3.
In particular, we can associate, via a Borel mapF , a martingale to a codeα of an arbitraryGδ subset
G of G (as in the previous corollary), in such a way thatG=D

(

F (α)
)

. A consequence of this is the
following:

Theorem 1.6 The setP of everywhere converging martingales isΠ
1
1-complete.

These statements are in the spirit of some results concerning the differentiability of functions due
to Zahorski and Mazurkiewicz (see Section 4 for details). Infact, P is Π

1
1-complete in a uniform

way, which allows to derive some universal and complete setsfor the whole projective hierarchy, in
spaces of continous functions, starting fromP. More precisely, letP1 := [0, 1]2

<ω
andC1 :=P. We

define, for each natural numbern≥1,

• the spacePn+1 :=C(2ω, Pn) of continuous functions from2ω into Pn, equipped with the topology
of uniform convergence (inductively),

• Cn+1 :={h∈Pn+1 | ∀β∈2ω h(β) /∈Cn} (inductively),

• Un :={(h, β)∈Pn+1×2ω | h(β)∈Cn}.

We prove the following:

Theorem 1.7 Letn≥1 be a natural number. Then

(a) the setUn is uniformlyPn+1-universal for theΠ1
n subsets of2ω,

(b) the setCn isΠ1
n-complete.

In fact, our method is more general and works if we start with aΠ
1
1 set which is complete in a

uniform way.

Let f be a martingale. AsD(f) hasλ-measure zero, we can associate tof the partial function
ψ(f) definedλ-almost everywhere byψ(f)(β) := liml→∞ f(β|l). The partial functionψ(f) will be
called theassociated partial function. The martingalef is inP if and only ifψ(f) is total, in which
caseψ(f) is called theassociated function. Using the work in [B-Ka-L] and [K2] about spaces of
continuous functions, we prove the following:

Theorem 1.8 (a) The set of sequences of everywhere converging martingales whose associated func-
tions converge pointwise isΠ1

1-complete.

(b) The set of sequences of everywhere converging martingales whose associated functions converge
pointwise to zero isΠ1

1-complete.

(c) The set of sequences of everywhere converging martingales having a subsequence whose associ-
ated functions converge pointwise to zero isΣ

1
2-complete.
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2 Σ
0
3 sets of measure zero

Notation. In the sequel,B will be a Borel subset of2ω, andM will be aλ-measurable subset of2ω.

If β∈2ω, then thedensity ofM at β is the numberd(M,β) := lim l→∞
λ(M∩Nβ|l)

λ(Nβ|l)
when it is defined.

Note thatd(B, β)=1 if β∈B andB is open. We first recall the Lebesgue density theorem (see 17.9
in [K2]).

Theorem 2.1 (Lebesgue) The equalityλ(M) = λ
(

{β ∈ M | d(M,β) = 1}
)

holds for anyλ-
measurable subsetM of 2ω.

The reader should see [C] for the next lemma. We include a proof to be self-contained and also
because we will prove an effective and uniform version of it later.

Lemma 2.2 (Lusin-Menchoff) LetF be a closed subset of2ω, andM⊇F be aλ-measurable subset
of 2ω such thatd(M,β)=1 for eachβ∈F . Then there is a closed subsetC of 2ω such that

(1) F ⊆C⊆M ,

(2) d(M,β)=1 for eachβ∈C,

(3) d(C, β)=1 for eachβ∈F .

Proof. If F is2ω, then we can takeC :=F . So we may assume thatF is not2ω. We sets− :=s|(|s|−1)
if ∅ 6= s ∈ 2<ω. Note that¬F is the disjoint union of the elements of a sequence(Nsn)n∈ω, where
Ns−n

∩ F 6=∅ for eachn∈ω. Fix n∈ω. By Theorem 2.1,

λ(M ∩Nsn)=λ
(

{β∈M ∩Nsn | d(M ∩Nsn , β)=1}
)

.

The regularity ofλ gives a closed subsetFn of 2ω contained in{β∈M ∩Nsn | d(M ∩Nsn , β)=1}
such thatλ(Fn)≥(1−2−n)λ(M ∩Nsn). We setC :=F ∪

⋃

n∈ω Fn, which is closed since|sn| → ∞.

As Conditions (1) and (2) are clearly satisfied, pickβ∈F . Note that

λ(Nβ|l\C)=Σsn⊇β|l λ(Nsn \C)

≤Σsn⊇β|l λ(Nsn \Fn)

≤Σsn⊇β|l 2
−nλ(M ∩Nsn)+Σsn⊇β|l λ(Nsn \M)

≤Σsn⊇β|l 2
−nλ(Nsn)+λ(Nβ|l\M).

This implies that the limit of
λ(Nβ|l\C)

λ(Nβ|l)
is zero sinced(M,β)=1. �

The next topology is considered in [Lu-Ma-Z], see Chapter 6.

Definition 2.3 Theτ -topology on2ω is generated by

F :={M⊆2ω |M is λ-measurable∧ ∀β∈M d(M,β)=1}.

The next result is proved in [Lu-Ma-Z], but in a much more abstract way. This is the reason why
we include a much more direct proof here, since it is not too long.
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Lemma 2.4 The familyF is a topology. In particular, anyτ -open set isλ-measurable.

Proof. Note first thatF is closed under finite intersections, so that it is a basis forthe τ -topology.
Indeed, letM,M ′ be inF , andβ∈M ∩M ′. Then we use the facts that

λ(M ∩M ′ ∩Nβ|l)=λ(M ∩Nβ|l)−λ
(

(M ∩Nβ|l)\M
′
)

andλ
(

(M ∩Nβ|l)\M
′
)

≤λ(Nβ|l\M
′).

Let H be a subfamily ofF , andH :=∪H. We claim that there is a countable subfamilyC of H
such thatm := sup{λ(∪D) | D ⊆H countable}= λ(∪C). Indeed, for eachn ∈ ω there isDn ⊆H
countable such thatλ(∪Dn)>m−2−n, andC :=

⋃

n∈ω Dn is suitable. LetC :=∪C.

Let β∈H, andM in H with β∈M . Note thatλ(M ∪C)=λ(C) (consider the familyC ∪ {M}).
Thusλ(M \C) = 0. As d(M,β) = 1, the equalityd(M ∩ C, β) = 1 holds, andd(¬C, β) = 0. This
implies thatH \C is contained in{β /∈C | d(¬C, β)< 1}, which hasλ-measure zero by Theorem
2.1. ThereforeH\C hasλ-measure zero andH=C ∪ (H\C) is λ-measurable.

Pickβ∈H, andM ∈H with β∈M . Thend(M,β)=1, and thusd(H,β)=1. ThereforeH ∈F .
This finishes the proof. �

The next lemma is in the style of Urysohn’s theorem (see [Lu] for its version on the real line). We
include a proof to be self-contained and also because we willprove an effective and uniform version
of it later.

Lemma 2.5 LetC be a closed subset of2ω, andG be aGδ subset of2ω disjoint fromC such that
λ(G)=0. Then there is aτ -continuous maph :2ω→ [0, 1] such thath|C≡0 andh|G≡1.

Proof. Let (Fn)n∈ω be an increasing sequence of closed subsets of2ω with union¬G andF0 =C.
We first construct a sequence(C 1

2n
)n∈ω of closed subsets of2ω with Fn⊆C 1

2n
⊆¬G, C 1

2n
⊆C 1

2n+1
,

andd(C 1
2n+1

, β)= 1 for eachβ ∈C 1
2n

. We first apply Lemma 2.2 toF :=F0 andM :=¬G, which

givesF0 ⊆C1 ⊆¬G. Then, inductively, we apply Lemma 2.2 toF :=C 1
2n

∪ Fn+1 andM := ¬G,

which givesC 1
2n

∪ Fn+1⊆C 1
2n+1

⊆¬G such thatd(C 1
2n+1

, β)=1 for eachβ∈C 1
2n

.

Then we constructC 2k+1
2n

, for 0<k<2n−1 andn≥2. This will give us a family(C k
2n
)n∈ω,0<k≤2n

of closed subsets of2ω. We want to ensure thatCζ ⊆Cζ′ andd(Cζ′ , β)=1 for eachβ∈Cζ if ζ ′<ζ.
We proceed by induction onn. We apply Lemma 2.2 toF :=C k+1

2n−1
andM :=C k

2n−1
, which gives

C 2k+1
2n

such thatC k+1

2n−1
⊆C 2k+1

2n
⊆C k

2n−1
, d(C k

2n−1
, β)=1 for eachβ∈C 2k+1

2n
, andd(C 2k+1

2n
, β)=1

for eachβ∈C k+1
2n−1

. This allows us to definẽh by

h̃(β) :=

{

0 if β∈G,
sup{ζ | β∈Cζ} if β /∈G.

It remains to see that̃h is τ -continuous (and then we will seth(β) := 1− h̃(β)). So letb ∈ (0, 1],
andβ ∈ 2ω with h̃(β)< b. Note that there isζ < b with h̃(β)< ζ, so thatβ /∈ Cζ . If γ /∈ Cζ , then
h̃(γ)≤ζ <b, so that¬Cζ is an open (and thusτ -open since theτ -topology is finer than the usual one)
neighborhood ofβ on whichh̃<b. In particular,h̃ is Borel.
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Now let a∈ [0, 1). It is enough to see thatB := {γ ∈ 2ω | h̃(γ)>a} is τ -open. So assume that
h̃(γ)>a. Note that there areζ >ζ ′>a with h̃(γ)>ζ, so thatγ∈Cζ ⊆Cζ′ ⊆B. Thusd(Cζ′ , γ)=1,
by construction of the family. As̃h is Borel,B is Borel,d(B, γ) is defined and equal to1. �

Remark. We in fact proved thath is lower semi-continuous.

Notation. If h :2ω→ [0, 1] is aλ-measurable map ands∈2<ω, then we set
ffl

Ns
h dλ :=

´

Ns
h dλ

λ(Ns)
.

Lemma 2.6 Leth :2ω→ [0, 1] be aτ -continuous map, andβ∈2ω. Then

lim
l→∞

 

Nβ|l

h dλ=h(β).

Proof. Let ε> 0, andβ ∈M :=h−1
(

B
(

h(β), ε
)

)

. Note thatd(M,γ)=1 for eachγ ∈M sinceh is

τ -continuous. Ash is λ-measurable, we can write
ˆ

Nβ|l

h dλ=

ˆ

M∩Nβ|l

h dλ+

ˆ

Nβ|l\M
h dλ.

Note that0≤
´

Nβ|l\M
h dλ≤λ(Nβ|l\M), so that0≤

ffl

Nβ|l\M
h dλ≤

λ(Nβ|l\M)

λ(Nβ|l)
→ 0. Similarly,

 

M∩Nβ|l

h dλ∈
[(

h(β)−ε
)λ(M ∩Nβ|l)

λ(Nβ|l)
,
(

h(β)+ε
)λ(M ∩Nβ|l)

λ(Nβ|l)

]

,

and we are done since
λ(M∩Nβ|l)

λ(Nβ|l)
tends to1 asl tends to∞. �

Now we come to our main lemma, inspired by Zahorski (see [Za]).

Lemma 2.7 Let G be aGδ subset of2ω with λ-measure zero. Then there is a martingalef with
G=D(f) and{osc(f, β) | β∈2ω}⊆{0} ∪ [12 , 1].

Proof. Let (Gn)n∈ω be a decreasing sequence of open subsets of2ω with intersectionG andG0=2ω.

• We constructgn : 2ω → [0, 1], open subsetsG∗
n, G

∗∗
n of 2ω, and a sequence(snj )j∈In of pairwise

incompatible finite binary sequences, by induction onn∈ω, such that, ifSn :=Σj≤n (−1)jgj ,

(1) G⊆G∗
n+1⊆G

∗∗
n =

⋃

j∈In
Nsnj

⊆G∗
n⊆Gn ∧ G∗

0=2ω,
(2) gn|G≡1 ∧ gn|¬G∗

n
≡0,

(3) gn is τ -continuous,
(4) gn+1≤gn,
(5) λ(G∗

n+1 ∩Nsnj
)<2−n−3λ(Nsnj

),
(6) |

ffl

Nsn
j

Sn dλ−Sn(β)|<2−3 if β∈G ∩Nsnj
.

We setg0 :≡1,G∗
0, G

∗∗
0 :=2ω, I0 :={0} ands00 :=∅. Assume that our objects are constructed up ton.

We first construct an open subsetG∗
n+1 of 2ω with G⊆G∗

n+1⊆G
∗∗
n ∩Gn+1 such that

λ(G∗
n+1 ∩Nsnj

)<2−n−3λ(Nsnj
)

if j ∈ In. For eachj ∈ In, there is an open setOj with G ∩ Nsnj
⊆ Oj ⊆ Gn+1 ∩ Nsnj

such that

λ(Oj)<2−n−3λ(Nsnj
). We then setG∗

n+1 :=
⋃

j∈In
Oj .

6



We now apply Lemma 2.5 toC :=¬G∗
n+1 andG, which gives aτ -continuous maph : 2ω→ [0, 1]

with h|¬G∗
n+1

≡0 andh|G≡1. We setgn+1 :=min(gn, h), so thatgn+1 satisfies (2)-(4).

By Lemma 2.6, liml→∞

ffl

Nβ|l
Sn+1 dλ=Sn+1(β) for eachβ ∈G. This givesl(β)∈ω minimal

with |
ffl

Nβ|l(β)
Sn+1 dλ−Sn+1(β)| < 2−3 andNβ|l(β) ⊆ G∗

n+1. The setG∗∗
n+1 is the union of the

Nβ|l(β)’s, which definesIn+1 and (sn+1
j )j∈In+1 (Sn+1(β) is 0 if n is even and 1 otherwise when

β∈G).

• We then define a partial mapf∞ : 2ω → [0, 1] by f∞ :=Σj∈ω (−1)jgj . If β ∈G, thenSn(β) takes
alternatively the values1 and0, depending on the parity ofn, so thatf∞(β) is not defined. Ifβ /∈G,
then there isn such thatβ ∈¬G∗

n+1 ⊆¬G∗
n+2 ⊆ ... This implies thatf∞(β) is defined and equal to

Sn(β). As 0≤Σp≤q (g2p−g2p+1)=S2q+1≤S2q= g0+Σ1≤p≤q (g2p−g2p−1)≤ g0, f∞ takes values
in [0, 1]. Sof∞ is a partialλ-measurable map definedλ-almost everywhere sinceλ(G)=0 (we use
Lemma 2.4).

• This allows us to definef : 2<ω→ [0, 1] by f(s) :=
ffl

Ns
f∞ dλ. Asλ(Ns)=2λ(Nsε) for eachε∈2,

f(s)=
ffl

Ns
f∞ dλ=

´

Ns0
f∞ dλ+

´

Ns1
f∞ dλ

λ(Ns)
= f(s0)

2 + f(s1)
2 andf is a martingale.

• If β /∈G, then there isn with β∈G∗
n\G

∗
n+1, so thatf∞(β)=Sn(β). By Lemma 2.6,k≥n implies

that liml→∞

ffl

Nβ|l
Sk+1 dλ=Sk+1(β)=Sn(β) sinceSk+1 is τ -continuous. Note that, for eachk≥n,

∣

∣

´

Nβ|l
(f∞−Sk+1) dλ

∣

∣ ≤λ(G∗
k+2 ∩Nβ|l)

≤Σ
β|l⊆sk+1

j
λ(G∗

k+2 ∩Nsk+1
j

)

≤Σ
β|l⊆sk+1

j
2−k−4λ(N

sk+1
j

)

≤λ(Nβ|l)2
−k−4.

Moreover,

|f(β|l)−f∞(β)|= |
ffl

Nβ|l
f∞ dλ−f∞(β)| = |

ffl

Nβ|l

(

f∞−Sk+1

)

dλ+
ffl

Nβ|l
Sk+1 dλ−Sk+1(β)|

≤2−k−4+|
ffl

Nβ|l
Sk+1 dλ−Sk+1(β)|,

so that liml→∞ f(β|l)=f∞(β), osc(f, β)=0 andβ /∈D(f).

• If β∈G andn∈ω, then there isj∈ω with β∈Nsnj
. Note that

f(snj )=

 

Nsn
j

f∞ dλ=

 

Nsn
j

Sn dλ+

 

Nsn
j

(f∞−Sn) dλ

and |
´

Nsn
j

(f∞−Sn) dλ| ≤ λ(G∗
n+1 ∩ Nsnj

) < 1
8λ(Nsnj

), so that|
ffl

Nsn
j

(f∞−Sn) dλ| <
1
8 . By (6),

|f(snj )−Sn(β)|<
1
8+

1
8 =

1
4 . As Sn(β) takes infinitely often the values1 and0, osc(f, β)≥ 1

2 and
β∈D(f). �

The main result will be a consequence of the main lemma and thefollowing.
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Lemma 2.8 Let (fn)n∈ω be a sequence of martingales such that

{osc(fn, β) | (n, β)∈ω×2ω}⊆{0} ∪ [
1

2
, 1].

Then there is a martingalef withD(f)=
⋃

n∈ω D(fn).

Proof. We first observe the following facts. Letg, h :2<ω→R be bounded,β∈2ω anda∈R.

(1) osc(g+h, β)≤osc(g, β)+osc(h, β).

This comes from the triangle inequality.

(2) osc(ag, β)= |a|·osc(g, β).

(3) osc(g+h, β)=osc(h, β) if osc(g, β)=0.

By (1), osc(h, β)≤osc(g+h, β)+osc(−g, β)=osc(g+h, β)≤osc(g, β)+osc(h, β)=osc(h, β),
so that osc(h, β)=osc(g+h, β).

(4) osc(g, β)≤a if g(β|l)∈ [0, a] for eachl∈ω.

• We setDn :=D(fn) for eachn∈ω, andf :=Σn∈ω 4−nfn. Note thatf is defined and a martingale.

• If β /∈
⋃

n∈ω Dn, then osc(fn, β)=0 for eachn∈ω. In particular, osc(4−nfn, β)=0 for eachn∈ω,
by (2). Letε>0, andM ∈ω with Σn>M 4−n≤ε. By (1), osc(Σn≤M 4−nfn, β)=0. By (3) and (4),
osc(f, β)=osc(Σn>M 4−nfn, β)≤Σn>M 4−n≤ε. As ε is arbitrary, osc(f, β)=0, β /∈D(f), which
shows thatD(f)⊆

⋃

n∈ω Dn.

• If β∈
⋃

n∈ω Dn, then letm be minimal such thatβ∈Dm. Note that

f=Σn<m 4−nfn+4−mfm+Σn>m 4−nfn.

By (2) and (3), osc(f, β)=osc(4−mfm+Σn>m 4−nfn, β). By (1), (2) and (4),

osc(f, β)≥osc(4−mfm, β)−osc(Σn>m 4−nfn, β)≥4−m 1

2
−4−m 1

3
>0.

Thusβ∈D(f). �

3 Effectivity and uniformity

- We refer to [M] for the basic notions of effective descriptive set theory. We first recall some material
present in it.

• Let (pn)n∈ω be the sequence of prime numbers2, 3, ...

• If l ∈ ω ands∈ ωl, thens :=< s(0), ..., s(l−1) >:= p
s(0)+1
0 ...p

s(l−1)+1
l−1 ∈ ω codess (if l=0,

then<>:=1).

• If α∈ωω andl∈ω, thenα(l) :=< α(0), ..., α(l−1) >∈ ω codesα|l∈ωl, andα∗ is defined by
removing the first coordinate:α∗ :=

(

α(1), α(2), ...
)

.
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• If κ ∈ {2, ω}, then< ., . >: (κω)2 → κω is a recursive homeomorphism with inverse map
α 7→

(

(α)0, (α)1
)

defined for example by(α)ε(n) :=α(2n+ε) if (n, ε)∈ω×2 (we will also consider
recursive homeomorphisms< ., ., . >: (κω)3→κω and< ., ., ... >: (κω)ω→κω).

• If u ∈ ω, then Seq(u) means that there arel ∈ ω and s ∈ ωl (denoted bys(u)) such that
u =< s(0), ..., s(l−1) >. The natural number(u)i is s(i) if i < l, and0 otherwise. The number
l is the length of u and is denoted by lh(u). If k ≤ l, thenu(k) :=< s(0), ..., s(k−1) >, so that
u(l) = u. The standard basic clopen set isNu := {β ∈ 2ω | ∀i < lh(u) β(i) = (u)i}. We set
u− :=< (u)0, ..., (u)lh(u)−2 > (u− :=<> if lh (u)≤1).

• LetX be a recursively presented Polish space. Then we will consider the effective basic open
setN(X,u)=BX (r((u)1)0 ,

((u)1)1
((u)1)2+1).

• Letn≥1 be a natural number. A subsetT of ωn is atree if Seq(ui) and lh(ui)= lh(u0) for each
(u0, ..., un−1)∈T and eachi<n, and

(

u0(k), ..., un−1(k)
)

∈T if (u0, ..., un−1)∈T andk≤ lh(u0).

• The next result is a part of 4A.1 in [M].

Theorem 3.1 Letm≥ 1 be a natural number, andB ∈Σ
0
1

(

ωω×(ωω)m
)

. Then there is a recursive
subsetT of ωω ×ωm such that(α,α1, ..., αm) ∈ B ⇔ ∃l ∈ ω

(

α,α1(l), ..., αm(l)
)

/∈ T , and
Tα :={(u0, ..., um−1)∈ω

m | (α, u0, ..., um−1)∈T} is a tree for eachα∈ωω.

• The next result is a part of 4A.7 in [M].

Theorem 3.2 LetX be a recursively presented Polish space andB ∈∆
1
1(X). Then we can find a

recursive functionπ :ωω→X andC∈Π
0
1 (ω

ω) such thatπ is injective onC andπ[C]=B.

- We then recall some material from [L].

Notation. LetX be a recursively presented Polish space. Recall that there is a pair(WX , CX) such
that

• WX⊆ω is aΠ 1
1 set of codes for the∆1

1 subsets ofX,

• CX ⊆ω×X is Π
1
1 and∆1

1(X)= {CX
n | n∈WX}, which means thatCX is “universal” for the

∆
1
1 subsets ofX,

• the relation “n∈WX ∧ (n, x) /∈CX ” is Π
1
1 in (n, x).

If X=ωω×2ω, then we simply write(W, C) :=(WX , CX).

The next result will be extremely useful in the sequel.

The uniformization lemma. LetX,Y be recursively presented Polish spaces, andP ∈Π
1
1 (X×Y ).

Then the setP+ :={x∈X | ∃y∈∆
1
1(x) (x, y)∈P} is Π

1
1 , and there is a partialΠ 1

1 -recursive map
f :X→Y such that

(

x, f(x)
)

∈P for eachx∈P+. If moreoverS⊆P+ is aΣ
1
1 subset ofX, then

there is a total∆1
1-recursive mapg :X→Y such that

(

x, g(x)
)

∈P for eachx∈S.

- The following definition is inspired by 3H.1 in [M].
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Definition 3.3 (a) LetΓ be a class of subsets of recursively presented Polish spaces, andΓ be the
associated boldface class. A system of setsUX ∈ Γ(ωω×X), where isX is a recursively presented
Polish space, is anice parametrization in Γ for Γ if the following hold:

(1) Γ(X)={UX
α | α∈ωω},

(2) Γ(X)={UX
α | α∈ωω recursive},

(3) if X is a recursively presented Polish space, then there isR : ωω×ωω → ωω recursive such
that (α, γ, x)∈Uωω×X ⇔

(

R(α, γ), x
)

∈UX if (α, γ, x)∈ωω×ωω×X.

(b) If U belongs to a nice parametrization, then we will say thatU is a good universal set.

(c) If U satisfies all these properties except maybe (3), then we willsay thatU is asuitable universal
set .

By 3E.2, 3F.6 and 3H.1 in [M], there is a nice parametrizationin Π
1
n for Π1

n, for each natural
numbern≥1.

- We now recall two results that can essentially be found in [K1]. The first one is Theorem 2.2.3.(a)
(see also [T1]).

Theorem 3.4 (Tanaka) LetU ∈Σ
1
1 (ω

ω×ωω) beωω-universal for the analytic subsets ofωω. Then

L(U) :=
{

(α, p)∈ωω×ω | λ(Uα ∩ 2ω)> (p)0
(p)1+1

}

isΣ 1
1 .

Corollary 3.5 LetB∈∆
1
1(ω

ω×2ω).

(a) The mapλB : ωω → R defined byλB(α) := λ(Bα) is ∆
1
1-recursive, and the partial function

(n, α) 7→λ(Cn,α) isΠ 1
1 -recursive on its domainW×ωω.

(b) LetD⊆ω,O0∈Σ
1
1 (ω×ω

ω×2ω), andO1∈Π
1
1 (ω×ω

ω×2ω) be such thatλ
(

(O0)n,α
)

=λ
(

(O1)n,α
)

if n∈D. Then the partial mapλO :D×ωω →R defined byλO(n, α) :=λ
(

(O0)n,α
)

is Σ
1
1 -recursive

andΠ 1
1 -recursive on its domain.

(c) The partial mapdB :ωω×2ω→R defined bydB(α, β) :=d(Bα, β) is∆1
1-recursive, and the partial

map(n, α, β) 7→d(Cn,α, β) isΠ 1
1 -recursive on itsΠ 1

1 domain

{(n, α, β)∈W×ωω×2ω | d(Cn,α, β) exists}.

(d) Leth :ωω×2ω→R be∆1
1-recursive taking values in[0, 1]. Then the partial mapih :ωω×ω→R

defined byih(α, u) :=
´

Nu h(α, .) dλ is ∆
1
1-recursive on its∆0

1 domainωω×{u∈ω | Seq(u)}.

Proof. (a) It is enough to see that the relationsPB(α, p) ⇔ λ(Bα)>rp :=(−1)(p)0 · (p)1
(p)2+1 and

QB(α, p) ⇔ λ(Bα)<rp

are∆1
1 to see thatλB is ∆

1
1-recursive. Note that there isφ :ω2→ω recursive withrφ(p,l)= rp−

1
l+1 .

Thus
QB(α, p) ⇔ ∃l∈ω λ(Bα)≤rp−

1
l+1

⇔ ∃l∈ω ¬
(

λ(Bα)>rp−
1

l+1

)

⇔ ∃l∈ω ¬PB

(

α, φ(p, l)
)

,

so that it is enough to see thatPB is∆1
1.
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• Now letS∈Σ
1
1

(

ωω×(ωω)2
)

be a goodωω-universal for the analytic subsets of(ωω)2. We set

U(α, γ) ⇔ S
(

(α)0, (α)1, γ
)

,

so thatU ∈ Σ
1
1 (ω

ω×ωω) is ωω-universal for the analytic subsets ofωω. Let A be aΣ 1
1 subset of

ωω×2ω. Then there isα0∈ω
ω recursive withA=Sα0 , so that

γ∈Aα ⇔ (α0, α, γ)∈S ⇔ (< α0, α >, γ)∈U.

This implies that the relationRA(α, p) ⇔ λ(Aα)>rp, equivalent to
(

(p)0 is odd ∧ (p)1>0
)

∨
(

(p)0 is even ∧ (< α0, α >,< (p)1, (p)2 >)∈L(U)
)

,

is Σ
1
1 , by Theorem 3.4.

• In particular, this applies toA :=B, so thatPB isΣ 1
1 . Now note that

PB(α, p) ⇔ λ
(

(¬B)α
)

<1−rp ⇔ Q¬B

(

α, φ′(p)
)

,

for someφ′ :ω→ω is recursive, so thatPB isΠ 1
1 by the previous computation.

• We setC′ :=
{

(γ, β)∈ωω×2ω | γ(0)∈W ∧
(

γ(0), γ∗, β
)

∈C
}

. As C′ is Π
1
1 ,

A :=
{

(α, p)∈ωω×ω | λ
(

(¬C′)α
)

>rp
}

is Σ
1
1 , by the previous discussion. So letn∈W. Note that

λ(Cn,α)>rp ⇔ λ(¬Cn,α)<1−rp ⇔ λ
(

(¬C′)nα
)

<1−rp
⇔ ∃l∈ω λ

(

(¬C′)nα
)

≤1−rp−
1

l+1 ⇔ ∃l∈ω
(

nα, φ′′(p, l)
)

/∈A,

for some recursiveφ′′ : ω2 → ω. Similarly, the relation “λ(Cn,α) < rp” is Π
1
1 in (n, α, p) since the

relation “n∈W ∧ (n, α, β) /∈C” is Π
1
1 , so that(n, α) 7→λ(Cn,α) isΠ 1

1 -recursive onW×ωω.

(b) Let A :=
{

(α, β) ∈ ωω×2ω |
(

α(0), α∗, β
)

∈ O0

}

. Note thatA is Σ
1
1 . By (a), the relation

RA(α, p) ⇔ λ(Aα) > rp is Σ
1
1 . Therefore the relationRO0(n, α, p) ⇔ RA(nα, p) is Σ

1
1 too.

Moreover,RO0(n, α, p) ⇔ λ
(

(O0)n,α
)

>rp ⇔ λO(n, α)>rp.

• Assume now thatn∈D. Then as above there isφ′′ :ω2→ω recursive such that

λO(n, α)>rp ⇔ λ
(

(O1)n,α
)

>rp ⇔ λ
(

(¬O1)n,α
)

<1−rp

⇔ ∃l∈ω λ
(

(¬O1)n,α
)

≤1−rp−
1

l+1 ⇔ ∃l∈ω ¬
(

λ
(

(¬O1)n,α
)

>rφ′′(p,l)

)

⇔ ∃l∈ω ¬R¬O1

(

n, α, φ′′(p, l)
)

,

which shows the existence ofR′
O0

∈Π
1
1 such thatλO(n, α)>rp ⇔ R′

O0
(n, α, p) if n∈D.

• Assume thatn∈D. Then there isφ′ :ω→ω recursive such that

λO(n, α)<rq ⇔ λ
(

(O1)n,α
)

<rq ⇔ λ
(

(¬O1)n,α
)

>1−rq ⇔ R¬O1

(

n, α, φ′(q)
)

,

which shows the existence ofR′′
O0

∈Σ
1
1 such thatλO(n, α)<rq ⇔ R′′

O0
(n, α, q) if n∈D.
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• Assume thatn∈D. Then there isφ′′ :ω2→ω recursive such that

λO(n, α)<rq ⇔ λ
(

(O0)n,α
)

<rq ⇔ ∃l∈ω λ
(

(O0)n,α
)

≤1−rq−
1

l+1

⇔ ∃l∈ω ¬
(

λ
(

(O0)n,α
)

>rφ′′(q,l)

)

⇔ ∃l∈ω ¬RO0

(

n, α, φ′′(q, l)
)

,

which shows the existence ofR′′′
O0

∈Π
1
1 such thatλO(n, α)<rq ⇔ R′′′

O0
(n, α, q) if n∈D.

• Finally, rp<λO(n, α)<rq ⇔ RO0(n, α, p) ∧R
′′
O0

(n, α, q) and

rp<λO(n, α)<rq ⇔ R′
O0

(n, α, p) ∧R′′′
O0

(n, α, q)

if n∈D, which shows thatλO is Σ
1
1 -recursive andΠ 1

1 -recursive onD×ω.

(c) We first prove the following. LetX,Y be a recursively presented Polish spaces andg :X×ω→Y
be a∆1

1-recursive map. Then the partial maph :X→Y defined by

h(x) := lim l→∞ g(x, l)

when this limit exists is∆1
1-recursive.

Indeed, the domainD of h is {x∈X | ∀r∈ω ∃L∈ω ∀k, l≥L dY
(

g(x, k), g(x, l)
)

<2−r}, so
thatD is∆1

1. If x∈D, thenh(x)∈N(Y, u) is equivalent to

∃p, q∈ω
p

q + 1
<

(

(u)1
)

1
(

(u)1
)

2
+ 1

∧ ∃L∈ω ∀l≥L g(x, l)∈N
(

Y,
〈

0, <
(

(u)1
)

0
, p, q >

〉)

,

and we are done.

• We setB′ :=
{

(α, γ)∈ωω×2ω |
(

(α)0, γ
)

∈B ∧ γ∈N(α)∗1 |(α)1(0)

}

, so thatBα ∩Nβ|l=B
′
<α,lβ>

andB′ is ∆
1
1. By (a), the mapg : ωω×2ω×ω→ [0, 1] defined byg(α, β, l) := 2−lλ(Bα ∩ Nβ|l) is

∆
1
1-recursive. By the previous point, the partial maph :ωω×2ω→ [0, 1] defined by

h(α, β) := lim l→∞ 2−lλ(Bα ∩Nβ|l)

when it exists is also∆1
1-recursive. Buth=dB .

• Fix n∈W. Then there isq(n)∈W such that

Cq(n)=
{

(γ, δ)∈ωω×2ω |
(

n, (γ)0, δ)∈C ∧ (γ)∗1|(γ)1(0)⊆δ
}

.

Moreover, we may assume thatq is Π
1
1 -recursive onW, by the uniformization lemma. AsΠ 1

1 has
the substitution property, the mapg′ : (n, α, β, l) 7→ 2−lλ(Cq(n),<α,lβ>) = 2−lλ(Cn,α ∩ Nβ|l) is Π

1
1 -

recursive onW×ωω×2ω×ω. As above, the map

h′ : (n, α, β) 7→ lim l→∞ 2−lλ(Cn,α ∩Nβ|l)=d(Cn,α, β)

is Π
1
1 -recursive on theΠ 1

1 set{(n, α, β)∈W×ωω×2ω | d(Cn,α, β) exists}.
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(d) The argument here is partly similar to 11.6 and 17.25 in [K2]. We set, for(k, l)∈ω2,

Ak,l :=h
−1

(

[
k

2l
,
k+1

2l
)
)

and definehl :ωω×2ω→ [0, 1] by hl=Σk≤2l
k
2l
χAk,l

. We also defineR⊆ωω×2ω×ω3 by

R(α, β, u, k, l) ⇔
k

2l
≤h(α, β)<

k+1

2l
∧ Seq(u) ∧ β∈Nu,

so thatR is ∆
1
1. Then we defineO⊆ωω×2ω by

O(α, β) ⇔ Seq
(

α(0)
)

∧ lh
(

α(0)
)

=3 ∧ R
(

α∗, β,
(

α(0)
)

0
,
(

α(0)
)

1
,
(

α(0)
)

2

)

,

so thatO is ∆
1
1.

Note that(hl) is a sequence of Borel functions pointwise converging toh. By Lebesgue’s domi-
nated convergence theorem,

´

Nu h(α, .) dλ= liml→∞

´

Nu hl(α, .) dλ if Seq(u). Note that
´

Nu hl(α, .) dλ =
´

Nu Σk≤2l
k
2l
χAk,l

(α, .) dλ=Σk≤2l
k
2l
λ
(

(Ak,l)α ∩Nu
)

=Σk≤2l
k
2l
λ(Rα,u,k,l)=Σk≤2l

k
2l
λ(O<u,k,l>α).

Using (a), this implies that the map(α, u, l) 7→
´

Nu hl(α, .) dλ is ∆
1
1-recursive on its∆0

1 domain
ωω×{u∈ω | Seq(u)}×ω. As in the proof of (c),ih is∆1

1-recursive on its domain. �

We now prove a uniform version of Theorem 4.3.2 in [K1] (due toTanaka, see [T2]).

Theorem 3.6 LetB∈∆
1
1(ω

ω×2ω), andǫ :ωω →R be∆1
1-recursive such thatǫ(α)∈ (0, 1] for each

α∈ωω. Then there isT ∈∆
1
1(ω

ω×ω) such that

(a) Tα is a tree for eachα∈ωω,

(b) if K=
{

(α, β)∈ωω×2ω | ∀l∈ω
(

α, β(l)
)

∈T
}

, thenKα⊆Bα andλ(Kα)≥λ(Bα)−ǫ(α) for
eachα∈ωω.

Proof. Theorem 3.2 givesπ :ωω →ωω×2ω recursive andC ∈Π
0
1 (ω

ω) such thatπ is injective onC
andπ[C] =B. We setQ := {(α, β, γ) ∈ (ωω)3 | γ ∈C ∧ π(γ)= (α, β)}. AsQ∈Π

0
1 , Theorem 3.1

gives a recursive subsetT of ωω×ω2 such that(α, β, γ)∈Q ⇔ ∀l∈ω
(

α, β(l), γ(l)
)

∈T andTα is
a tree for eachα∈ωω.

• We set, foru, v∈ω,

u ≤a v ⇔ Seq(u),Seq(v) ∧ lh(u)= lh(v) ∧ ∀i< lh(u) (u)i≤(v)i.

• Then we set, foru∈ω with Seq(u) andα∈ωω,

Bu
α :=

{

β∈2ω | ∃γ∈ωω γ
(

lh(u)
)

≤a u ∧ ∀l∈ω
(

α, β(l), γ(l)
)

∈T
}

andB′ := {(α, β) ∈ ωω×2ω | Seq
(

α(0)
)

∧ β ∈B
α(0)
α∗ }. Note thatB′ is Σ

1
1 . In fact,B′ is ∆

1
1 by

uniqueness of the witnessγ.
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• We now defineδα∈ωω as follows. We defineδα(i) by induction oni. We first set

δα(0) :=min{k∈ω | λ(B<k>
α )>λ(Bα)−

ǫ(α)

2
}.

This number exists sinceBα is the increasing union of theB<k>
α ’s. Then

δα(i+1):=min{k∈ω | λ(B<δα(0),...,δα(i),k>
α )>λ(Bα)−

ǫ(α)

2
−...−

ǫ(α)

2i+2
}.

Note thatδα∈∆
1
1(α), by Corollary 3.5.(a).

• We setT := {(α, v)∈ωω×ω | Seq(v) ∧ ∃u ≤a δα(lh(v)) (α, v, u)∈T }, so thatT ∈∆
1
1(ω

ω×ω)
andTα is a tree for eachα∈ωω.

• We setK :={(α, β)∈ωω×2ω | ∀l∈ω β∈B
δα(l)
α }, so thatKα⊆Bα and

λ(Kα)= lim l→∞ λ(Bδα(l)
α )≥λ(Bα)−ǫ(α)

for eachα ∈ ωω since(Bδα(l)
α )l∈ω is decreasing. It remains to apply König’s lemma to see that

K=
{

(α, β)∈ωω×2ω | ∀l∈ω
(

α, β(l)
)

∈T
}

since
{

s∈ω<ω |< s(0), ..., s(|s|−1) >≤a δα
(

|s|
)

∧
(

α, β(|s|), < s(0), ..., s(|s|−1) >
)

∈T
}

is a finitely splitting tree. �

- We want to prove an effective and uniform version of the Lusin-Menchoff lemma. We first need the
following result, which slightly and uniformly refines Theorem A in [L] at the first level of the Borel
hierarchy.

Lemma 3.7 LetO be a∆1
1 subset ofωω×2ω with open vertical sections. Then there is a∆

1
1-recursive

mapf :ωω→ωω such thatOα is the disjoint union
⋃

{

Nf(α)(u) | u∈ω ∧ Seq
(

f(α)(u)
)}

, for each
α∈ωω.

Proof. LetP :=
{

(α, u)∈ωω×ω | Seq(u) ∧
(

lh(u)=0 ∨ (Nu⊆Oα ∧ Nu−
6⊆Oα)

)}

. Note thatP
isΠ 1

1 , since a nonempty∆1
1(α) closed subset of2ω contains a∆1

1(α) point, by 4F.15 in [M]. We then
define a relationR onωω×2ω×ω byR(α, β, u) ⇔ P (α, u) ∧ β∈Nu, so thatR isΠ 1

1 . Note that, for
each(α, β)∈O there isuwithR(α, β, u). By 4B.5 in [M], there is a∆1

1-recursive mapg :ωω×2ω→ω
such thatR

(

α, β, g(α, β)
)

for each(α, β)∈O. Fix α∈ωω. Note thatSα :={g(α, β) | β∈Oα} is a
Σ

1
1 (α) subset ofω contained in theΠ 1

1 (α) setPα. By 4B.11 and 4C in [M], there isDα∈∆
1
1(α) with

Sα ⊆Dα ⊆Pα. Note thatOα ⊆
⋃

u∈Dα Nu ⊆Oα, so thatOα is the disjoint union of the sequence
(Nu)u∈Dα . We defineδα∈ωω by

δα(u) :=

{

u if u∈Dα,
0 otherwise.

Note thatδα ∈∆
1
1(α) andOα is the disjoint union

⋃
{

N δα(u) | u ∈ ω ∧ Seq
(

δα(u)
)}

. As the set
{

(α, δ)∈ωω×ωω | δ∈∆
1
1(α) ∧Oα is the disjoint union

⋃
{

N δ(u) | u∈ω ∧ Seq
(

δ(u)
)}

}

is Π
1
1 , it

remains to apply the uniformization lemma to get the desiredmapf . �
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Notation. We setW1 :={n∈W | ∀α∈ωω ∃γn∈∆
1
1(α) Cn,α=

⋃
{

Nγn(u) | u∈ω ∧ Seq
(

γn(u)
)}

,
so that, by Lemma 3.7,W1 is aΠ

1
1 set of codes for the∆1

1 subsets ofωω×2ω with open vertical
sections.

Lemma 3.8 Let F be a∆1
1 subset ofωω×2ω with closed vertical sections, andB be a∆1

1 subset
of ωω×2ω such thatB ⊇ F andd(Bα, β) = 1 for each(α, β) ∈F . Then there is a∆1

1 subsetC of
ωω×2ω with closed vertical sections such that

(1) F ⊆C⊆B,

(2) d(Bα, β)=1 for each(α, β)∈C,

(3) d(Cα, β)=1 for each(α, β)∈F .

Proof. Lemma 3.7 gives a∆1
1-recursive mapf : ωω → ωω such that(¬F )α is the disjoint union

⋃
{

Nf(α)(u) | u∈ω ∧ Seq
(

f(α)(u)
)}

, for eachα∈ωω. We set

B′ :=
{

(α, γ)∈ωω×2ω |
(

(α)0, γ
)

∈B ∧ Seq
(

f
(

(α)0
)(

(α)1(0)
)

)

∧ γ∈Nf((α)0)((α)1(0))
}

,

so thatB′ is ∆
1
1 andBα ∩ Nf(α)(u) =B′

<α,u∞> if Seq
(

f(α)(u)
)

. By Corollary 3.5.(c), the partial
map(α, β, u) 7→d(Bα ∩Nf(α)(u), β) is∆1

1-recursive. We then set

B′′ :={(α, γ)∈B′ | d(B(α)0 ∩N
f((α)0)((α)1(0)), γ)=1},

so thatB′′ is ∆
1
1 and{β ∈Bα ∩Nf(α)(u) | d(Bα ∩Nf(α)(u), β)=1}=B′′

<α,u∞> if Seq
(

f(α)(u)
)

.
We defineǫ :ωω→R by

ε(α) :=

{

2−(α)1(0)λ(B′
α) if λ(B′

α) 6=0,
1 otherwise,

so thatǫ is ∆
1
1-recursive by Corollary 3.5.(a), andǫ(α)∈ (0, 1] for eachα∈ωω. Theorem 3.6 gives

T ∈∆
1
1(ω

ω×ω) such that

(a)Tα is a tree for eachα∈ωω,

(b) if K=
{

(α, β)∈ωω×2ω | ∀l∈ω
(

α, β(l)
)

∈T
}

, thenKα⊆B
′′
α andλ(Kα)≥λ(B

′′
α)−ǫ(α)

for eachα∈ωω.

We set, foru∈ω,

F u :=
{

(α, β)∈ωω×2ω | Seq
(

f(α)(u)
)

∧ (< α, u∞ >,β)∈K ∧ λ(B′
<α,u∞>) 6=0

}

.

As K is ∆
1
1 with closed vertical sections, so isF u. If Seq

(

f(α)(u)
)

andλ(B′
<α,u∞>) = 0, then

λ(Bα ∩Nf(α)(u))=0 andF u
α =∅, so thatF u

α ⊆{β∈Bα ∩Nf(α)(u) | d(Bα ∩Nf(α)(u), β)=1} and
λ(F u

α )≥(1−2−u)λ(Bα ∩Nf(α)(u)). If Seq
(

f(α)(u)
)

andλ(B′
<α,u∞>) 6=0, then

F u
α =K<α,u∞>⊆B′′

<α,u∞>={β∈Bα ∩Nf(α)(u) | d(Bα ∩Nf(α)(u), β)=1}.
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Moreover,

λ(F u
α )=λ(K<α,u∞>)≥λ(B

′′
<α,u∞>)−ǫ(< α, u∞ >)=λ(B′′

<α,u∞>)−2−uλ(B′
<α,u∞>)

=(1−2−u)λ(Bα ∩Nf(α)(u))

sinceλ(Bα ∩ Nf(α)(u)) = λ({β ∈Bα ∩ Nf(α)(u) | d(Bα ∩ Nf(α)(u), β) = 1}), by Theorem 2.1. It
remains to setC :=F ∪

⋃

u∈ω F u. We conclude as in the proof of Lemma 2.2. �

- We now want to prove an effective and uniform version of Lemma 2.5.

Lemma 3.9 LetC be a∆1
1 subset ofωω×2ω with closed vertical sections,G be a Borel subset of2ω

with λ(G)= 0, andG be a∆1
1 subset ofωω×2ω withGδ vertical sections, contained inωω×G and

disjoint fromC. Then there is a∆1
1-recursive maph :ωω×2ω →R such thath(α, ·) : 2ω → [0, 1] is

τ -continuous for eachα∈ωω, h|C≡0 andh|G≡1.

Proof. By Theorem 3.5 in [L], there is a∆1
1 subsetF of ω×ωω×2ω such thatFn,α is closed for

each(n, α)∈ω×ωω and¬G=
⋃

n∈ω Fn. Moreover, we may assume that(Fn)n∈ω is increasing and
F0=C.

• We will define, by primitive recursion, a partial mapf :ω→ω which isΠ 1
1 -recursive on its domain

such thatf(n) essentially codes the setC 1
2n

constructed in the proof of Lemma 2.5. As this map will

in fact be total, it will be∆1
1-recursive by the uniformization lemma.

We first apply Lemma 3.8 toF := F0 andB := ¬G. This is possible becauseGα ⊆ G, so that
(¬G)α hasλ-measure one and therefore density one at any point of2ω, for eachα∈ωω. Lemma 3.8
givesC1∈∆

1
1 with closed vertical sections such that¬G⊇C1⊇F0. Letf(0)∈W1 with Cf(0)=¬C1.

More generally, we will haveCf(n)=¬C 1
2n

. As mentioned above,f will be defined by primitive

recursion, which means that there will be a partial mapg :ω2 → ω such thatf(n+1)= g
(

f(n), n
)

.
This partial mapg will be Π

1
1 -recursive on itsΠ 1

1 domain{m∈W1 | ¬Cm⊆¬G}×ω, so thatf will
beΠ 1

1 -recursive on its domain by 7A.5 in [M]. The mapg will take values inW1, and is constructed
in such a way that, ifA :=¬Cm⊆¬G andA′ :=¬Cg(m,n), then

(1) A ∪ Fn+1⊆A
′⊆¬G,

(2) ∀(α, β)∈A′ d
(

(¬G)α, β
)

=1,
(3) ∀(α, β)∈A ∪ Fn+1 d(A′

α, β)=1.

Lemma 3.8 ensures that such ag(m,n) ∈ ω exists if (m,n) ∈ {q ∈W1 | ¬Cq ⊆ ¬G}×ω. As the
properties (1)-(3) areΠ 1

1 by Corollary 3.5, the uniformization lemma ensures the existence ofg. So
we constructed a∆1

1-recursive mapf :ω→ω, taking values inW1, such thatC 1
2n

:=¬Cf(n) is a∆1
1

subset ofωω×2ω with closed vertical sections,Fn⊆C 1
2n

⊆¬G, C 1
2n

⊆C 1
2n+1

, and

d
(

(C 1
2n+1

)α, β)=1

if (α, β)∈C 1
2n

.
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• Similarly, we construct a∆1
1-recursive map̃F :ω→ω satisfying the following properties, if

D :={p∈ω | Seq(p) ∧ lh(p)=2 ∧ 0<(p)1≤2(p)0}.

(a) F̃ (p)∈W1 if p∈D, in which case we setCp :=¬CF̃ (p),

(b) Cp⊆Cp′ if p, p′∈D ∧ (p′)1
2(p

′)0
≤ (p)1

2(p)0
,

(c) d
(

(Cp′)α, β
)

=1 if p, p′∈D ∧ (p′)1
2(p

′)0
< (p)1

2(p)0
∧ (α, β)∈Cp.

• This allows us to defineh by

1−h(α, β) :=

{

0 if (α, β)∈G,

sup{ (p)1
2(p)0

| p∈D ∧ (α, β)∈Cp} if (α, β) /∈G.

Note thath is∆1
1-recursive sinceD∈∆

0
1, so that the relation “p∈D ∧ (α, β)∈Cp” is ∆

1
1 in (p, α, β).

We conclude as in the proof of Lemma 2.5. �

- We are now ready to prove the main lemma in this section. We equip the space[0, 1]2
<ω

with
the distance defined byd(f, g) := Σ

u∈ω,Seq(u)
|f(s(u))−g(s(u))|

2u+1 . We give a recursive presentation of

([0, 1]2
<ω
, d). We set

fn(s) :=

{

((n)s)0
((n)s)0+((n)s)1+1 if Seq(n) ∧ ∀k< lh(n)

(

Seq
(

(n)k
)

∧ lh
(

(n)k
)

=2
)

∧ s< lh(n),

0 otherwise,

so that(fn) is dense in[0, 1]2
<ω

. It is now routine to check that the relations “d(fm, fn)≤
p

q+1 ” and

“d(fm, fn)<
p

q+1 ” are recursive in(m,n, p, q). It is also routine to check thatF :ωω → [0, 1]2
<ω

is

∆
1
1-recursive if the mapF ′ :ω×ωω→R defined byF ′(u, α) :=F (α)

(

s(u)
)

if Seq(u), 0 otherwise,
is ∆

1
1-recursive (s(u) was defined at the beginning of Section 3).

Lemma 3.10 Let V := {(f, β) ∈M×2ω | osc(f, β)> 0}, G be a nonemptyGδ ∩ ∆
1
1 subset of2ω

with λ(G)=0, andG be a∆1
1 subset ofωω×2ω, contained inωω×G, and withGδ vertical sections.

Then there is a∆1
1-recursive mapF :ωω → [0, 1]2

<ω
, taking values inM, and such thatGα=VF (α)

for eachα∈ωω.

Proof. We will define, by primitive recursion,f :ω→ω4 codinggn, Sn, G∗
n, and(snj )j∈In defining

G∗∗
n considered in the proof of the Lemma 2.7. We must findr :ω4×ω→ω4 with f(n+1)=r

(

f(n), n
)

.
In practice,

(1) f0(n)∈W1 codesG∗
n⊆ω

ω×2ω,

(2) f1(n)∈Wωω×2ω×R codes the graph ofgn :ωω×2ω→R,

(3) f2(n)∈Wωω×2ω×R codes the graph ofSn :ωω×2ω→R,

(4) f3(n)∈Wωω×ωω
codes the graph of the functionα 7→(sn,αj )j∈In,α .

• By Theorem 3.5 in [L], there is a∆1
1 subsetO of ω×ωω×2ω such thatOn,α is open for each

(n, α) ∈ ω×ωω andG =
⋂

n∈ω On. Moreover, we may assume that(On)n∈ω is decreasing and
O0=ω

ω×2ω.
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• Letn0∈W1 with Cn0 =ω
ω×2ω, n1∈Wωω×2ω×R with Cωω×2ω×R

n1
={(α, β, r)∈ωω×2ω×R | r=1},

andn3∈Wωω×ωω
with Cωω×ωω

n3
={(α, γ)∈ωω×ωω | γ=10∞}. We setf(0) :=(n0, n1, n1, n3), so

thatCn0 =G
∗
0, Cωω×2ω×R

n1
=Gr(g0)=Gr(S0), Cωω×ωω

n3
=Gr(α 7→10∞),

{

u∈ω | Seq
(

(10∞)(u)
)}

={0}=I0

and(10∞)(0)=1=<>=s00. Sof(0) is as desired.

• We now study the induction step. This means that we must definer(n0, n1, n2, n3, n)∈ω
4.

(1) We first definer0(n0, n1, n2, n3, n) codingG∗
n+1. Fix n3 ∈ Wωω×ωω

coding the graph of a
∆

1
1-recursive functionφ : ωω → ωω such that the sequencess

(

φ(α)(u)
)

coded by theu’s with
Seq

(

φ(α)(u)
)

are pairwise incompatible andGα ⊆
⋃
{

Nφ(α)(u) | u ∈ ω ∧ Seq
(

φ(α)(u)
)}

(we
call P3 theΠ 1

1 set of suchn3’s). Let α∈ ωω. Assume that Seq
(

φ(α)(u)
)

(which intuitively means
thatu∈In,α andsn,αu is coded byφ(α)(u)). By continuity ofλ,

0=λ(Gα ∩Nφ(α)(u))= limj→∞ λ(Oj,α ∩Nφ(α)(u)).

This givesj(n, α, u) > n minimal with λ(Oj(n,α,u),α ∩ Nφ(α)(u)) < 2−n−3−lh(φ(α)(u)) (note that

2−lh(φ(α)(u))=λ(Nφ(α)(u))). Moreover,Gα∩N
φ(α)(u)⊆Oj(n,α,u),α∩N

φ(α)(u)⊆On+1,α∩N
φ(α)(u),

so thatOj(n,α,u),α ∩ Nφ(α)(u) satisfies the properties of the setOj in the proof of Lemma 2.7. We

will haveG∗
n+1,α =

⋃

Seq(φ(α)(u)) Oj(n,α,u),α ∩ Nφ(α)(u). By Corollary 3.5 and the uniformization

lemma, we may assume that the mapj is∆1
1-recursive on its∆1

1 domain

{

(n, α, u)∈ω×ωω×ω | Seq
(

φ(α)(u)
)}

.

Note thatG∗
n+1 is a∆1

1 subset ofωω×2ω with open vertical sections, which givesm∈W1 such that
Cm=G∗

n+1. By incompatibility,G∗
n+1,α ∩Nφ(α)(u)=Oj(n,α,u),α ∩Nφ(α)(u). So we proved that, for

each(n3, n)∈P3×ω, there ism∈W1 such that, for eachα∈ωω,

(1) Gα⊆Cm,α⊆On+1,α ∩
⋃

{

Nφ(α)(u) | u∈ω ∧ Seq
(

φ(α)(u)
)}

,

(5) λ(Cm,α ∩Nφ(α)(u))<2−n−3−lh(φ(α)(u)) if u∈ω ∧ Seq
(

φ(α)(u)
)

.

By Corollary 3.5 and the uniformization lemma, we may assumethat the map̃r0 : (n3, n) 7→m is
Π

1
1 -recursive onP3×ω. We setr0(n0, n1, n2, n3, n) := r̃0(n3, n), which defines a partial mapr0

which isΠ 1
1 -recursive on itsΠ 1

1 domainω3×P3×ω.

(2) We now definer1(n0, n1, n2, n3, n) codinggn+1. We use Lemma 3.9 and its proof. Note that
r0(n0, n1, n2, n3, n) ∈ D0 := {m ∈ W1 | G ⊆ Cm}. The proof of Lemma 3.9 shows that for any
m∈D0 there isF̃m∈ωω ∩∆

1
1 satisfying the conditions (a), (b), (c) and

(d) ∀p∈D ¬(0<(p)1=2(p)0) ∨ CF̃m(p)⊆Cm.

The uniformization lemma shows that we may assume that the partial map F̃ : m 7→ F̃m is Π
1
1 -

recursive onD0.

18



The definition ofh in the proof of Lemma 3.9 and the uniformization lemma show the existence
of a partial mapH̃ :ω→ω, which isΠ 1

1 -recursive onD0, and such that̃H(m) is in Wωω×2ω×R and
codes the graph of a∆1

1-recurive maph :ωω×2ω→R with

1−h(α, β) :=

{

0 if (α, β)∈G

sup{ (p)1
2(p)0

| p∈D ∧ (α, β) /∈CF̃ (m)(p)} if (α, β) /∈G

if m∈D0. We setP1 :={c∈Wωω×2ω×R | Cc is the graph of a functionζc}. It is routine to check that
there is aΠ 1

1 -recursive partial mapI :ω2→ω on its domainP 2
1 such thatI(c, c′)∈Wωω×2ω×R is the

graph of the function min(ζc, ζc′) if c, c′∈P1. We set

r1(n0, n1, n2, n3, n) :=I
(

n1, H̃
(

r0(n0, n1, n2, n3, n)
)

)

,

so thatr1 isΠ 1
1 -recursive on itsΠ 1

1 domainω×P1×ω×P3×ω.

(3) We now definer2(n0, n1, n2, n3, n) coding

Sn+1=

{

Sn+gn+1 if n is odd,
Sn−gn+1 if n is even.

It is routine to check that there is aΠ 1
1 -recursive partial mapS :ω3 →ω on its domainP 2

1 ×ω such
thatS(c, c′, n)∈Wωω×2ω×R codes the graph of the function

(α, β) 7→

{

ζc(α, β)+ζc′(α, β) if n is odd
ζc(α, β)−ζc′(α, β) if n is even

if (c, c′, n) ∈ P 2
1 ×ω. We setr2(n0, n1, n2, n3, n) := S

(

n2, r1(n0, n1, n2, n3, n), n
)

, so thatr2 is
Π

1
1 -recursive on itsΠ 1

1 domainω×P 2
1 ×P3×ω.

(4) We now definer3(n0, n1, n2, n3, n) coding the graph of the functionα 7→ (sn+1,α
j )j∈In+1,α . We

want to ensure the two following conditions:

(1) Gα⊆
⋃

j∈In+1,α
N

s
n+1,α
j

⊆G∗
n+1,α

(6) |
ffl

N
s
n+1,α
j

Sn+1(α, .) dλ−Sn+1(α, β)|<2−3 if j∈In+1,α ∧ β∈Gα ∩N
s
n+1,α
j

Note first that in practice

Sn+1(α, β)=

{

0 if n is even
1 if n is odd

if (α, β)∈G sincegp(α, β)=1 for eachp in this case. So there isψ :ω→R
2 recursive with

|

 

N
s
n+1,α
j

Sn+1(α, .) dλ−Sn+1(α, β)|<2−3 ⇔ ψ0(n)<

 

N
s
n+1,α
j

Sn+1(α, .) dλ<ψ1(n)

if (α, β)∈G. We use Corollary 3.5 and its proof. Note thatr2(n0, n1, n2, n3, n)∈P1.
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We first considern′0 ∈W1 andn′2 ∈ P1 (codingG∗
n+1 andSn+1 respectively) as variables. We

defineR0, R1⊆ω×ω
ω×2ω×ω3 by

R0(n
′
2, α, β, u, k, l) ⇔ ∃r∈R ¬

(

n′2∈Wωω×2ω×R ∧ (n′2, α, β, r) /∈Cωω×2ω×R
)

∧
(

k
2l
≤r< k+1

2l
∧ Seq(u) ∧ β∈Nu

)

R1(n
′
2, α, β, u, k, l) ⇔ ∀r∈R

(

n′2∈Wωω×2ω×R ∧ (n′2, α, β, r) /∈Cωω×2ω×R
)

∨
(

k
2l
≤r< k+1

2l
∧ Seq(u) ∧ β∈Nu

)

,

so thatR0 is Σ
1
1 , R1 is Π

1
1 , andR0(n

′
2, α, β, u, k, l) ⇔ R1(n

′
2, α, β, u, k, l) if n′2 ∈P1. Then, as in

the proof of Corollary 3.5.(d), we defineO0, O1⊆ω×ω
ω×2ω by

Oε(n
′
2, α, β) ⇔ Seq

(

α(0)
)

∧ lh
(

α(0)
)

=3 ∧ Rε

(

n′2, α
∗, β,

(

α(0)
)

0
,
(

α(0)
)

1
,
(

α(0)
)

2

)

if ε ∈ 2, so thatO0 is Σ
1
1 , O1 is Π

1
1 , andO0(n

′
2, α, β) ⇔ O1(n

′
2, α, β) if n′2 ∈ P1. In particular,

n′2∈P1 and Seq(u) imply that
ˆ

Nu

Sn+1(α, .) dλ= liml→∞ Σk≤2l
k

2l
λ
(

(Oε)n′
2,<u,k,l>α

)

for eachε∈2. Thusa<
´

Nu Sn+1(α, .) dλ<b is in this case equivalent to

∃p0, p1, q0, q1, N ∈ω a<
p0

p1+1
∧

q0
q1+1

<b∧∀l≥N
p0

p1+1
≤Σk≤2l

k

2l
λ
(

(Oε)n′
2,<u,k,l>α

)

≤
q0

q1+1
.

By Corollary 3.5.(b) applied toD :=P1, the partial mapλO :P1×ω
ω→R defined by

λO(n
′
2, α) :=λ

(

(O0)n′
2,α

)

isΣ 1
1 -recursive andΠ 1

1 -recursive on its domain. By 3E.2, 3G.1 and 3G.2 in [M], thesetwo classes of
functions are closed under composition. In particular, thepartial map

(n′2, α, u, l) 7→Σk≤2l
k

2l
λ
(

(Oε)n′
2,<u,k,l>α

)

isΣ 1
1 -recursive andΠ 1

1 -recursive onP1×ω
ω×ω2. This shows the existence ofQ0∈Σ

1
1 (ω

2×ωω×ω)
andQ1∈Π

1
1 (ω

2×ωω×ω) such that

Q0(n
′
2, n, α, u) ⇔ Q1(n

′
2, n, α, u) ⇔ Seq(u) ∧ ψ0(n)<

 

Nu

Sn+1(α, .) dλ<ψ1(n)

if n′2∈P1. We now considern′0∈W1 andn′2∈P1 as parameters. We set

Pn′
0,n

′
2
(n, α, u) ⇔

Q1(n
′
2, n, α, u) ∧ Nu⊆Cn′

0,α
∧ ∀k< lh(u)

(

¬Q0

(

n′2, n, α, u(k)
)

∨ Nu(k) 6⊆Cn′
0,α

)

.

Note that for each(α, β) ∈ G there isl ∈ ω minimal with the properties thatNβ|l ⊆ Cn′
0,α

and
Q1

(

n′2, n, α,< β(0), ..., β(l−1) >
)

, so thatPn′
0,n

′
2

(

n, α,< β(0), ..., β(l−1) >
)

sincen′0∈W1 and

n′2∈P1. Asn′0∈W1,Nu(k)\Cn′
0,α

is a∆1
1(α) compact subset of2ω, so that it contains a∆1

1(α) point
if it is not empty (see 4F.15 in [M]). This shows thatPn′

0,n
′
2

isΠ 1
1 .
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The uniformization lemma provides a∆1
1-recursive mapL :ω×ωω×2ω→ω such that

Pn′
0,n

′
2

(

n, α,< β(0), ..., β
(

L(n, α, β)−1
)

>
)

if (α, β)∈G. Note that theΣ 1
1 set

σ :=
{

(n, α, u)∈ω×ωω×ω | ∃β∈Gα u=< β(0), ..., β
(

L(n, α, β)−1
)

>
}

is contained in theΠ 1
1 setπ := {(n, α, u) ∈ω×ωω×ω | Pn′

0,n
′
2
(n, α, u)}. By 7B.3 in [M], there is

a∆
1
1 subsetδ of ω×ωω×ω such thatσ⊆ δ⊆π. We now also considern as a parameter and define

ϕ :ωω→ωω by

ϕ(α)(u) :=

{

u if (n, α, u)∈δ,
0 otherwise.

Note thatϕ is∆1
1-recursive, and that Seq

(

ϕ(α)(u)
)

is equivalent to(n, α, u)∈δ. In particular,

(1) Gα⊆
⋃

{

Nϕ(α)(u) | u∈ω ∧ Seq
(

ϕ(α)(u)
)}

⊆Cn′
0,α

(6) |
ffl

Nϕ(α)(u) Sn+1(α, .) dλ−Sn+1(α, β)|<2−3 if Seq
(

ϕ(α)(u)
)

∧ β∈Gα ∩Nϕ(α)(u)

for eachα ∈ ωω. Let k ∈Wωω×ωω
such thatCωω×ωω

k = Gr(ϕ). We now considern′0, n
′
2 andn as

variables again. Note that for each(n′0, n
′
2, n)∈W1×P1×ω there isk∈ω such that

R(n′0, n
′
2, n, k) ⇔























k∈Wωω×ωω
∧

(

∀α∈ωω ∀γ∈ωω
(

k∈Wωω×ωω
∧ ¬Cωω×ωω

(k, α, γ)
)

∨
(

(1) Gα⊆
⋃

{

Nγ(u) | u∈ω ∧ Seq
(

γ(u)
)}

⊆Cn′
0,α

∧ (6) ∀u∈ω ¬Seq
(

γ(u)
)

∨ Q1(n
′
2, n, α, u)

)

)

Note thatR ∈ Π
1
1 (ω

4). The uniformization lemma provides a partial mapK : ω3 7→ ω which is
Π

1
1 -recursive on itsΠ 1

1 domainW1×P1×ω, andR
(

n′0, n
′
2, n,K(n′0, n

′
2, n)

)

if

(n′0, n
′
2, n)∈W1×P1×ω.

It remains to setr3(n0, n1, n2, n3, n) :=K(n′0, n
′
2, n) if n′0=r0(n0, n1, n2, n3, n) and

n′2=r2(n0, n1, n2, n3, n),

so thatr3 isΠ 1
1 -recursive on itsΠ 1

1 domainW1×P
2
1 ×P3×ω.

Finally, r isΠ 1
1 -recursive onW1×P

2
1×P3×ω, f isΠ 1

1 -recursive onω, and thusf is∆1
1-recursive

by the uniformization lemma since it is total.

• We are now ready to define the dimension two versions ofG∗
n, gn, Sn, and(snj )j∈In :

(1) G∗
n :=Cf0(n),

(2) gn(α, β)=ρ ⇔
(

f1(n), α, β, ρ
)

∈Cωω×2ω×R,
(3) Sn(α, β)=ρ ⇔

(

f2(n), α, β, ρ
)

∈Cωω×2ω×R,

(4)

{

(i) j∈In,α ⇔ ∃δ∈ωω
(

f3(n), α, δ
)

∈Cωω×ωω
∧ Seq

(

δ(j)
)

,
(ii) sn,αj =δ(j) if j∈In,α.

By construction ofr, these objects satisfy the conditions (1)-(6) of the proof of Lemma 2.7.
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• Consequently, the martingaleF (α) will be defined in such a way that ifu ∈ ω codess ∈ 2<ω,
thenF (α)(s) =

ffl

Nu f∞(α, .) dλ. Note thatG=
⋂

n∈ω G∗
n, so that¬G is the disjoint union of the

G∗
n\G

∗
n+1’s. Thus

´

Nu f∞(α, .) dλ=
´

Nu\Gα
f∞(α, .) dλ=Σn∈ω

´

Nu∩(G∗
n)α\(G

∗
n+1)α

f∞(α, .) dλ

=Σn∈ω Σj≤n (−1)j
´

Nu∩(G∗
n)α\(G

∗
n+1)α

gj(α, .) dλ

= liml→∞ Σn≤l Σj≤n (−1)j
´

Nu∩(G∗
n)α\(G

∗
n+1)α

gj(α, .) dλ.

Consequently, in order to prove thatF is ∆
1
1-recursive, it is enough to check that the partial map

(u, α, j, n) 7→
´

Nu∩(G∗
n)α\(G

∗
n+1)α

gj(α, .) dλ is∆1
1-recursive from{u∈ω | Seq(u)}×ωω×ω2 intoR.

By Corollary 3.5, it is enough to check that the maph :ωω×2ω→R defined by

h(α, β) :=

{

g(α(0))0(α
∗, β) if Seq

(

α(0)
)

∧ lh
(

α(0)
)

=2 ∧ (α∗, β)∈G∗
(α(0))1

\G∗
(α(0))1+1,

0 otherwise,

is ∆
1
1-recursive. This comes from the facts that

(α, β)∈G∗
n ⇔

(

f0(n), α, β
)

∈C ⇔ ¬
(

f0(n)∈W ∧
(

f0(n), α, β
)

/∈C
)

is ∆
1
1 in (α, β, n) and

gn(α, β)∈N(R, p) ⇔ ∃ρ∈R ¬
(

f1(n)∈Wω×2ω×R ∧
(

f1(n), α, β, ρ
)

/∈Cω×2ω×R

)

∧

ρ∈N(R, p)

⇔ ∀ρ∈R

(

f1(n)∈Wω×2ω×R ∧
(

f1(n), α, β, ρ
)

/∈Cω×2ω×R

)

∨

ρ∈N(R, p)

is ∆
1
1 in (α, β, n, p).

• Finally, the mapF is ∆
1
1-recursive and is as required. �

4 First consequences

(A) Universal sets

- We first recall some material from [K2]. The first result can be found in Section 23.F (see also [Za]).

Theorem 4.1 (Zahorski) LetB be a subset of[0, 1]. The following are equivalent:

(a) there areS ∈Σ
0
2 andP ∈Π

0
3 with m(P ) = 1, wherem is the Lebesgue measure on[0, 1], such

thatB=S ∩ P ,

(b) there isf ∈C([0, 1]) withB= {x∈ [0, 1] | f ′(x) exists} (we consider only one-sided derivatives
at the endpoints).

The second result is 23.23.
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Theorem 4.2 LetG be aGδ subset of(0, 1) withm(G)=0. Then

{(f, x)∈C([0, 1])×G | f ′(x) exists}

isC([0, 1])-universal forΠ0
3(G).

- We prove results in that spirit here.

Theorem 4.3 LetB be a subset of2ω. Then the following are equivalent:

(a)B is Σ
0
3 and hasλ-measure zero,

(b) there isf ∈M withB={β∈2ω | osc(f, β)>0}.

Proof. (a) ⇒ (b) Write B =
⋃

n∈ω Gn, where theGn’s areGδ. Lemma 2.7 gives, for eachn, a
martingalefn with Gn =D(fn) and{osc(fn, β) | β ∈ 2ω}⊆{0} ∪ [12 , 1]. Lemma 2.8 givesf ∈M
with D(f)=B.

(b)⇒ (a) We already noticed in the introduction thatB isΣ0
3. By Doob’s theorem,B hasλ-measure

zero (see [D]). �

Corollary 4.4 LetG be aGδ subset of2ω with λ(G)= 0. Then{(f, β)∈M×G | osc(f, β)> 0} is
M-universal forΣ0

3(G).

For example,{β∈2ω | ∀n∈ω β(2n)=0} is aΠ 0
1 copy of2ω and hasλ-measure zero.

(B) Complete sets

- By 33.G in [K2], there is a uniform version of Zahorski’s theorem, which allows to prove the
following result

Theorem 4.5 (Mazurkiewicz) The set of differentiable functions inC([0, 1]) isΠ1
1-complete.

- Here again, there is a result in that spirit.

Theorem 4.6 The setP :={f ∈M | ∀β∈2ω osc(f, β)=0} is Π
1
1-complete.

Notation. Let K := {β ∈ 2ω | ∀n∈ω β(2n) = 0}, which is aΠ 0
1 copy of the Cantor space2ω with

λ(K)=0. In particular,K is a nonemptyGδ ∩∆
1
1 subset of2ω.

Proof. LetU ∈Π
1
1 (ω

ω×2ω) beωω-universal for the co-analytic subsets of2ω, and

Π:={α∈ωω |
(

(α)0, (α)1
)

∈U}.

Note thatΠ∈Π
1
1 . If P ∈Π

1
1(2

ω), thenP =Uα for someα∈ ωω, so that the mapβ 7→< α, β > is
a continuous reduction ofP to Π andΠ is Π

1
1-complete. LetH ∈Π

0
2 (ω

ω×2ω) with ¬Π=Π0[H].
We setG :=

{

(α, β)∈ωω×2ω |
(

α, (β)1
)

∈H ∧ β∈K
}

, so thatG∈∆
1
1(ω

ω×2ω), hasGδ vertical
sections andG⊆ωω×K. Lemma 3.10 givesF :ωω→M Borel such thatGα=VF (α) for eachα∈ωω.
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Thus

α /∈Π ⇔ ∃β∈2ω (α, β)∈H ⇔ ∃β∈2ω (α, β)∈G ⇔ ∃β∈2ω
(

F (α), β
)

∈V ⇔ F (α) /∈P.

ThusΠ=F−1(P) andP is BorelΠ1
1-complete. By 26.C in [K2],P is Π

1
1-complete. �

- We now prove Theorem 1.8. LetX be a metrizable compact space andY be a Polish space. We
equipC(X,Y ) with the topology of uniform convergence, so that it is a Polish space (see 4.19 in
[K2]). We use the mapψ defined before Theorem 1.8.

Theorem 4.7 (a) The setP1 :=
{

(fk)k∈ω∈Pω |
(

ψ(fk)
)

k∈ω
pointwise converges

}

isΠ1
1-complete.

(b) The setP2 :=
{

(fk)k∈ω∈Pω |
(

ψ(fk)
)

k∈ω
pointwise converges to zero

}

isΠ1
1-complete.

(c) The setS :=
{

(fk)k∈ω ∈ Pω | ∃γ ∈ ωω
(

ψ(fγ(i))
)

i∈ω
pointwise converges to zero

}

is Σ
1
2-

complete.

Proof. We defineϕ :C(2ω , [0, 1])→M by ϕ(h)(s) :=
ffl

Ns
h dλ. As in the proof of Lemma 2.7,ϕ is

well-defined. It is also continuous, and injective: ifh 6=h′, then we can findq∈ω ands∈ 2<ω such
thath(β)−h′(β)>2−q for eachβ∈Ns or h′(β)−h(β)>2−q for eachβ∈Ns, so that

|ϕ(h)(s)−ϕ(h′)(s)|=
1

λ(Ns)
|

ˆ

Ns

h dλ−

ˆ

Ns

h′ dλ|≥2−q.

This implies that the rangeR of ϕ is Borel andψ := ϕ−1 : R → C(2ω , [0, 1]) is Borel. As every
continuous maph :2ω→ [0, 1] is τ -continuous,

lim l→∞ ϕ(h)(β|l)= lim l→∞

 

Nβ|l

h dλ=h(β)

for eachβ ∈ 2ω, by Lemma 2.6. This implies thatf ∈ P andψ(f)(β) = liml→∞ f(β|l) for each
β∈2ω if f ∈R.

(a) Note that the proof of 33.11 in [K2] shows that the set

P1 :=
{

(hk)k∈ω∈
(

C(2ω, [0, 1])
)ω

| (hk)k∈ω pointwise converges
}

is Π
1
1-complete. AsE :=

{

(fk)k∈ω ∈ Rω |
(

ψ(fk)
)

k∈ω
pointwise converges

}

= (ψω)−1(P1), the
equalitiesP1=(ϕω)−1(E)=(ϕω)−1(P1) hold andP1 is Π

1
1-complete.

(b) We argue as in (a).

(c) As in [B-Ka-L], the set

S :=
{

(hk)k∈ω∈
(

C(2ω, [0, 1])
)ω

| ∃γ∈ωω
(

hγ(i)
)

i∈ω
pointwise converges to zero

}

,

is Σ
1
2-complete. Indeed, fixQ∈Σ

1
2(2

ω).
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Lemma 2.2 in [B-Ka-L] gives(gk)k∈ω∈
(

C(2ω×2ω, 2)
)ω

such that, for eachδ∈2ω, the following
are equivalent:

(i) δ∈Q,

(ii) ∃γ∈ωω ∀β∈2ω limi→∞ gγ(i)(δ, β)=0.

We define,g : 2ω→
(

C(2ω , [0, 1])
)ω

by g(δ)(k)(β) :=gk (δ, β). Theng is continuous and reduces
Q to S. As

E ′ :=
{

(fk)k∈ω∈Rω | ∃γ∈ωω
(

ψ(fγ(i))
)

i∈ω
pointwise converges to zero

}

=(ψω)−1(S),

S=(ϕω)−1(E ′)=(ϕω)−1(S) andS isΣ1
2-complete. �

5 Universal and complete sets in the spacesC(2ω, X)

- It is known that ifΓ is a self-dual Wadge class andX is a Polish space, then there is no set which
isX-universal for the subsets ofX in Γ (see 22.7 in [K2]). This is no longer the case if the space of
codes is different from the space of coded sets.

Proposition 5.1 Let X be a Polish space,Γ be a Wadge class with complete setC ∈ Γ(X), and
UΓ :={(h, β)∈C(2ω ,X)×2ω | h(β)∈C}. ThenUΓ is C(2ω,X)-universal for theΓ subsets of2ω.

Proof. As the evaluation map(h, β) 7→h(β) is continuous,UΓ∈Γ. If A∈Γ(2ω), thenA=h−1(C)
for someh∈C(2ω,X), so thatA=UΓ

h . �

We will partially strengthen this result to get our uniform universal sets.

- Recall that it is proved in [K3] that a BorelΠ1
1-complete set is actuallyΠ1

1-complete. In fact,
Kechris’s proof shows the result for the classesΠ

1
n. Our main tool is a uniform version of this.

Kechris’s result has recently been strengthened in [P] as follows.

Theorem 5.2 (Pawlikowski) Letn≥1 be a natural number, andC⊆X⊆2ω. If Borel functions from
2ω intoX give as preimages ofC all Π1

n subsets of2ω, then so do continuous injections.

The main tool mentioned above is the following:

Theorem 5.3 Let n ≥ 1 be a natural number,UΠ
1
n,2

ω
be a suitableωω-universal set for theΠ1

n

subsets of2ω, X be a recursively presented Polish space,C ∈ Π
1
n (X), R : ωω×ωω → ωω be a

recursive map, andb :ωω→X be a∆1
1-recursive map such that

(α, β)∈UΠ
1
n,2

ω

⇔ b
(

R(α, β)
)

∈C

for each(α, β)∈ωω×2ω. Then there is a∆1
1-recursive mapf :ωω→C(2ω,X) such that

(α, β)∈UΠ
1
n,2

ω

⇔ f(α)(β)∈C

for each(α, β)∈ωω×2ω.
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- We first recall some material from [K3].

Definition 5.4 (a) Acoding systemfor nonempty perfect binary trees is a pair(D,O), whereD⊆2ω

andO :D→{T ∈22
<ω

| T is a nonempty perfect binary tree} is onto.

(b) A coding system(D,O) is nice if

(i) for anyα∈ωω and any∆1
1(α)-recursive mapH :2ω×2ω→ω, we can findβ∈D ∩∆

1
1(α) and

k∈ω such thatH(β, δ)=k for eachδ in the body[O(β)] of O(β),

(ii) D isΠ 1
1 and, forβ∈D, the relation

R(m,β) ⇔ Seq(m) ∧
(

(m)0, ..., (m)lh(m)−1

)

∈O(β)

is ∆
1
1, i.e., there areΠ 1

1 relationsΠ0,Π1 such thatR(m,β) ⇔ Π0(m,β) ⇔ ¬Π1(m,β) if β∈D.

Nice coding systems exist. Ifβ ∈D, then there is a canonical homeomorphismβ∗ from [O(β)]
onto2ω. We now check that the construction ofβ∗ is effective.

Lemma 5.5 (a) The partial functione : (β, δ) 7→β∗(δ) isΠ 1
1 -recursive on itsΠ 1

1 domain

Domain(e) :={(β, δ)∈D×2ω | δ∈ [O(β)]}.

(b) The partial functionι : (β, γ) 7→ the uniqueδ ∈ [O(β)] with β∗(δ)= γ is Π
1
1 -recursive on itsΠ 1

1

domainD×2ω.

Proof. (a) We define aΠ 1
1 relationQ onω2×(2ω)2 by

Q(p, p′, β, δ) ⇔
(

(

∀ε∈2 Π0((δ|p′)ε, β)
)

∧
(

∀p≤p′′<p′ ∃ε∈2 Π1((δ|p′′)ε, β)
)

)

.

Note that

β∗(δ)(n)=ε ⇔

{

∃l∈ω Seq(l) ∧ lh(l)=n+1 ∧ δ
(

(l)n
)

=ε ∧ Q
(

0, (l)0, β, δ
)

∧
∀m<n (l)m<(l)m+1 ∧ Q

(

(l)m+1, (l)m+1, β, δ
)

if β∈D. The proof of (b) is similar. �

- Let X be a recursively presented Polish space, anddX and (rXn )n∈ω be respectively a distance
function and a recursive presentation ofX. We now give arecursive presentation ofC(2ω,X),
equipped with the usual distance defined by

d(h, h′) :=supβ∈2ω dX
(

h(β), h′(β)
)

,

since this is not present in [M]. We define, by primitive recursion, a recursive mapν :ω→ω such that
ν(i) enumerates{s∈2<ω | |s|= i}. We first setν(0) :=1=<>. Then

ν(i+1)=k ⇔ Seq(k) ∧ lh(k)=2i+1 ∧ ∀l<2i ∀ε∈2 (k)ε2i+l=s
(

(

ν(i)
)

l

)

ε.

If Seq(n) and lh(n)=2i for somei (<n), then we definehn :2ω→X by hn(β) :=rX(n)l if

β|i=sil :=s
(

(

ν(i)
)

l

)

.

If ¬Seq(n) or lh(n) 6= 2i for eachi, then we definehn : 2ω →X by hn(β) := rX0 if β ∈ 2ω. In any
case,hn∈C(2ω,X) and takes finitely many values.
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Lemma 5.6 LetX be a recursively presented Polish space. Then the sequence(hn)n∈ω is a recursive
presentation ofC(2ω,X), equipped withd.

Proof. We have to see that(hn) is dense inC(2ω,X). So leth ∈ C(2ω ,X), ǫ > 0 andm ∈ ω with
2−m< ǫ

2 . As h is uniformly continuous, there isi∈ω such thatdX
(

h(β), h(δ)
)

< 2−m if β|i= δ|i.
We choose, for eachl<2i, nl∈ω such thatdX

(

rXnl
, h(sil0

∞)
)

<2−m. We setn :=< n0, ..., n2i−1 >.
If β∈2ω andβ|i=sil , thendX

(

h(β), hn(β)
)

≤dX
(

h(β), h(sil0
∞)

)

+dX
(

h(sil0
∞), rXnl

)

≤2−m+2−m,
so thatd(h, hn)<ǫ. It is routine to check that the relations “d(hm, hn)≤

p
q+1 ” and “d(hm, hn)<

p
q+1 ”

are recursive in(m,n, p, q). �

We saw in the proof of Proposition 5.1 that the evaluation map(h, β) 7→h(β) is continuous from
C(2ω ,X)×2ω intoX. We can say more ifX is recursively presented.

Lemma 5.7 LetX be a recursively presented Polish space. Then the evaluation map is recursive.

Proof. Note that

h(β)∈N(X,n) ⇔ dX
(

h(β), rX((n)1)0

)

< ((n)1)1
((n)1)2+1

⇔ ∃m, i, l∈ω Seq(m) ∧ lh(m)=2i ∧ β|i=sil ∧ (m)l=
(

(n)1
)

0
∧

d(h, hm)< ((n)1)1
((n)1)2+1 ,

which gives the result. �

- We then strengthen 7A.3 in [M] aboutprimitive recursion as follows. IfZ, Y are recursively
presented Polish spaces,g : Z → Y andh : Y ×ω×Z→ Y areΠ 1

1 -recursive andf : ω×Z→ Y is
defined by

{

f(0, z) :=g(z),
f(n+1, z) :=h

(

f(n, z), n, z
)

,

thenf is alsoΠ 1
1 -recursive. Ifm :Z→Z is Π

1
1 -recursive, then the proof of 7A.3 in [M] shows that

the mapf ′ :ω×Z→Y defined by
{

f ′(0, z) :=g(z),

f ′(n+1, z) :=h
(

f ′
(

n,m(z)
)

, n, z
)

,

is alsoΠ 1
1 -recursive. As in 7A.5 in [M], this can be extended to partialfunctions which areΠ 1

1 -
recursive on their domain.

- We are ready for the proof of our main tool.

Proof of Theorem 5.3.3E.6 in [M] providesπ :ωω→X recursive,F ∈Π
0
1 (ω

ω) and a∆1
1-recursive

injection ρ :X→ ωω such thatπ|F is injective,π[F ] =X andρ is the inverse ofπ|F . Let us show
that the mapµ :h 7→π ◦ h is ∆

1
1-recursive fromC(2ω , ωω) into C(2ω ,X). More generally, letY be a

recursively presented Polish space, andψ :Y →C(2ω,X). Note that

ψ(y)∈N
(

C(2ω ,X), n
)

⇔ d
(

ψ(y), h((n)1)0
)

< ((n)1)1
((n)1)2+1

⇔ ∃m∈ω supβ∈2ω dX
(

ψ(y)(β), h((n)1 )0(β)
)

< ((m)1)1
((m)1)2+1<

((n)1)1
((n)1)2+1

⇔ ∃m∈ω ∀β∈2ω dX
(

ψ(y)(β), h((n)1)0(β)
)

< ((m)1)1
((m)1)2+1<

((n)1)1
((n)1)2+1

andh((n)1)0(β)=r
X
g(n,β) for some recursive mapg :ω×2ω→ω.
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In the present case,Y =C(2ω, ωω) andψ(y)(β)=π
(

y(β)
)

. Thus

dX
(

ψ(y)(β), h((n)1 )0(β)
)

< ((m)1)1
((m)1)2+1 ⇔ dX

(

π
(

y(β)
)

, rX
g(n,β)

)

< ((m)1)1
((m)1)2+1

⇔ π
(

y(β)
)

∈N
(

X,
〈

0, <g(n, β),
(

(m)1
)

1
,
(

(m)1
)

2
>
〉)

⇔
(

y(β),
〈

0, <g(n, β),
(

(m)1
)

1
,
(

(m)1
)

2
>
〉)

∈Gπ,

whereGπ is theΣ 0
1 neighborhood diagram ofπ. As the evaluation map is recursive,h 7→ π ◦ h is

Π
1
1 -recursive and total, and thus∆1

1-recursive.

• Let us show that there is a∆1
1-recursive mapf :ωω →C(2ω ,X) such thatUΠ

1
n,2

ω

α =
(

f(α)
)−1

(C)
for eachα∈ωω. We adapt the proof of the main result in [K3]. We setA :=π−1(C). AsC∈Π

1
n(X),

A∈Π
1
n(ω

ω). If < β0, δ0 >∈ 2ω, then we inductively define, fori∈ω, mi, β
i+1, δi+1 as follows. If

(βi, δi) is given and in Domain(e), then(βi)∗(δi)=< xi, β
i+1, δi+1 > and

mi :=

{

the location of the first 0 inxi if it exists,
2 otherwise.

We then setQ :=
{

(α,< β0, δ0 >) ∈ωω×2ω | ∀i∈ω (βi, δi) ∈Domain(e) ∧
(

α, (mi)
)

∈UΠ
1
n,2

ω}

andB∗ :=Qα, so thatQ ∈Π
1
n (ω

ω×2ω) andβ ∈B∗ ⇔ (α, β) ∈Q for each(α, β)∈ωω×2ω (note
thatB∗ depends onα, but we denote it like this to keep the notation of [K3]). We define I :ωω→2ω

by I(α) :=0α(0)10α(1)1... Note thatI a∆1
1-recursive injection onto theΠ 0

2 set

P∞ :={β∈2ω | ∀p∈ω ∃q≥p β(q)=1},

so that there is a∆1
1-recursive mapφ :2ω→ωω which is the inverse ofI onP∞. We set

Q′ :=
{

δ∈2ω | (δ)0∈P∞ ∧
(

φ
(

(δ)0
)

, (δ)1

)

∈Q
}

,

so thatQ′∈Π
1
n (2

ω). AsUΠ
1
n,2

ω
is suitable, there isαQ∈ωω recursive withQ′=U

Π
1
n,2

ω

αQ . Note that

β∈B∗ ⇔ (α, β)∈Q ⇔< I(α), β >∈Q′ ⇔ (αQ, < I(α), β >)∈UΠ
1
n,2

ω

⇔ b
(

R(αQ, < I(α), β >)
)

∈C ⇔ ρ
(

b
(

R(αQ, < I(α), β >)
)

)

∈A.

We setG := ρ
(

b
(

R(αQ, < I(α), . >)
)

)

, so thatG : 2ω →ωω is ∆
1
1(α)-recursive and< β0, δ0 > is

in B∗ if and only ifG(< β0, δ0 >)∈A.

• As in [K3], we can findF :2<ω→(2ω×ω)<ω satisfying the following properties:

(1) t⊆ t′ ⇒ F (t)⊆F (t′)
(2) |F (t)|= |t|+1
(3) (i) if F (∅)=(β0, k0), thenβ0∈D ∧ ∀δ0∈ [O(β0)] G(< β0, δ0 >)(0)=k0

(ii) if F (ε0, ..., εn)=(β0, k0, β
1, k1, ..., β

n+1, kn+1), then
(a) ∀i≤n+1 βi∈D
(b) for all δn+1∈ [O(βn+1)], if δn, ..., δ0 are the uniquely determined members of
[O(βn)], ..., [O(β0)] such that∀i≤n (βi)∗(δi)=< εi, β

i+1, δi+1 > , where
εi=1εi01∞, then∀i≤n+1 G(< β0, δ0 >)(i)=ki.

28



We will need an effective version of this, so that we give the details of the construction ofF . In
fact, theβi’s involved in the definition ofF can be∆1

1(α). In order to see this, we first define

H0 :2
ω×2ω→ω

by H0(β, δ) :=G(< β, δ >)(0). AsG is ∆
1
1(α)-recursive,H0 too, and the niceness of the coding

system givesβ0 ∈D ∩ ∆
1
1(α) andk0 ∈ ω such thatG(< β0, δ0 >)(0) = k0 for eachδ0 ∈ [O(β0)].

Now suppose thatn∈ω, (ε0, ..., εn) andF (ε0, ..., εn−1)=(β0, k0, ..., β
n, kn) are given. We define

Hn+1 :2
ω×2ω→ω

as follows. Given(β, δ)∈2ω×2ω, let δn, ..., δ0 be the uniquely determined members of[O(βn)], ...,
[O(β0)] resp., such that(βn)∗(δn) =< εn, β, δ >, and(βi)∗(δi) =< εi, β

i+1, δi+1 > if i < n. Put
Hn+1(β, δ) :=G(< β0, δ0 >)(n+1). AsHn+1 is ∆1

1(α) (it is total andΠ 1
1 (α)-recursive sinceι is

Π
1
1 -recursive), the niceness of the coding system givesβn+1 ∈D ∩ ∆

1
1(α) andkn+1 ∈ ω such that

G(< β0, δ0 >)(n+1)=kn+1 for eachδn+1∈ [O(βn+1)]. Then

F (ε0, ..., εn) :=(β0, k0, ..., β
n+1, kn+1),

so thatF is as desired. So we can assume that theβi’s are∆1
1(α) in the conditions required forF .

• By [K3] again, the maphα : (εi) 7→ (ki) is continuous andUΠ
1
n,2

ω

α = h−1
α (A). As this is not too

long to prove, we give the details for completeness. The maphα is in fact more than continuous: it is
Lipschitz, by definition. Fix(εi). We applyF to the initial segments of(εi), which gives(βi). For
eachn, we define perfect setsCn

0 , Cn
1 , ...,Cn

n ⊆2ω with Cn
i ⊆ [O(βi)] if i≤n, as follows:

Cn
n :={δn∈ [O(βn)] | ∃δn+1∈2ω (βn)∗(δn)=< εn, β

n+1, δn+1 >},
Cn
n−1 :={δn−1∈ [O(βn−1)] | ∃δn∈Cn

n (βn−1)∗(δn−1)=< εn−1, β
n, δn >},

...
Cn
0 :={δ0∈ [O(β0)] | ∃δ1∈Cn

1 (β0)∗(δ0)=< ε0, β
1, δ1 >}.

Note that

(4) δ0 ∈Cn
0 ⇒ < βi, δi >∈Domain(e) for eachi≤n, whereδ1, ...,δn are computed according

to the formula in(3).(ii).(b),

(5) n′≥n⇒ ∀i≤n Cn′

i ⊆Cn
i .

This implies that[O(β0)]⊇C0
0 ⊇C

1
0 ⊇C

2
0 ⊇ ... and

⋂

n∈ω Cn
0 contains someδ0. Note that< βi, δi >

is in Domain(e), and(βi)∗(δi)=< εi, β
i+1, δi+1 > for eachi∈ω. By (3).(ii).(b),

G(< β0, δ0 >)=ki

for eachi∈ω. As< β0, δ0 >∈B∗ ⇔ G(< β0, δ0 >)∈A,

(

∀i∈ω < βi, δi >∈Domain(e) ∧ (εi)∈UΠ
1
n,2

ω

α

)

⇔ (ki)∈A.

As< βi, δi > is in Domain(e) for eachi∈ω, (εi)∈U
Π

1
n,2

ω

α ⇔ hα
(

(εi)
)

=(ki)∈A.
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• So we found, for eachα∈ωω, hα∈C(2ω, ωω) such thatUΠ
1
n,2

ω

α =(π ◦hα)
−1(C)=

(

µ(hα)
)−1

(C).
It remains to see that the mapψ : α 7→ hα, from ωω into C(2ω, ωω), can be∆1

1-recursive (thenf
will be µ ◦ ψ). By the previous discussion, it is enough to see that the relation “ki = k” is ∆

1
1 in

(

α, (εi), i, k
)

∈ωω×2ω×ω2.

• We will define, by primitive recursion, a∆1
1-recursive mapf̃ : ω×ωω×2ω → 2ω×ω such that

f̃
(

n, α, (εi)
)

will be of the form(< β̃0, ..., β̃n, β̃n, ... >,< k̃0, ..., k̃n >) and can play the role of
F (ε0, ..., εn−1). We first set

P :=
{

(

α, (εi), β, k
)

∈ωω×(2ω)2×ω |

∀i∈ω (β)i=(β)0∈D ∩∆
1
1(α) ∧ ∀δ∈

[

O
(

(β)0
)]

G(< (β)0, δ >)(0)=k
}

.

Note thatP isΠ 1
1 and for any

(

α, (εi)
)

∈ωω×2ω there is(β, k)∈2ω×ω such that
(

α, (εi), β, k
)

∈P .
The uniformization lemma gives a∆1

1-recursive map̃g :ωω×2ω→2ω×ω such that

(

α, (εi), g̃
(

α, (εi)
)

)

∈P

for each
(

α, (εi)
)

∈ωω×2ω. Then we set

D :=
{

(

β, p, n, α, (εi)
)

∈2ω×ω2×ωω×2ω | Seq(p) ∧ lh(p)=n+1 ∧ ∀q∈ω (β)q∈D ∩∆
1
1(α)

}

.

Note thatD is Π
1
1 , as well as

R :=
{

(

β, p, n, α, (εi), β
′, k′

)

∈D×2ω×ω | ∀i>n (β′)i=(β′)n+1∈D ∩∆
1
1(α) ∧

Seq(k′) ∧ lh(k′)=n+2 ∧ ∀i≤n (β′)i=(β)i ∧ (k′)i=(p)i ∧

∀δ∈2ω
(

∃i≤n+1 (δ)i /∈
[

O
(

(β′)i
)]

∨ ∃i≤n (β′)∗i
(

(δ)i
)

6=< εi, (β
′)i+1, (δ)i+1 > ∨

∀i≤n+1 G
(

< (β′)0, (δ)0 >
)

(i)=(k′)i

)}

.

Moreover, for each
(

β, p, n, α, (εi)
)

∈D=Π2ω×ω2×ωω×2ω [R] there is(β′, k′)∈
(

2ω ∩ ∆
1
1(α)

)

×ω
such that

(

β, p, n, α, (εi), β
′, k′

)

∈R. The uniformization lemma gives a partial map

h̃ :2ω×ω2×ωω×2ω→2ω×ω

which isΠ 1
1 -recursive on its domainD, and such that

(

β, p, n, α, (εi), h̃
(

β, p, n, α, (εi)
)

)

∈ R if
(

β, p, n, α, (εi)
)

∈D. This implies that the partial map̃f defined by

{

f̃
(

0, α, (εi)
)

:= g̃
(

α, (εi)
)

,

f̃
(

n+1, α, (εi)
)

:= h̃
(

f̃
(

n, α, (εi)
)

, n, α, (εi)
)

,

is Π
1
1 -recursive.
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Moreover, an induction shows that
(

f̃
(

n, α, (εi)
)

, n, α, (εi)
)

∈D for each
(

n, α, (εi)
)

, so thatf̃

is in fact total, and thus∆1
1-recursive. More precisely,̃f

(

n, α, (εi)
)

is of the form

(< β0, ..., βn, βn, ... >,< k0, ..., kn >),

where(ε0, ..., εn−1) 7→(β0, k0, ..., β
n, kn) satisfies the properties (1)-(3) ofF . It remains to note that

ki= f̃
(

i, α, (εi)
)

(1)(i). �

- We now prove the consequences of our main tool.

Definition 5.8 Let Γ be a class of subsets of recursively presented Polish spaces, Γ be the corre-
sponding boldface class,X,Y be recursively presented Polish spaces, andU ∈Γ(Y×X). We say that
U is effectively uniformly Y -universal for the Γ subsets ofX if the following hold:

(1) Γ(X)={Uy | y∈Y },

(2) Γ(X)={Uy | y∈Y ∆
1
1-recursive},

(3) for eachS∈Γ(ωω×X), there is a Borel mapb :ωω→Y such thatSα=Ub(α) for eachα∈ωω,

(4) for eachS∈Γ(ωω×X), there is a∆1
1-recursive mapb :ωω→Y such thatSα=Ub(α) for each

α∈ωω.

Notation. Let UΠ
1
1,2

ω
∈ Π

1
1 be a goodωω-universal for theΠ1

1 subsets of2ω, X1 be a recursively
presented Polish space, andC1 be aΠ 1

1 subset ofX1 for which there is a∆1
1-recursive mapb :ωω→X1

such that
(α, β)∈UΠ

1
1,2

ω

⇔ b(< α, β >)∈C1

if (α, β)∈ωω×2ω. We define, for each natural numbern≥1,

• Xn+1 :=C(2ω ,Xn) (inductively),

• Cn+1 :={h∈Xn+1 | ∀β∈2ω h(β) /∈Cn} (inductively),

• Un :={(h, β)∈Xn+1×2ω | h(β)∈Cn}.

Theorem 5.9 Letn≥1 be a natural number. Then

(a) the setUn is effectively uniformlyXn+1-universal for theΠ1
n subsets of2ω,

(b) the setCn isΠ1
n-complete.

Proof. We argue by induction onn.

(a) Assume first thatn = 1, and fixS ∈ Π
1
1(ω

ω×2ω). Our assumption givesb1 : ωω → X1. As
UΠ

1
1,2

ω
∈Π

1
1 is a goodωω-universal for theΠ1

1 subsets of2ω, there is by Theorem 5.3 a∆1
1-recursive

mapf1 :ωω→C(2ω ,X1) such that(α, β)∈UΠ
1
1,2

ω
⇔ f1(α)(β)∈C1 if (α, β)∈ωω×2ω. LetαS∈ω

ω

with S=U
Π

1
1,ω

ω×2ω

αS . Note that

(α, β)∈S⇔
(

R(αS , α), β
)

∈UΠ
1
1,2

ω
⇔ f1

(

R(αS , α)
)

(β)∈C1 ⇔
(

f1
(

R(αS , α)
)

, β
)

∈U1.

As C1 is Π
1
1 , U1 too. If A ∈ Π

1
1(2

ω), thenA = U
Π

1
1,2

ω

α for someα ∈ ωω. Applying the previous
discussion toS :=UΠ

1
1,2

ω
, we getA=(U1)f1(R(αS ,α)), so thatU1 isX2-universal for theΠ1

1 subsets
of 2ω, effectively and uniformly.
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We now studyUn+1. Fix S ∈Π
1
n+1(ω

ω×2ω). Let UΠ
1
n,2

ω
be a goodωω-universal for theΠ1

n

subsets of2ω. We setVΠ
1
n+1,2

ω

:=
{

(α, β) ∈ ωω×2ω | ∀δ ∈ 2ω
(

R(α, β), δ
)

/∈ UΠ
1
n,2

ω}

, so that

VΠ
1
n+1,2

ω

is a suitableωω-universal for theΠ1
n+1 subsets of2ω. Moreover, the induction assumption

gives a∆1
1-recursive mapbn+1 :ω

ω→Xn+1 such that

(α, β)∈VΠ
1
n+1,2

ω

⇔ ∀δ∈2ω
(

R(α, β), δ
)

/∈UΠ
1
n,2

ω
⇔ ∀δ∈2ω

(

bn+1

(

R(α, β)
)

, δ
)

/∈Un

⇔ ∀δ∈2ω bn+1

(

R(α, β)
)

(δ) /∈Cn ⇔ bn+1

(

R(α, β)
)

∈Cn+1

Theorem 5.3 gives a∆1
1-recursive mapfn+1 such that(α, β) ∈ VΠ

1
n+1,2

ω

⇔ fn+1(α)(β) ∈ Cn+1 if
(α, β)∈ωω×2ω. Let

Q∈Π
1
n(ω

ω×2ω×2ω)⊆Π
1
n(ω

ω×ωω×2ω)

such that(α, β)∈S ⇔ ∀δ∈2ω (α, β, δ) /∈Q, andαQ∈ωω such thatQ=U
Π

1
n,ω

ω×ωω×2ω

αQ . Note that

(α, β)∈S⇔ ∀δ∈2ω
(

R
(

R′(αQ, α), β
)

, δ
)

/∈UΠ
1
n,2

ω
⇔

(

R′(αQ, α), β
)

∈VΠ
1
n+1,2

ω

⇔ fn+1

(

R′(αQ, α)
)

(β)∈Cn+1 ⇔
(

fn+1

(

R′(αQ, α)
)

, β
)

∈Un+1.

As Cn∈Π
1
n , Cn+1∈Π

1
n+1 andUn+1∈Π

1
n+1. If A∈Π

1
n+1(2

ω), thenA=U
Π

1
n+1,2

ω

α for someα∈ωω.

Applying the previous discussion toS :=UΠ
1
n+1,2

ω

, we getA=(Un+1)fn+1(R′(αQ,α)), so thatUn+1

isXn+2-universal for the analytic subsets of2ω, effectively and uniformly.

(b) By definition,C1 ∈ Π
1
1 , andCn+1 ∈ Π

1
n+1 if Cn ∈ Π

1
n . Assume first thatE ∈ Π

1
n(2

ω). Then
E = (Un)h for someh∈C(2ω,Xn), by (a). ThusE = h−1(Cn). If Z is a zero-dimensional Polish
space andD∈Π

1
n(Z), then we may assume thatZ is aGδ subset of2ω by 7.8 in [K2], so that

D∈Π
1
n(2

ω). The previous discussion givesg∈C(2ω ,Xn) withD=g−1(Cn). ThusD=(g|Z)
−1(Cn)

andCn isΠ1
n-complete. �

Proof of Theorem 1.7.By Theorem 5.9, it is enough to show that ifUΠ
1
1,2

ω
∈ Π

1
1 is a goodωω-

universal set for theΠ1
1 subsets of2ω, then there is a∆1

1-recursive mapb :ωω → [0, 1]2
<ω

such that
(α, β) ∈ UΠ

1
1,2

ω
⇔ b(< α, β >) ∈ P if (α, β) ∈ ωω×2ω. Let H ∈ Π

0
2 (ω

ω×2ω×2ω) such that
¬UΠ

1
1,2

ω
=Πωω×2ω [H]. We setG :=

{

(α, β)∈ωω×2ω |
(

(α)0, (α)1, (β)1
)

∈H ∧ β∈K
}

, so that
G∈∆

1
1(ω

ω×2ω), hasGδ vertical sections andG⊆ωω×K. Lemma 3.10 gives a∆1
1-recursive map

F :ωω→ [0, 1]2
<ω

, taking values inM, and such thatGα=Vb(α) for eachα∈ωω. If (α, β)∈ωω×2ω,
then

(α, β) /∈UΠ
1
1,2

ω
⇔ ∃δ∈2ω (α, β, δ)∈H ⇔ ∃δ∈2ω (< α, β >, δ)∈G
⇔ ∃δ∈2ω

(

b(< α, β >), δ
)

∈V ⇔ b(< α, β >) /∈P.

This finishes the proof. �

Questions.LetU be aΠ 0
2 subset ofωω×2ω which is universal forΠ0

2(2
ω). We set

G :=
{

(α, β)∈ωω×K |
(

α, (β)1
)

∈U
}

.

Note thatG is aΠ 0
2 subset ofωω×2ω contained inωω×K which is universal forΠ0

2(K). Indeed, fix
H ∈Π

0
2(K). ThenH ′ :={γ∈2ω |< 0∞, γ >∈H} isΠ0

2, which givesα0∈ω
ω with H ′=Uα0 . Then

H=Gα0 .
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Let α 7→
(

(α)k
)

k∈ω
be a homeomorphism betweenωω and(ωω)ω, with inverse map

(αk)k∈ω 7→< α0, α1, ... > .

We setS′ :={α∈ωω | ∃γ∈ωω ∀i∈ω ∀β∈2ω β /∈G(α)γ(i)}. Note thatS′ isΣ 1
2 .

(1) Is S′ a BorelΣ1
2-complete set?

Assume that this is the case. Then the setS2 :={(fk)k∈ω ∈Mω | ∃γ∈ωω ∀i∈ω fγ(i)∈P} of
sequences of martingales having a subsequence made of everywhere converging martingales is Borel
Σ

1
2-complete. Indeed, Lemma 3.10 gives a Borel mapF : ωω →M such thatGα = VF (α) for each

α∈ωω. The mapF̃ :ωω→Mω defined byF̃ (α)(k) :=F
(

(α)k
)

is Borel. Moreover,

F̃ (α)∈S2 ⇔ ∃γ∈ωω ∀i∈ω ∀β∈2ω β /∈D
(

F
(

(α)γ(i)
)

)

⇔ ∃γ∈ωω ∀i∈ω ∀β∈2ω β /∈VF ((α)γ(i))

⇔ ∃γ∈ωω ∀i∈ω ∀β∈2ω β /∈G(α)γ(i)

⇔ α∈S′,

so thatS′= F̃−1(S2).

(2) Is there a Borel mapf :C(2ω , [0, 1])→ωω such that, for each(hk)k∈ω∈
(

C(2ω, [0, 1])
)ω

and each
β∈2ω, the following are equivalent:

(a) limk→∞ hk(β)=0,

(b) ∀k∈ω β /∈Gf(hk)?

Assume that this is the case. ThenS′ (and thereforeS2) is BorelΣ1
2-complete, and thusΣ1

2-
complete (see [P]). We defineF :

(

C(2ω , [0, 1])
)ω

→ωω by F
(

(hk)k∈ω
)

:=< f(h0), f(h1), ... >, so
thatF is Borel. Note that

F
(

(hk)k∈ω
)

∈S′ ⇔ ∃γ∈ωω ∀i∈ω ∀β∈2ω β /∈Gf(hγ(i))

⇔ ∃γ∈ωω ∀β∈2ω limi→∞ hγ(i)(β)=0

⇔ (hk)k∈ω∈S,

so thatS=F−1(S′).
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[Lu] J. Lukeš, The Lusin-Menchoff property of fine topologies,Comment. Math. Univ. Carolinae,
18, 3 (1977), 515-530
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