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PLPF-VSLAM: An Indoor Visual SLAM with

Adaptive Fusion of Point-Line-Plane Features

Jinjin Yan ID , Youbing Zheng* ID , Jinquan Yang ID , Lyudmila Mihaylova ID , Weijie Yuan ID , Fuqiang Gu ID

Abstract—Simultaneous Localization and Mapping (SLAM)
is required in many areas and especially visual-based SLAM
(VSLAM) due to the low cost and strong scene recognition
capabilities Conventional VSLAM relies primarily on features
of scenarios, such as point features, which can make mapping
challenging in scenarios with sparse texture. For instance, in
environments with limited (low- even non-) textures, such as
certain indoors, conventional VSLAM may fail due to a lack
of sufficient features. To address this issue, this paper proposes
a VSLAM system called visual SLAM that can adaptively fuse
Point-Line-Plane features (PLPF-VSLAM). As the name implies,
it can adaptively employ different fusion strategies on the point-
line-plane features for tracking and mapping. In particular, in
rich-textured scenes, it utilizes point features, while in non-
/low-textured scenarios, it automatically selects the fusion of
point, line, and/or plane features. PLPF-VSLAM is evaluated
on two RGB-D benchmarks, namely the TUM datasets and the
ICL NUIM datasets. The results demonstrate the superiority of
PLPF-VSLAM compared to other commonly used VSLAM sys-
tems. When compared to ORB-SLAM2, PLPFVSLAM achieves
an improvement in accuracy of approximately 11.29%. The
processing speed of PLPF-VSLAM outperforms PL(P)-VSLAM
by approximately 21.57%.

Index Terms—Visual SLAM; Tracking; Mapping; Non-/Low-
textured Scenarios.

I. INTRODUCTION

S
IMULTANEOUS Localization and Mapping (SLAM) is

the process of constructing or updating a model (map)

of an environment without prior knowledge while locating

itself in it simultaneously [1; 2; 3]. In other words, SLAM can

produce two results, environment models (maps), and locations

of agents. Agents of SLAM can be people, robots, or drones,

which are equipped with external sensors, such as LiDAR,

or cameras. With the wide application of robots, SLAM has

become a key technology for the autonomous navigation of

robots. According to the main external sensor for localiza-

tion and mapping, SLAM systems are generally categorized

into three types: LiDAR-based SLAM, visual-based SLAM

(VSLAM), and multi-sensor fusion SLAM. While LiDAR is

commonly used for SLAM, cameras (including monocular,
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stereo, and RGB-D cameras) offer advantages such as a

simple structure, low cost, strong scene recognition ability, and

the ability to capture rich texture information. Consequently,

VSLAM has gained significant attention in both academic and

industrial fields [4].

SLAM has been widely used in various fields such as

indoor autonomous navigation [5], virtual reality (VR) [6],

Augmented Reality (AR) [7]. Conventional VSLAM typically

relies on point features to track the movements of agents and

build maps, as this approach is simple and effective. However,

because images of non-textured or low-textured environments

(Figure 1) lack sufficient point features, conventional VSLAM

may suffer from some issues, such as tracking loss [8], failure

in loop detection stage [9]. To address these challenges,

researchers have been exploring alternative approaches. For

instance, to deal with tracking loss issues, they attempted

to develop point-line-plane-based VSLAM systems that can

combine line and plane features [13]. Additionally, some

researchers tried to employ deep learning-based techniques

for loop detection [10; 11; 12]. This paper only focuses

on the tracking loss issue, because loop detection is not

always a necessary step in all scenarios. Considering the

current attempts still face limitations in low-/non-textured

indoor environments. Consequently, further investigation and

development of VSLAM systems that can effectively operate

in such scenarios remain essential.

Inspired by that the conventional point-based VSLAM can

handle scenes with rich textures, and the structures of indoor

space (such as walls are perpendicular to the floors and

ceilings) can be used as an effective supplement a feature in

non-/low-textured areas, we propose a VSLAM system with

adaptive fusion of point-line-plane features (PLPF-VSLAM).

It is able to adaptively select proper feature fusion strategies

for localization and mapping, according to the texture richness

of scenes. For scenes with rich texture features, the system will

fuse point and line for tracking, and store such features in the

map for mapping. For scenes lacking texture features, it will

empty the point-line-plane fusion.

This paper is organized as follows. Section 2 provides

an overview of the current research on VSLAM. Section 3

presents the PLPF-VSLAM. Section 4 evaluates the PLPF-

VSLAM by using two RGB-D benchmarks, TUM dataset and

ICL NUIM dataset. Upon the results, conclusions and future

work are drawn in the final section.

II. RELATED WORK

In recent years, many different VSLAM systems have been

presented. According to the type of feature utilized, VSLAM
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(a) Rich-textured scene (b) Low-textured scene (c) Non-textured scene

Fig. 1. Three indoor scenes with different levels of texture richness.

can be categorized into three types: (i) point-feature-based VS-

LAM, P-VSLAM, (ii) line feature-based VSLAM, L-VSLAM

and (iii) VSLAM based on fusion of point, line, and/or plane

features, PL(P)-VSLAM. It should be noted that it is difficult

for a SLAM system to fulfill the accuracy requirements of

mapping and tracking solely based on plane features. Thus,

plane features are rarely used alone but are usually employed

together with the other two types of features.

A. P-VSLAM

P-VSLAM systems primarily rely on point features for

tracking and mapping. The commonly used point features in

P-VSLAM include Scale-Invariant Feature Transform (SIFT)

[14], Speeded Up Robust Features (SURF) [15], and Oriented

FAST and Rotated Brief (ORB) [16]. The processing meth-

ods of point features are highly developed, which makes P-

VSLAM becomes the current mainstream of VSLAM. There

are several classic P-VSLAM systems, such as PTAM system

[17], MonoSLAM [18], SVO (Semi-direct Visual Odometry)

[19]. In general, the PTAM system is regarded as the prototype

of P-VSLAM. This system brought three major innovations

to SLAM systems: it (i) replaces the traditional Kalman

filtering with nonlinear optimization; (ii) employs a keyframe

mechanism. That is, the system only needs to process the most

representative image, rather than each frame of an image,

which greatly improves the efficiency of the calculation;

(iii) to meet real-time requirements, separates the tracking

and mapping process by using a multi-threading mechanism.

However, because without considering the global loop closing,

the PTAM system is only applicable to small scenarios, and

its tracking process is easy to fail. Afterward, an open-source

VSLAM based on point feature named ORB-SLAM was

released, [20]. It employs the ORB feature, loop closing de-

tection mechanism, and the BOW model, which forms a very

complete framework of point-feature-based VSLAM. Because

ORB-SLAM is prone to tracking loss when the camera rotates

violently, on the basis of this version, the authors released

ORB-SLAM2 after two years [21]. This system can support

monocular, stereo, and RGB-D cameras. It realizes real-time

localization and mapping, in which the accuracy of localization

is at a centimeter-level. Hence, it is the most typical P-VSLAM

system. But it should be mentioned that this system is very

sensitive to dynamic objects and is easy to have tracking loss

in dynamic scenes.

B. L-VSLAM

In response to the limitations of P-VSLAM in non-/low-

textured scenarios, researchers began studying L-VSLAM.

Such a VSLAM utilizes line features as the primary source

of information for tracking and mapping. For instance, [22]

applied the line feature in the SLAM system, in which a

line is represented by two endpoints. Yet, this system is only

suitable for small scenes where entire line segment can be fully

captured. To address this limitation, [23] applied infinitely

long line segments to large scenes. This practice effectively

expands the applicable scenarios and further makes the process

of matching line segments between frames easier. However,

the initialization of line segments in space may fail in scenarios

with a large landmark space. Other than that, [24] proposed

a 3D line-based stereo VSLAM system, which employs two

different representations to parameterize 3D lines to obtain a

better result. Inevitably, this system also has shortcomings. In

particular, it is time-consuming in the straight line tracking

process as it is based on the optical flow method.

C. PL(P)-VSLAM

PL(P)-VSLAM incorporates a fusion of point, line, and/or

plane features to enhance tracking and mapping accuracy.

During the extraction and matching of line features, several

challenges may arise, such as unclear endpoint positions and

weak set constraints, leading to a high number of mismatches.

As a result, researchers shifted their focus towards fusion-

based VSLAM, which typically includes three types: point-

line (PL), point-plane (PP), and point-line-plane (PLP).

There are several PL-based VSLAM systems, such as LSD-

SLAM [25], monocular-based PL-SLAM [26; 27], Point-Line

Fusion (PLF)-SLAM [28], PLI-VINS [29]. The LSD-SLAM

[25] applied the direct method to semi-dense monocular in

SLAM, which achieved semi-dense scene reconstruction on

the CPU. But, this system is prone to tracking loss when

the camera moves quickly. The monocular-based PL-SLAM

proposed by [27] utilized fusion of point and line features

to the entire SLAM process. This system addresses tracking
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and matching problems of specific line segments by removing

outliers based on the comparisons of length and orientation of

line features. Similarly, [30] proposed a low-drift monocular

SLAM method for indoor scenes. In this system, the estimation

of rotation and translation are decoupled to reduce long-term

drift in indoor scenarios. In particular, it estimates a drift-

free rotation between cameras by using spherical mean-shift

clustering and a weak Manhattan world hypothesis [31]. And

then, the translation between the cameras is calculated based

on the features of points and lines.

VSLAM that uses plane features generally include PP-based

[32; 33; 34] and PLP-based VSLAM [35; 36; 37]. One of

the typical PP-based VSLAM systems was proposed by [33],

which takes the data from RGB-D camera as the input to

do localization and mapping in a low-textured scenario. This

system improves its accuracy and robustness by employing

structural imformation in the whole process. However, the

system assumes that plane edges should be intersections of

vertical planes, limiting its applicability in scenarios with

inclined planes. By fusion features of point, line, and plane,

the SLAM system presented by [36] decouples rotation and

translation, and then obtains the rotation of object drift by con-

structing a Manhattan world. This practice further improves

the accuracy of the system. Meanwhile, on the basis of an

instance-based meshing strategy, this system constructed dense

maps by dividing plane instances independently. However,

the initialization of building a Manhattan world needs three

pairs of perpendicular planes or lines. Thence, users need to

consider whether the scenario meets such a specific condition

before using it. PLP-SLAM [38] tightly incorporates the se-

mantic and geometric features (point, line and plane features)

to boost both frontend pose tracking and backend map opti-

mization. However, this method does not perform well in low-

textured environments. UPLP-SLAM [39] designed a mutual

association scheme for data association of point, line and

plane features, which not only considers the correspondence

of homogeneous features (i.e., point-point, line-line and plane-

plane pairs), but also includes the association of heterogeneous

features (i.e., point- line, point-plane and line-plane pairs).

By considering these cross-feature associations, UPLP-SLAM

aims to improve the accuracy of the SLAM system, even in

low-textured environments.

III. PLPF-VSLAM: VSLAM WITH ADAPTIVE FUSION OF

POINT-LINE-PLANE FEATURES

PLPF-VSLAM can adaptively select fusion strategies ac-

cording to the different characteristics of the scenarios. As

shown in Figure 2, PLPF-VSLAM has the same framework as

the conventional VSLAM [21], which includes three threads:

tracking, local mapping, and loop closing. Compared with

conventional VSLAM, the improvements happen in the track-

ing threads. In particular, taking the numbers of matched

features as a reference. Four new modes (Point Tracking

Mode, Point-Line Tracking Mode, Point-Plane Tracking Mode

and Point-Line-Plane Tracking Mode) are adaptively selected

for tracking process.

A. Tracking

In the PLPF-VSLAM system, RGB and depth images are

utilized as inputs. The tracking process involves estimating the

pose transformation between two frames of images. Initially,

point and line features are extracted from the RGB images,

while plane features are extracted from the depth images.

Meanwhile, incorrect feature matches are eliminated to ensure

accuracy. Once the feature extraction is completed, the system

constructs various projection error functions based on the

matching results and pre-defined thresholds. These projection

error functions capture the differences between the projected

and the actual observed features. By optimizing these pro-

jection errors, the system obtains the pose estimation results,

which represent the transformation between the two frames of

images.
1) Feature Extraction and Matching: ORB features are

commonly used in VSLAM systems due to their desirable

characteristics, such as invariance to rotation and scale, fast

extraction, and efficient matching. These characteristics con-

tribute to improved efficiency and performance in many sce-

narios. However, in non-textured or low-textured environ-

ments, the effectiveness of ORB features may be limited

because they struggle to extract sufficient point features for ac-

curate pose estimation. With that in mind, the PLPF-VSLAM

adds line feature extraction based on Line-Segment-Detector

(LSD) approach [40], and uses Line Band Descriptor (LBD)

[41] to describe the feature of line segments.

Indoor scenarios have a large number of non/low-textured

planes, but they show many structural features (e.g., vertical,

parallel). Such features also can be employed to improve

the stability of a VSLAM system. The approach presented

in [42] is employed to extract plane features (figure 3),

which includes three steps: (i) divide the point cloud in the

image into N nodes and remove the nodes with missing or

discontinuous depth information, (ii) cluster the eigenvalues

of each pixel in the image, and cluster the continuous blocks

with feature differences within the threshold range into the

same segmentation block, (iii) carry out iterative optimization

for each pixel to output parameters of plane features.

In this paper, a plane is described in the Hessian form, i.e.,

π = (nT, d)T. In this equation, n = (nx, ny, nz)
T, which

is the normal vector of the plane; d is the distance from the

camera’s optical center to the plane. In the process of matching

two plane features, two values are needed: one is the angle of

the normal vector between them, and another is the d of them.

Two conditions are used to determined if two planes can be

matched. One is if the angle between normal vectors of the

two plane is less than a threshold (i.e., |θ1 − θ2| ≤ tθ), and

another is if the distance between the two planes is less than

a threshold (i.e., |d1 − d2| ≤ td).
2) Pose Estimation: During the pose estimation process,

the detected 3D points, lines, and planes from the previous

frame are projected onto the current frame. This projection is

done using the estimated pose transformation between the two

frames. By projecting the features, their positions in the current

frame can be estimated. To evaluate the accuracy of the pose

estimation, a re-projection error is calculated by comparing

the projected features with the corresponding features that
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Fig. 2. The framework of the PLPF-VSLAM.

(a) Plane extraction of lr-kt0 sequence.

(b) Plane extraction of of-kt0 sequence.

Fig. 3. Plane extraction of two sequences in the ICL NUIM dataset.

detected directly in the current frame. This re-projection error

is used to construct an error function, which represents the

differences between the projected and observed features. This

error will be further minimized during the optimization process

to obtain the optimal pose estimation.

For point features, the re-projection error function is Equa-

tion (1):

ep = ui −
1

si
KTcwPi (1)

where ui is the feature point corresponding to the 3D point

in the current frame; Pi represents the 3D point in the world

coordinate system; K indicates the camera internal parameters,

and Tcw denotes the transformation matrix from the world

coordinate system to that of the camera.

The Jacobian matrix of Equation (1) on Tcw is Equation

(2), while that on Pi is Equation (3):

∂ep

∂δξ
=
∂ep

∂P
′

∂P
′

∂δξ

=

[

−fx
Z

0 fxX

Z2

0
−fy
Z

fyY

Z2

]

[

I −P ′
∧

]

=







−fx
Z

0 fxX

Z2
fxXY

Z2
−fxZ2

−fxX2

Z2
fxY
Z

0
−fy
Z

fyY

Z2
fyZ2+fyY 2

Z2
−fyXY

Z2
−fyX

Z







(2)

∂ep

∂Pi

=
∂ep

∂P
′

∂P
′

∂Pi

= −
[

fx
Z

0 − fxX

Z2

0
fy
Z

− fyY

Z2

]

R

(3)

where P
′

represents the coordinate of Pi in the camera

coordinate system, and R denotes the rotation matrix from

the world coordinate system to that of the camera.

For line features, we formulate the re-projection error func-

tion based on the point-to-line distance between l and two

endpoints of projected line from the matched 3D line in the

key-frame. For each endpoint P , the re-projection error can

be noted as Equation (4):

eL = l
T
KTcwP (4)

where K is the internal parameters of the camera; Tcw
represents the transformation matrix from the world coordinate

system to that of camera; P denotes the endpoint of the 3D

line segment; l is the coefficients of the 2D line equation.

The normalized line of a line feature is Equation (5):

l =
ls × le

|ls × le|
= (la, lb, lc) (5)

The Jacobian matrix of Equation (4) on Tcw is Equation

(6):
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∂eL

∂δξ
=
∂eL

∂P
′

∂P
′

∂δξ

=
[

lafx
z

lbfy
z

− laxfx+lbfyy

z2

] [

I −P ′
∧

]

=









lafx
z

lbfy
z

− lafxx+lbfyy

z2
− lbfyz2+lafxxy+lbfyy2

z2

− lafxz2+lafxx2+lbfyxy

z2
−lafxy+lbfyx

z









1×6

(6)

The Jacobian with respect to P is Equation (7):

∂eL

∂P
=
∂eL

∂P
′

∂P
′

∂P

=
[

lafx
z

lbfy
z

− laxfx+lbfyy

z2

]

R

(7)

where P
′

is the coordinate of P in the camera coordinate

system.

A plane in the Hessian form has four parameters, but that in

3D space only has three degrees of freedom. Thus, to address

this over-parameterization gap, we denote the unit normal

vector by φ and ψ to change its representation, where φ and

ψ are the azimuth and elevation angles of the normal. Then,

a plane is represented as a minimized parametric form with

only three parameters, i.e., it can be represented as Equation

(8) [33]:

τ = q(π) = (ϕ = arctan
ny

nx

, ψ = arcsinnz, d)
T

(8)

The re-projection error is Equation (9):

eπ = q(πm) − q(T
−T
cw πw) (9)

where πm is the observed value of the corresponding plane in

the current frame; πw is the 3D plane in the world coordinate

system; Tcw is the transformation matrix from the world

coordinate system to that of camera.

The Jacobian matrix of the re-projection error (Equation (9))

on Tcw is Equation (10) [33]:

∂eπ

∂δξ
=
∂eπ

∂πc

∂πc

∂δξ

=









ncy

n2
cx+n2

cy

−ncx
n2
cx+n2

cy
0 0

0 0 −1
√

1−n2
cz

0

0 0 0 −1









[

0 −(nc)
∧

−(nc)
T 0

]

=













0 0 0 ncxncz
n2
cx+n2

cy

ncyncz

n2
cx+n2

cy
−1

0 0 0 − ncy
√

1−n2
cz

− ncx
√

1−n2
cz

0

ncx ncy ncz 0 0 0













(10)

The Jacobian with respect to πw is Equation (11):

∂eπ

∂πw

=
∂eπ

∂πc

∂πc

∂πw

=









ncy

n2
cx+n2

cy

−ncx
n2
cx+n2

cy
0 0

0 0 −1
√

1−n2
cz

0

0 0 0 −1









[

RT 0

−tTR 1

] (11)

where πc = (ncx, ncy, ncz, d)
T is the plane in the coordinate

system of camera.

After obtaining the re-projection error of each feature, we

start to construct the optimization objective function based

on the least squares. The construction of different objective

functions for different scenarios is based on their richness

of features. For scenarios with rich textures, we choose

the P-VSLAM. For other scenes with insufficient features,

we use the fusion of four modes: P-VSLAM, PL-VSLAM,

PP-VSLAM, and PLP-VSLAM according to the number of

features in the scenario. The criteria for distinguishing if

a scenario is non-/low-textured or rich of textures is the

number of matched point-line-plane features (np, nl, nπ). The

objective function is Equation (12):

Tcw =







































































argmin(F1), npϵ[α1, α2], nlϵ[β1, β2], nπϵ[γ1, γ2]

∪npϵ[α2, α3], nlϵ[β1, β3], nπϵ[γ1, γ2]

argmin(F1 + F2), npϵ[α1, α2], nlϵ[β2, β4], nπϵ[γ1, γ2]

∪npϵ[α2, α3], nlϵ[β3, β4], nπϵ[γ1, γ2]

argmin(F1 + F3), npϵ[α4, α1], nlϵ[β1, β3], nπϵ[γ1, γ2]

∪npϵ[α4, α1], nlϵ[β3, β4], nπϵ[γ3, γ2]

argmin(F1 + F2 + F3), npϵ[α5, α4], nlϵ[β1, β4], nπϵ[γ1, γ2]

∪npϵ[α4, α1], nlϵ[β3, β4], nπϵ[γ1, γ3]

(12)

where αi, βi, γi are the numbers of matched point, line,

and plane features; F1, F2, and F3 represents the objective

function of point, line and plane features, respectively. F1,

F2, and F3 are expressed as Equation (13):



















F1 =
∑

Hpe
T
pi

Γ−1
p epi ,

F2 =
∑

Hle
T
Lj

Γ−1
l
eLj

,

F3 =
∑

Hπe
T
πk

Γ−1
π eπk

,

(13)

where Hp, Hl and Hπ are Huber functions of point, line and

plane, respectively; Γp, Γl and Γπ are the covariance matrix

associated to the scale at which the key points, line endpoints,

and planes were detected, respectively.

IV. LOCAL MAPPING

The local mapping thread plays a role in the construction of

the local map, leveraging the keyframes generated within the

tracking thread to estimate the precise pose of each keyframe,

along with the associated map points, lines, and planes. These

features are subsequently assimilated into the local map. In

the course of processing a keyframe, the Bundle Adjustment

(BA) algorithm is employed with the aim of mitigating the

local pose error. BA optimizes the poses and positions of the

map features by minimizing the re-projection error, ultimately

yielding a local map of heightened accuracy and consistency.

A local map in PLPF-VSLAM primarily consists of

keyframes and their associated map points, lines, and plane

features. The construction of the local map involves fusing

different types of features based on their richness in the given

scenarios. Initially, the keyframe generated by the tracking

thread is added to the local map. Subsequently, a selection

process ensues to ascertain the inclusion of specific point, line,

and plane features within the map. If a feature can be reliably

tracked across no fewer than three keyframes, it will be consid-

ered stable and thus included in the local map. Conversely, if a

feature cannot be tracked consistently, it will be removed from

the map. Once the keyframes and their corresponding map

features are added to the local map, optimization is carried out

using the BA algorithm. This optimization practice serves to

refine the camera poses and the positions of the point, line, and

plane features in the local map, with the overarching objective

of minimizing the reprojection error. By optimizing the local
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map, the accuracy and consistency of the map representation

are improved, leading to heightened reliability of localization

and mapping outcomes.

V. LOOP CLOSING

In the field of VSLAM, relying solely on the pose trans-

formation calculation between two adjacent keyframes leads

to an inevitable accumulation of errors. This accumulation, in

turn, renders the system unreliable over extended duration of

operation. Therefore, it is critical to eliminate the accumulated

error by performing pose optimization in loop closing. The

loop closing of PLPF-VSLAM is based on the approach pre-

sented in [21]. This process mainly includes two components:

loop detection and loop correction.

The loop detection is to detect the loop keyframe by using a

BOW model [43]. To determine whether the current keyframe

can be used as a loop keyframe, we need to calculate the

similarity transformation from the current keyframe to the

loop keyframe; on the basis of similarity transformation, obtain

the translation and rotation between the current and the loop

keyframe; and perform projection and matching according to

the translation and rotation to detect the reliability of the

current loop.

The loop correction starts by adjusting all camera poses

based on a known similarity transformation. Then, the adjusted

pose is employed to update the map points that correspond

to the connected keyframes. Meanwhile, it fuses the map

point of the loop keyframe with that of the current keyframe.

Afterward, these fused map points are further re-projected

and re-matched to establish new matching relationships, and

according to the new relationships, the poses of all cameras

are optimized based on the pose graph. Finally, loop correction

is finished after using the full BA algorithm.

VI. EXPERIMENTS

To evaluate the performances of PLPF-VSLAM, we utilized

two commonly used RGB-D benchmark datasets, Technical

University of Munich (TUM) dataset [44] and the Imperial

College London and National University of Ireland Maynooth

(ICL NUIM) dataset [45]. The former includes a large set

of data sequences containing both RGB-D data from the

Microsoft Kinect and ground truth pose estimates from the

motion capture system. Notably, the accuracy of the ground

truth measurements attains a millimeter-level precision. The

latter collects the image sequences in synthetic indoor spaces,

mainly including living room and office. This dataset can pro-

vide RGB images, depth images, and ground truth of camera

poses. TUM dataset not only shows rich-textured scenes, but

also low-/non-textured scenarios. More important, it has real

trajectories during data collection. Therefore, TUM dataset is

employed to determine parameters for PLPF-VSLAM, while

the ICL NUIM dataset for testing.

PLPF-VSLAM is compared with five other VSLAM sys-

tems, including ORB-SLAM2 [21], PL-SLAM [27], LSD-

SLAM [25], Planar-SLAM [36], L-SLAM [46], in which the

first one is based on point features, the second and third are

based on fusion of point and line features, and the last two are

based on fusion of point-line-plane features. It should be noted

that the performances of the five VSLAM systems come from

the literature. The computer for this experiment is equipped

with Intel Core i7-7500U (3.5GHz) and 12G memory.

The performance of the four modes (P-VSLAM, PL-

VSLAM, PP-VSLAM, and PLP-VSLAM) is evaluated by the

Root Mean Square Errors (RMSE) of the absolute trajectory

error (ATE) (Equation (14)).

RMSEATE =

√

√

√

√

1

n

n
∑

i=1

∥trans(x̂i) − trans(xi)∥2 (14)

where x̂i represents the keyframe trajectory estimated by a

VSLAM, and xi denotes the real trajectory of the camera.

Other than the RMSE, we propose another criterion to

evaluate the overall performance (OP ) of the four modes. The

OP is determined by the mean tracking time of each frame,

and the RMSE. For a given scenario, the mode that has the

minimum of OP will be selected. OP can be calculated by

Equation (15):

OP = η × tmi
∑4

i=1 tmi

+ λ× RMSEi
∑4

i=1 RMSEi

(15)

where tmi denotes the mean tracking time of each frame of

the ith mode; RMSEi represents the RMSE of the ith mode.

i = 1, 2, 3, and 4 corresponds to the four modes P, PL, PP

and PLP; and η and λ are the weights of mean tracking time

of each frame, and RMSE, respectively.

A. Determination of Parameters

In this part, we attempted to determine the parameters of

PLPF-VSLAM by processing the TUM dataset. The thresholds

for judging if two planes are matched are set on the basis of

the research [33; 36]. In particular, the threshold of the angle

between normal vectors of the two plane is set as 10o and

the threshold the distance between the two planes is set as

0.1m (i.e., tθ = 10o, td = 0.1m). Furthermore, we leverage

parallel and perpendicular relationships of the map planes as

additional constraints during the tracking process.

The parameters of the four modes (P-VSLAM, PL-VSLAM,

PP-VSLAM, and PLP-VSLAM) on the ten selected sequences

from the TUM dataset are shown in Table I. These sequences

were chosen specifically because they contain plane features,

allowing for a comprehensive evaluation of the different

modes. For each sequence, three parameters were computed

for each mode: the mean tracking time per frame, the RMSE,

and the OP value. These parameters provide insights into

the performance of each mode in terms of computational

efficiency and accuracy.

1) Weight Calculation: To achieve a balance between pro-

cessing speed and accuracy in PLPF-VSLAM, it is crucial

to carefully select suitable values for the parameters η and λ.

These two parameters play a significant role in determining the

overall performance metric OP . The parameter η represents

the weight assigned to the mean tracking time per frame, while

the parameter λ represents the weight assigned to the RMSE.

Finding the right balance between these two parameters is

essential for optimizing the overall performance of the system.
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TABLE I
PARAMETERS OF THE FOUR MODES ON THE TEN SELECTED SEQUENCES FROM THE TUM DATASET. Xpoint , Xline AND Xplane ARE THE NORMAL

DISTRIBUTION MODELS THAT THE MATCHING NUMBERS OF POINT, LINE, AND PLANE FEATURES. ”×” MEANS THAT TRACKING LOSS HAPPENED OR A

SIGNIFICANT PORTION OF THE SEQUENCE IS NOT PROCESSED. THE η AND λ ARE 0.47 AND 0.53, RESPECTIVELY, WHEN COMPUTING OP .

Sequences Distribution Time P-VSLAM PL-VSLAM PP-VSLAM PLP-VSLAM

fr1/room

Xpoint ∼ N(310.16, 78.812) Mean tracking time(s) 0.104 0.126 0.147 0.153

Xline ∼ N(10.15, 4.812) RMSE 0.082 0.150 0.075 0.059

Xplane ∼ N(3.97, 2.032) OP 0.211 0.329 0.239 0.221

fr1/desk

Xpoint ∼ N(252.55, 75.362) Mean tracking time(s) 0.121 0.138 0.169 0.178

Xline ∼ N(12.47, 2.262) RMSE 0.066 0.082 0.188 0.100

Xplane ∼ N(2.91, 1.942) OP 0.174 0.207 0.360 0.259

fr1/xyz

Xpoint ∼ N(280.78, 75.912) Mean tracking time(s) 0.113 0.121 0.151 0.156

Xline ∼ N(14.30, 1.862) RMSE 0.008 0.014 0.011 0.010

Xplane ∼ N(3.17, 1.962) OP 0.197 0.278 0.267 0.259

fr3/nstr ntex far

Xpoint ∼ N(65.06, 44.852) Mean tracking time(s) × × × 0.092

Xline ∼ N(2.04, 1.142) RMSE × × × 0.036

Xplane ∼ N(0.90, 0.302) OP × × × 1.000

fr3/nstr tex far

Xpoint ∼ N(351.59, 111.412) Mean tracking time(s) 0.085 0.087 0.121 0.126

Xline ∼ N(12.05, 2.792) RMSE 0.151 0.149 0.213 0.051

Xplane ∼ N(0.87, 0.342) OP 0.237 0.238 0.336 0.189

fr3/nstr tex near

Xpoint ∼ N(440.51, 52.162) Mean tracking time(s) 0.105 0.110 0.139 0.147

Xline ∼ N(14.43, 5.242) RMSE 0.020 0.017 0.021 0.022

Xplane ∼ N(0.86, 0.352) OP 0.231 0.216 0.270 0.283

fr3/str ntex far

Xpoint ∼ N(180.49, 54.892) Mean tracking time(s) 0.052 0.069 0.089 0.100

Xline ∼ N(5.64, 3.102) RMSE 0.028 0.021 0.016 0.015

Xplane ∼ N(3.58, 0.832) OP 0.264 0.244 0.241 0.251

fr3/str ntex near

Xpoint ∼ N(177.55, 76.082) Mean tracking time(s) 0.043 0.071 0.096 0.091

Xline ∼ N(3.72, 1.622) RMSE 0.060 0.051 0.028 0.019

Xplane ∼ N(2.92, 0.862) OP 0.269 0.282 0.243 0.206

fr3/str tex far

Xpoint ∼ N(423.26, 64.072) Mean tracking time(s) 0.108 0.109 0.137 0.131

Xline ∼ N(11.41, 4.092) RMSE 0.011 0.008 0.013 0.015

Xplane ∼ N(3.28, 1.282) OP 0.229 0.196 0.279 0.296

fr3/str tex near

Xpoint ∼ N(427.36, 57.932) Mean tracking time(s) 0.108 0.109 0.137 0.131

Xline ∼ N(16.95, 3.882) RMSE 0.099 0.104 0.139 0.141

Xplane ∼ N(2.53, 0.52) OP 0.213 0.220 0.285 0.282

Fig. 4. The Gaussian fitting result of the number of matched features in the fr1/room sequence.

First of all, according to the mean tracking time and RMSE

in the last four columns of Table I, the v1 and v2 for each

of the four modes in each sequence are computed by using

Equation (16). It should be added that the sequence named
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Fig. 5. The Gaussian fitting result of the number of matched features in the str tex far sequence.

fr3/nstr ntex far is not considered in the calculation process,

because it only can work in the PLP-SLAM mode.











v1 =
tmi

∑4
i=1

tmi

v2 =
RMSEi

∑4
i=1

RMSEi

(16)

Then, we calculated the v1 and v2 for the four modes of P-

VSLAM, PL-VSLAM, PP-VSLAM, and PLP-VSLAM in the

nine sequences, and the average ratio (ρ) based on v1 and v2
is Equation (17).

ρ =
1

36

36
∑

i=1

v1

v2
(17)

Having ρ, to balance the impact of the mean tracking time

of each frame and RMSE on OP , we set the relationships

between η and λ as Equation (18):







η = ρ · λ

η + λ = 1
(18)

Finally, we can obtain the η and λ, where η = 0.47 and λ

= 0.53. Then, the OP is computed (Table I).

2) Data Processing: For each sequence, after counting the

number of matched point, line, and plane features are counted,

we found that they follow the Gaussian distribution (Figure 4

and 5). The two figures shows the Gaussian fitting result of

the number of matched features in the fr1/room and str tex far

sequences, respectively.

3) Data Fusion: According to Table I, the four fusion

modes (P-VSLAM, PL-VSLAM, PP-VSLAM, PLP-VSLAM)

perform the best in multiple sequences. Therefore, we need

to fuse the distributions of numbers of matched point-line-

plane features corresponding to multiple sequences into a

Gaussian distribution to represent the number of matched

features threshold interval used by each mode. For example,

on the basis of OP1, P-VSLAM performs the best in the four

sequences of fr1/room, fr1/desk, fr1/xyz, and fr3/str tex near.

Therefore, we fused the distributions of numbers of matched

point, line, and plane features in each of these four sequences

to obtain an optimal distribution.

In order to combine multiple distributions into a single one,

we aim to minimize the variance of the resulting distribution.

For instance, suppose we have two Gaussian distributions,

X1 ∼ N(µ1, σ
2
1) and X2 ∼ N(µ2, σ

2
2), and we want to fuse

them into a new distribution X ∼ N(µ, σ2), To achieve this,

we can follow the specific method outlined in Equation (19):

{

X = a ·X1 + b ·X2

a+ b = 1
(19)

Equation 19 further can be simplified as Equation (20), and

then the variance of the fused distribution based on it becomes

Equation (21):

X = X1 + k · (X2 −X1) (20)

σ
2
= var[X1 + k · (X2 −X1)]

= var[(1 − k) ·X1 + k ·X2]

= (1 − k)
2 · var(X1) + k

2 · var(X2)

= (1 − k)
2 · σ2

1 + k
2 · σ2

2

(21)

To minimize the variance of the fused distribution, we can

take the derivative of Equation (21) with respect to k. This

yields the following result (Equation 22):

ασ2

αk
= −2 · (1 − k) · σ2

1 + 2 · k · σ2
2 (22)

On the basis of the k (Equation (23)) that minimizes the

variance, we can compute the final fused distribution. After

fusing the distributions of the four modes, we finally get the

feature matching distribution of them (Figure 6a, 6c, and 6e).

k =
σ2
1

σ2
1 + σ2

2

(23)

4) Optimization: By observing the Figure 6a, 6c, 6e, we

noticed that there were many overlapping areas between the

four Gaussian distributions. These overlaps pose a challenge

in accurately determining the boundaries of the appropriate

mode. To address this issue, we propose an optimized method

that reduces these overlaps.

When we encounter two Gaussian distributions with over-

laps, we firstly identify the corresponding interval ranges of

them. For the overlapping parts of the interval, we assign them

to the distribution with the maximum probability density to ob-

tain the interval range corresponding to each distribution. After

obtaining the interval range, we recalculate these two Gaussian

distributions using the data corresponding to the interval range

and repeat the above process until the results converge, thus

separating the two relatively overlapping distributions better.

Furthermore, during the optimization process, we also

limit the value of µ (e.g., µPP−V SLAM of the PP-VSLAM
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(a) Distribution of the number of matched point features

in four modes.

(b) Optimized distribution of the number of matched point

features in four modes.

(c) Distribution of the number of matched line features in

four modes.

(d) Optimized distribution of the number of matched point

features in four modes.

(e) Distribution of the number of matched plane features

in four modes.

(f) Optimized distribution of the number of matched plane

features in four modes.

Fig. 6. Feature matching distribution of the four modes .

distribution in Figure 6a should meet the requirement:

µPLP−V SLAM < µPP−V SLAM < µP−V SLAM ) to avoid

distorting the results. The specific process is detailed in

Algorithm 1. The optimized result is shown in Figure 6b, 6d,

6f.

After processing and optimizing the data, we summarized

Figures 6b, 6d, and 6f to obtain the thresholds for each mode

(Equation (24)). However, it should be noted that overlaps can

occur between different modes. In such cases, we consider the

µ of the Gaussian distributions corresponding to the number

of matched point, line, and plane features for different modes,

and choose the mode that has a closer µ to the overlapping

region as the best choice.

PLPF − V SLAM =



































































P, npϵ[270, 390], nlϵ[0, 21], nπϵ[0,+∞]

∪ npϵ[390,+∞], nlϵ[0, 8], nπϵ[0,+∞]

PL, npϵ[270, 390], nlϵ[21,+∞], nπϵ[0,+∞]

∪ npϵ[390,+∞], nlϵ[8,+∞], nπϵ[0,+∞]

PP, npϵ[130, 270], nlϵ[0, 8], nπϵ[0,+∞]

∪ npϵ[130, 270], nlϵ[8,+∞], nπϵ[2,+∞]

PLP, npϵ[0, 130], nlϵ[0,+∞], nπϵ[0,+∞]

∪ npϵ[130, 270], nlϵ[8,+∞], nπϵ[0, 2]

(24)
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Algorithm 1: Optimization

Input: X1 ∼ N(µ1, σ
2
1), X2 ∼ N(µ2, σ

2
2)

Output: X1 ∼ N(µ1, σ
2
1), X2 ∼ N(µ2, σ

2
2)

1 thµ: The threshold condition that µ should satisfy

during the loop.

2 thσ: The threshold condition that σ should satisfy

during the loop.

3 µpre: µ of the previous Gaussian distribution.

4 µnext: µ of the next Gaussian distribution.

5 while True do

/* N is the optimized interval

range. */

6 for i← 0 to |N | do

/* k is the step size. */

7 p1 ←
1√
2πσ1

· e
− (i·k−µ1)2

2σ2
1

8 p2 ←
1√
2πσ2

· e
− (i·k−µ2)2

2σ2
2

9 if p1 > p2 then

10 µ1n ← µ1n + p1 · i · k
11 M1 ←M1 + p1

12 else

13 µ2n ← µ2n + p2 · i · k
14 M2 ←M2 + p2

15 µ1 ←
µ1n

M1
, µ2 ←

µ2n

M2

16 for i← 0 to |N | do

17 if p1 > p2 then

18 σ2
1n ← σ2

1n + p1 · (i · k − µ1)
2

19 else

20 σ2
2n ← σ2

2n + p2 · (i · k − µ2)
2

21 σ2
1 =

σ2
1n

M1
, σ2

2 =
σ2
2n

M2

22 if |µ1 − µ1pre| < thµ and |σ1 − σ1pre| < thσ and

|µ2 − µ2pre| < thµ and |σ2 − σ2pre| < thσ then

23 break

24 if µ1 < µpre or µ2 > µnext then

25 break

26 µ1pre ← µ1, σ1pre ← σ1
27 µ2pre ← µ2, σ2pre ← σ2

where P, PL, PP, and PLP represent P-VSLAM, PL-

VSLAM, PP-VSLAM, and PLP-VSLAM, respectively. The

np, nl, and nπ mean the numbers of matched point, line, and

plane features, respectively. The two weights are assigned as

η = 0.47 and λ = 0.53.

Based on the µ of the distributions corresponding to the

number of matched point, line, and plane features, the appli-

cable conditions of the four modes are shown in Figure 7.

In the figures, the four modes, P-VSLAM, PL-VSLAM, PP-

VSLAM, and PLP-VSLAM are colored green, blue, yellow,

and red, respectively. Figure 7(a) is the overview, while (b)

and (c) are side-views. The Figure 7(a) can be populated as

Figure 7(d).

B. TUM Dataset

In this experiment, we conducted the experiments by using

the results shown in Equation (24). With this PLPF-VSLAM,

we then evaluated the performance of the six VSLAM on the

ten sequences from the TUM dataset (Table II). In order to

more intuitively show the performance of different VSLAM

systems, we make Figure 8 based on the Table II. As for the

cases where tracking loss or data is missing, the maximum

RMSE in the sequence is used.

The trajectories and reconstruction of maps in PLPF-

VSLAM are visually depicted in Figure 9 and 10 (here,

only the most representative scenes are displayed). This

figure provides a comprehensive visualization of the paths

followed by the camera and the resulting map reconstruction.

In sequences with rich texture features (fr1/xyz, fr1/desk,

fr3/nstr tex near, fr3/str tex far, fr3/str tex near), the PLPF-

VSLAM automatically selects point or point-line features for

tracking and mapping. In the sequences with sparse features

(fr1/room, fr3/nstr ntex far, fr3/nstr tex far, fr3/str ntex far,

fr3/str ntex near), it adds plane features to the tracking and

mapping to ensure the accuracy. In terms of mapping results,

after adding plane features, the maps have a better structural

characteristics of the scene, and clearer outlines.

In addition, considering that real-time performance is also

an important indicator of a VSLAM, we compared our system

to ORB-SLAM2 and Planar-SLAM on five sequences from

the total time and mean tracking time (Table III and Figure

11). The processing times show that ORB-SLAM2 has the

best performance in scenarios with rich features (fr1/room,

fr3/str tex far, fr3/nstr tex near), which is much faster than

the systems based on the fusion of point-line-plane. Compared

with the Planar-SLAM system that also uses point-line-plane

feature fusion, PLPF-VSLAM has a better performance on all

sequences. It can be explained by that not all the scenarios

are non-/low-textured, thus our system adaptively selects the

fusion of point, line, and plane features, which makes the

processing time shorter. However, compared to ORB-SLAM2,

our method is slower. On the one hand, adaptive fusion is

based on the number of matched features. The extraction and

matching of line and plane features increases the processing

time. On the other hand, on a sequence, our system not only

uses point features but also line and plane features in some

places for mapping and tracking, which also increases the

processing time.

To sum up, PLPF-VSLAM demonstrates its versatility in

handling both rich-textured and non-/low-textured indoor sce-

narios. As for the processing time, it is slightly longer than

ORB-SLAM2, but is faster than Planar-SLAM which is also

based on the fusion of point, line, and plane. The reason why

our system takes longer time is that it aims to deal with non-

/low-textured indoor scenarios. Thus, the threshold of feature

extraction is not as strict as that of ORB-SLAM2, which

is time-consuming when more features are involved in the

computation. Moreover, adding the additional line and plane

features to the map also takes more time. Therefore, overall,

the PLPF-VSLAM system is the best when taking all aspects

into account.



11

Fig. 7. The applicable conditions of four modes, where η = 0.47 and λ = 0.53. P-VSLAM, PL-VSLAM, PP-VSLAM, and PLP-VSLAM are colored green,
blue, yellow, and red, respectively. Figure (a) is the overview, while (b) and (c) are side-views. Figure (d) is the expansion of Figure (a).

TABLE II
RMSE OF DIFFERENT VSLAM ON THE TUM DATASET (UNIT: M). “×” MEANS THAT THE TRACKING IS LOST AT SOME POINT OR A SIGNIFICANT

PORTION OF THE SEQUENCE IS NOT PROCESSED; “-” INDICATES THAT THE DATA IS NOT PROVIDED IN LITERATURE.

Sequence PLPF-VSLAM (Ours) ORB-SLAM2 PL-SLAM LSD-SLAM L-SLAM Planar-SLAM

fr1/xyz 0.011 0.009 0.012 0.090 - ×

fr1/desk 0.073 0.020 - 0.107 - ×

fr1/room 0.019 0.052 - - - ×

fr3/nstr ntex far 0.020 × - - - 0.027
fr3/nstr tex far 0.076 0.098 × 0.183 - ×

fr3/nstr tex near 0.022 0.014 0.021 0.075 0.066 0.029
fr3/str ntex far 0.009 × - - 0.141 0.017

fr3/str ntex near 0.019 × - - 0.066 0.030
fr3/str tex far 0.015 0.010 0.009 0.079 0.212 0.047

fr3/str tex near 0.011 0.016 0.013 - 0.156 0.062

Fig. 8. Comparison of the RMSE of different VSLAM on the TUM dataset.
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(a) fr1/xyz. (b) fr1/room.

(c) fr3/nstr ntex far. (d) fr3/nstr tex near.

(e) fr3/str ntex far. (f) fr3/str tex near.

Fig. 9. Reconstructed maps of the six most representative sequences from the TUM dataset.

C. ICL NUIM Dataset

The sequences from living room and office in ICL NUIM

dataset are also used to evaluate the accuracy of the PLPF-

VSLAM. Base on RMSE of ATE, we compare our system

with ORB-SLAM2, L-SLAM, and Planar-SLAM. The per-

formances of different systems are shown in Table IV and

Figure 12. As no non-/low-textured scenarios are involved,

four systems stably finish localization and mapping.

In the ICL NUIM dataset, our system, along with L-SLAM

and Planar-SLAM, achieves favorable results. This can be

attributed to the abundance of structural features present in

the dataset, which offer ample line and plane features. These

additional features serve to provide valuable constraints for

pose estimation, thereby enhancing the overall accuracy of the

system. Therefore, in such scenarios, the VSLAM based on

point, line and plane have a better performance than ORB-

SLAM2 based on point features.
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(a) fr1/xyz. (b) fr1/room.

(c) fr3/nstr ntex far. (d) fr3/nstr tex near.

(e) fr3/nstr ntex far. (f) fr3/str tex near.

Fig. 10. Trajectories of the six most representative sequences from the TUM dataset

TABLE III
THE PROCESSING TIME OF EACH VSLAM SYSTEM ON THE TUM DATASET (UNIT: S). ”×” MEANS THAT THE TRACKING IS LOST AT SOME POINT OR A

SIGNIFICANT PORTION OF THE SEQUENCE IS NOT PROCESSED.

Sequences Time PLPF-VSLAM (Ours) ORB-SLAM2 Planar-SLAM

fr1/room
Total time(s) 195.654 70.727 ×

Mean tracking time(s) 0.113 0.035 ×

fr3/nstr ntex far
Total time(s) 55.993 × 75.459
Mean tracking time(s) 0.092 × 0.118

fr3/str ntex far
Total time(s) 83.032 × 91.847
Mean tracking time(s) 0.072 × 0.098

fr3/str tex far
Total time(s) 186.457 42.509 211.259
Mean tracking time(s) 0.109 0.027 0.142

fr3/nstr tex near
Total time(s) 298.821 162.148 369.843
Mean tracking time(s) 0.115 0.033 0.152



14

Fig. 11. Comparison of mean tracking time of different VSLAM on the TUM dataset.

TABLE IV
RMSE OF DIFFERENT VSLAM ON ICL NUIM DATASET (UNIT: M).

Sequence PLPF-VSLAM (Ours) ORB-SLAM2 L-SLAM Planar-SLAM

lr-kt0 0.007 0.009 0.012 0.006
lr-kt1 0.013 0.201 0.027 0.015
lr-kt2 0.017 0.033 0.053 0.020
lr-kt3 0.058 0.017 0.143 0.012

of-kt0 0.046 0.073 0.020 0.041
of-kt1 0.012 0.085 0.015 0.020
of-kt2 0.026 0.023 0.026 0.011
of-kt3 0.032 0.034 0.011 0.014

!h

Fig. 12. Comparison of RMSE of different VSLAM on ICL NUIM dataset.

VII. DISCUSSION

The experimental results of PLPF-VSLAM demonstrate its

successful performance across various scenarios, yielding sat-

isfactory outcomes. Particularly noteworthy is its robustness in

non-textured or low-textured scenes. However, it is important

to address four specific aspects in further discussion.

First of all, for the time being, the PLPF-VSLAM is more

suitable for indoor scenarios, because it takes the RGB-D

camera as the sensor for data collection. The RGB-D camera

is not suitable for the outdoors.

Secondly, in this experiment, the weights for OP were set

to η = 0.47 and λ = 0.53, based on our experience. However,

it is important to emphasize that these weights serve as an

example and are adjustable. Researchers can further determine

the appropriate weights based on their specific requirements,

as long as the condition η+ λ = 1 is maintained. This allows

for customization and adaptation of the weighting scheme

according to the particular needs and characteristics of the

SLAM system being developed.

Thirdly, in the experimentation process with PLPF-VSLAM,

the main parameters (np, nl, and nπ) were determined based

on the TUM Dataset. However, it is important to acknowledge

that the performance and accuracy of the system can be further

improved by leveraging larger and more diverse datasets. Em-



15

ploying a larger dataset facilitates a better understanding of the

distribution of feature matching numbers and aids in obtaining

more precise parameters. Furthermore, a larger dataset offers

a wider range of scenarios and variations, thereby enhancing

the robustness and generalization capabilities of the system.

Therefore, it is highly recommended to consider utilizing a

comprehensive dataset when determining parameters, as it

enables the achievement of more accurate and reliable results.

Last but not least, the biggest advantage of PLPF-VSLAM is

that it can be applied to scenes with a different richness of tex-

ture, especially the low- even non-textured scenarios. However,

it is important to acknowledge that PLPF-VSLAM may exhibit

slower processing times compared to ORB-SLAM2. This

can be attributed to the additional time-consuming processes

involved, such as feature extraction and matching for point,

line, and plane features. To further enhance the performance

of PLPF-VSLAM, efforts can be directed towards optimizing

and improving these aspects.

VIII. CONCLUSION AND FUTURE WORK

This paper presents a VSLAM named PLPF-VSLAM,

which leverages the fusion of point-line-plane features. This

system is applicable to all scenes regardless of texture richness,

including the low- and non-textured scenarios. A key point

of PLPF-VSLAM is its adaptive selection of tracking and

mapping modes, enabling transformation into P-VSLAM, PL-

VSLAM, PP-VSLAM, or PLP-VSLAM based on the texture

richness of the scene. PLPF-VSLAM is evaluated on the

TUM and ICL NUIM datasets. In comparison to other similar

VSLAM systems, it has an overall better performance in

terms of both accuracy and processing speed, particularly

in non-/low-textured scenarios. In particular, when compared

to ORB-SLAM2, it achieves an accuracy improvement of

approximately 11.29%. In terms of processing speed, it outper-

forms PL(P)-VSLAM by approximately 21.57%. Therefore,

we conclude that PLPF-VSLAM is a good attempt of VSLAM,

which is able to provide an effective idea for the subsequent

solution of VSLAM in indoor scenarios.

Future work will concentrate on further elaboration and

testing of the current work from three aspects: (i) Extend

this system to outdoor. Specifically, the plan is to use stereo

cameras to make the system not only can deal with indoor

scenarios, but also outdoors; (ii) Improve the accuracy of

PLPF-VSLAM by including more diverse set of sequences

(data sets) during the parameter determination stage; (iii)

Accelerate the processing speed by optimizing the calculation

process of parameters during mode selection.
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