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Abstract. We show that the number of vertices of a given degree k in several
kinds of series-parallel labelled graphs of size n satisfy a central limit the-
orem with mean and variance proportional to n, and quadratic exponential
tail estimates. We further prove a corresponding theorem for the number of
nodes of degree two in labelled planar graphs. The proof method is based on
generating functions and singularity analysis. In particular we need systems of
equations for multivariate generating functions and transfer results for singular
representations of analytic functions.

1. Statement of main results

A graph is series-parallel if it does not contain the complete graph K4 as a
minor; equivalently, if it does not contain a subdivision of K4. Since both K5 and
K3,3 contain a subdivision of K4, by Kuratowski’s theorem a series-parallel graph
is planar. An outerplanar graph is a planar graph that can be embedded in the
plane so that all vertices are incident to the outer face. They are characterized as
those graphs not containing a minor isomorphic to (or a subdivision of) either K4

orK2,3. These are important subfamilies of planar graphs, as they are much simpler
but often they already capture the essential structural properties of planar graphs.
In particular, they are used as a natural first benchmark for many algorithmic
problems and conjectures related to planar graphs

The purpose of this paper is to study the number of vertices of given degree in
certain classes of labelled planar graphs. In particular, we study labelled outerplanar
graphs and series-parallel graphs; in what follows, all graphs are labelled.

In order to state our results we introduce the notion of the degree distribution of
a random outerplanar graph (the definition for series-parallel graphs is exactly the
same). For every n we consider the class of all vertex labelled outerplanar graphs
with n vertices. Let Dn denote the degree of a randomly chosen vertex in this class
of graphs1. Then we say that this class of graphs has a degree distribution if there
exist non-negative numbers dk with

∑

k≥0 dk = 1 such that for all k

lim
n→∞

Pr{Dn = k} = dk .

In a companion paper [6], we have established that the classes of 2-connected,
connected or all outerplanar graphs, as well as the corresponding classes of series-
parallel graphs have a degree distribution. We describe briefly the degree distribu-
tion in the outerplanar case, which is the simplest one, and refer to [6] for the other

1Alternatively we can define Dn as the degree of the vertex with label 1.

1



2 MICHAEL DRMOTA, OMER GIMENEZ, AND MARC NOY

cases. Let dk be defined as before for outerplanar graphs, let

D(x) =
1 + x−

√
1 − 6x+ x2

4
,

and let

g(x,w) = xw +
xw2

2

2D(x) − x

1 − (2D(x) − x)w
.

The function D(x) is a minor modification of function A(x) in (2.1), and g(x,w)
is the generating function of rooted of 2-connected outerplanar graphs, where w
marks the degree of the root.

Then we have
∑

k≥0

dkw
k = ρ · ∂

∂x
eg(x,w) |x=τ ,

where ρ and τ are constants defined analytically and having approximate values
ρ ≈ 0.1366 and τ ≈ 0.1708. A plot of the distribution is given in Figure 1. For
comparison, we have added also a plot of the distribution for 2-connected outerpla-
nar graphs, whose probability generating function can be computed directly from
g(x,w).
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Figure 1. Degree distribution for outerplanar graphs (bottom
graph) and 2-connected outerplanar graphs (top graph).

In what follows we consider the random variables X
(k)
n that count the number

of vertices of degree k in a random graph with n vertices of the above mentioned

types. It is clear that Dn and X
(k)
n are closely related, for example we have

Pr{Dn = k} =
EX

(k)
n

n
.

This means that a degree distribution {dk} exists if and only if EX
(k)
n ∼ dkn (as

n→ ∞), for all k ≥ 0.
The main goal of this paper is to obtain more precise information on the random

variables X
(k)
n . In particular we are interested in probabilistic limit theorems and

tail estimates.
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In order to state our results concisely, we say that a sequence of random variables
Yn satisfies a central limit theorem with linear expected value and variance if there
exist constants µ ≥ 0 and σ2 ≥ 0 such that

EYn = µn+O(1), VarXn = σ2n+O(1),

and
Yn −EYn√

n
→ N(0, σ2),

where N(0, σ2) denotes the normal distribution with zero mean and variance σ2.
(The reason why we do not divide by σ2 is that we also want to cover the eventual
case of zero variance. Note that N(0, 0) is the delta distribution concentrated at 0.)

Furthermore we say that Yn has quadratic exponential tail estimates if there
exist positive constants c1, c2, c3 such that

Pr{|Yn −EYn| ≥ ε
√
n} ≤ c1e

−c2ε2 (1.1)

uniformly for 0 ≤ ε ≤ c3
√
n. Note that (1.1) is equivalent to

Pr{|Yn −EYn| ≥ εn} ≤ c1e
−c2ε2n (1.2)

for 0 ≤ ε ≤ c3.
Our main results are the following.

Theorem 1.1. For k ≥ 1, let X
(k)
n denote the number of vertices of degree k in

random 2-connected, connected or unrestricted labelled outerplanar graphs with n

vertices. Then X
(k)
n satisfies a central limit theorem with linear expected value and

variance and has quadratic exponential tail estimates.

Theorem 1.2. For k ≥ 1, let X
(k)
n denote the number of vertices of degree k in

random 2-connected, connected or unrestricted labelled series-parallel graphs with n

vertices. Then X
(k)
n satisfies a central limit theorem with linear expected value and

variance and has quadratic exponential tail estimates.

Theorem 1.3. For k = 1, 2, let X
(k)
n denote the number of vertices of degree

k in random 2-connected, connected or unrestricted labelled planar graphs with n

vertices. Then X
(k)
n satisfies a central limit theorem with linear expected value and

variance and has quadratic exponential tail estimates.

Strictly speaking we should exclude the case k = 1 for 2-connected graphs in the

previous theorems, since X
(1)
n is identically zero in this case. As we discuss later,

the case k = 1 is already proved in [10] for planar graphs, and the proof also works
in the remaining cases.

Further, the case k = 0 is excluded in Theorems 1.1–1.3 since the expected
number of nodes of degree 0, that is, one-vertex components, is bounded.

We note that our methods provide even more general results than stated above.
For example we also get a multivariate normal limit law for the random vector

(X
(1)
n , . . . , X

(k)
n ). Further let us mention that 2-connected outerplanar graphs are

very close to polygon dissections. In particular, we also get a central limit theorem
for the number of vertices of degree k in random dissections.

We have shown in [6] that random planar graphs also have a degree distribution,
and it is only natural to ask whether Theorem 1.3 can be extended to degrees
greater than 2. This is a tantalizing open problem and it appears to us that the
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tools we have presently at our disposal for analyzing planar graphs (like those in
[10], where the problem of counting planar graphs was solved) are not sufficient. We
cannot even prove a central limit theorem for vertices of degree k in 3-connected
planar graphs, which would be the first natural step in this problem. However, we
believe that a central limit theorem holds for planar graphs too.

The structure of the paper is as follows. We first present relations for generating
functions in several variables that count outerplanar and series-parallel graphs with
respect to their total number of vertices and with respect to their number of vertices
of given degree (Sections 2 and 3). In particular we set up systems of equations for
the corresponding generating functions. This is also done for planar graphs and
degree two in Section 4.

Sections 5 and 6 are devoted to the discussion of two analytic tools that we use
to prove Theorems 1.1–1.3. First we discuss several transfer principles of singular-
ities that are needed in the proofs. Secondly, we collect results that provide the
singular structure of solutions of systems of functional equations. It turns out that
the singularities are (usually) of square-root type. With the help of the transfer
lemma of Flajolet and Odlyzko [8], this singular behaviour transfers into an asymp-

totic relation for the probability generating function EuX(k)
n , that directly proves

asymptotic normality and provides tail estimates, too.
The proof of Theorems 1.1–1.3 are then given in the last three sections. The

method of proof is the following. First, in each of the three cases (outerplanar,
series-parallel and planar) we introduce generating functions B•

j of 2-connected
graphs rooted at a vertex, where the root has degree j. In each case we show
that the B•

j can be expressed in terms of other generating functions satisfying
a system of functional equations. For outerplanar graphs, this is done through
polygon dissections; for series-parallel graphs, we use series-parallel networks; and
for planar graphs and degree two, we use a direct argument involving the series-
parallel reduction of a 2-connected planar graph. Applying the tools from Sections 5
and 6 we get central limit theorems for 2-connected graphs.

Then we introduce analogous generating functions C•
j for connected graphs,

again rooted at a vertex and where the root has degree j. There is a universal
relation between the C•

j and the B•
j , which reflects the decomposition of a connected

graph into 2-connected components (or blocks). This is the content of Lemma 2.6.
For a given family of graphs G, Lemma 2.6 holds whenever a connected graph is
in G if and only if its 2-connected components are in G; this is clearly the case for
the three families we consider in this paper. Finally, in order to go from connected
graphs to arbitrary graphs, we use the exponential formula (2.6), which reflects the
fact that a graph is in one of our classes if and only if its connected components
are also in the class. Again using the tools developed in Sections 5 and 6 we get
central limit theorems and tail estimates.

We wish to point out that the results on transfer of singularities in bivariate
generating functions from Section 5, that we have developed for the needs of the
present paper, have a wide range of applications and can be useful in other problems
of graph enumeration where one has to consider at the same time graphs rooted at
a vertex and graphs rooted at an edge.

The results from Section 6 are refined versions of the main findings in [5] and
shall give more light on the relation between systems of equations of generating
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functions and central limit theorems. It appears that this approach has far reaching
applications.

2. Generating Functions for Outerplanar Graphs

There is an intimate relation between dissections (that we discuss first) and out-
erplanar graphs. However, the derivation for the generating functions that involve
the number of vertices of given degree are easier to state and derive within the
framework of dissections. The corresponding generating functions for outerplanar
graphs can then be derived from the previous ones.

Recall that an outerplanar graph is a planar graph (embedded in the plane)
where all vertices are on the infinite face.

2.1. Dissections. A dissection is a convex polygon together with a set of non-
crossing diagonals. In our context we will further assume that one edge of the poly-
gon is rooted (or marked), see Figure 2. Alternatively we can interpret a dissection
as an outerplanar graph with a rooted edge on the infinite face.

Figure 2. Dissection of a convex polygon.

Let A denote the set of dissections with at least 3 vertices and let an, n ≥ 1, be
the number of dissections with n + 2 vertices, that is, the vertices of the marked
edge are not counted. Further, let

A(x) =
∑

n≥1

anx
n

denote the corresponding generating function.
We first state (and prove) well known properties of A(x) and the numbers an

(compare with [7]). The reason why we present a detailed proof is that we will
need the ideas of the combinatorial constructions in the subsequent generalizations,
where we take degrees of vertices into account.

Lemma 2.1. The generating function A(x) satisfies the functional equation

A(x) = x(1 +A(x))2 + x(1 +A(x))A(x)

and has an explicit representation of the form

A(x) =
1 − 3x−

√
1 − 6x+ x2

4x
. (2.1)
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Furthermore, the numbers an are explicitly given by

an =
1

n

n−1
∑

`=0

(

n

`

)(

n

`+ 1

)

2`.

+

+
+ α

= +
1

1
1α

α
α

α

Figure 3. Recursive decomposition of dissections.

Proof. We first note that dissections have an easy recursive description (see with
Figure 3). Every dissection α has a unique face f that contains the root edge.
Suppose first that f contains exactly three vertices, that is, f is a triangle, and
denote the three edges of f by e = (v1, v2), the root edge, and by e1 = (v2, v3)
and e2 = (v3, v1). (We always label the vertices in counter-clockwise order.) We can
then decompose α into three parts. We cut α at the three vertices v1, v2, v3 of f and
get first the root edge e, then a part α1 of α that contains e1, and finally a third
part α2 that contains e2. Obviously α1 and α2 are again connected planar graphs,
where e1 and e2 can be viewed as rooted edges. Since all vertices of α are on the
infinite face the same holds for α1 and α2, however, α1 and α2 might consists just
of e1 or e2. Thus, α1 and α2 are either just one (rooted) edge or again a dissection.
By counting the number of vertices in the above way this case corresponds to the
generating function x(1 +A(x))2.

If f contains more than three edges then we first cut f into two pieces f1 and
f2, where f1 consists of the root edge e = (v1, v2), the adjacent edge e1 = (v2, v3),
and a new edge enew = (v3, v1). We again cut α at the vertices v1, v2, v3 and get,
first, the root edge e, then a part α1 of α that contains e1 and a third part α̃2 that
contains the new edge enew. As above α1 is either e1 or is a dissection rooted at
e1. Since f has more than three edges, α̃2 has at least three vertices. Hence, we
can consider α̃2 as a dissection rooted at enew. Similarly to the above, this case
corresponds to the generating function x(1 +A(x))A(x).

It is now an easy application of Lagrange’s inversion formula to obtain an explicit
representation for an. �

Remark . It is shown in [7] that the radius of convergence of A(x) is given by

ρ1 = 3 − 2
√

2 and the asymptotic expansion of an is given by

an = c n− 3
2 ρ−n

1

(

1 +O

(

1

n

))

,

where the constant c is given by

c =
1

4
√
π

√

99
√

2 − 140.
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Next we want to take into account the number of vertices of a given degree. For
this purpose we fix some k ≥ 2 and extend our generating function counting proce-
dure, using variables x, z1, z2, . . . , zk, z∞, where the variable z`, 1 ≤ ` ≤ k, marks
vertices of degree `, and z∞ marks vertices of degree greater than k. Furthermore,
we consider the degrees i, j of the vertices v1 and v2 of the root edge e = (v1, v2).
More precisely, if

ai,j;n,n1,n2,...,nk,n∞

is the number of dissections with 2+n1 +n2 + · · ·+nk +n∞ ≥ 3 vertices such that
the two vertices v1, v2 of the marked edge e = (v1, v2) have degrees d(v1) = i and
d(v2) = j, and that for 1 ≤ ` ≤ k there are n` vertices v 6= v1, v2, with d(v) = `,
and there are n∞ vertices v 6= v1, v2, with d(v) > k. The corresponding generating
functions are then defined by

Ai,j(x, z1, z2, . . . , zk, z∞) =
∑

n,n1,...,nk,n∞

ai,j;n,n1,n2,...,nk,n∞
xnzn1

1 · · · znk

k zn∞

∞ .

(2.2)
Similarly we define Ai,∞, A∞,j and A∞,∞ if one (or both) of the vertices of the
root edge have degree(s) greater than k.

Note that z1 is not necessary since there are no vertices of degree one
in dissections. However, we use z1 for later purposes. Further observe that
Aij(z1, z2, . . . , zk, z∞) = Aji(z1, z2, . . . , zk, z∞). Thus, it is sufficient to consider
Aij for i ≤ j.

In order to state the following lemma in a more compact form we use the conven-
tion that ∞ means > k, and ∞− 1 means > k− 1. In particular we set `+∞ = ∞
for all positive integers `.

The concept of a strongly connected positive system of equations is explained in
detail in Section 6. Informally it says that on the right hand side of the equations
there are no minus signs and that it is impossible to solve a subsystem before solving
the whole system.

Lemma 2.2. The generating functions Aij = Aji = Aij(x, z1, z2, . . . , zk, z∞),
i, j ∈ {2, 3, . . . , k,∞}, satisfy the following strongly connected positive system of
equations:

Aij = x
∑

`1+`2≤k

z`1+`2Ai−1,`1Aj−1,`2 + z∞

(

∑

`1+`2>k

Ai−1,`1Aj−1,`2

)

+ x
∑

`1+`2≤k+1

z`1+`2−1Ai−1,`1Aj,`2 + xz∞

(

x
∑

`1+`2>k+1

Ai−1,`1Aj,`2

)

.

One has to be careful in writing down the equations explicitly. For example we
have

Ai,∞ = x
∑

`1+`2≤k

z`1+`2Ai−1,`1(Ak,`2 +A∞,`2) + xz∞

(

∑

`1+`2>k

Ai−1,`1(Ak,`2 +A∞,`2)

)

+ x
∑

`1+`2≤k+1

z`1+`2−1Ai−1,`1A∞,`2 + xz∞

(

∑

`1+`2>k+1

Ai−1,`1A∞,`2

)

.
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As an illustration, for k = 3 we have the following system:

A22 = xz2

+ xz2A22 + xz3A23 + xz∞A2∞,

A23 = xz3A22 + xz∞(A23 +A2∞)

= xz2A23 + xz3A33 + xz∞A3∞,

A2∞ = xz3A23 + xz∞(A33 +A3∞) + xz∞(A2∞ +A3∞ +A∞,∞)

+ xz2A2∞ + xz3A3∞ + xz∞A∞,∞,

A33 = xz∞(A22 +A23 +A2∞)2

+ xz∞(A22 +A23 +A2∞)(A23 +A33 +A3∞),

A3∞ = xz∞(A23 +A33 +A3∞)(A2∞ +A3∞ +A∞,∞)

+ xz∞(A22 +A23 +A2∞)(A2∞ +A3∞ +A∞,∞),

A∞,∞ = xz∞(A23 +A33 +A3∞ +A2∞ +A3∞ +A∞,∞)2

+ xz∞(A23 +A33 +A3∞ +A2∞ +A3∞ +A∞,∞)(A2∞ +A3∞ +A∞,∞).

Proof. The idea is to have a more detailed look at the proof of the recursive struc-
ture of A as described in the proof of Lemma 2.1.

We only discuss the recurrence for Aij for finite i, j. If i = ∞ or j = ∞ similar
considerations apply. The root edge will be denoted by e = (v1, v2). We assume
that v1 has degree j and v2 has degree i. Again we have to distinguish between the
case where the face f containing the root edge e has exactly three edged, and the
case where it has more than three edged.

In the first case we cut a dissection α at the three vertices v1, v2, v3 of f and get
the root edge e, and two dissections α1 and α2 that are rooted at e1 = (v2, v3) and
e2 = (v3, v1). After the cut, α1 has degree i− 1 at v2, and α2 has degree j − 1 at
v1. Furthermore, the total degree of the common vertex v3 is just the sum of the
degrees coming from α1 and α2. Hence, if the degree of v3 is smaller or equal than
k, then this situation corresponds to the generating function

x
∑

`1+`2≤k

z`1+`2Ai−1,`1Aj−1,`2 .

Since all possible cases for α1 are encoded in Ai−1 = Ai−1,2 + · · ·+Ai−1,k +Ai−1,∞,
and all cases for α2 are encoded in Aj−1, it follows that all situations where the
total degree of v3 is greater than k are given by the generating function

xz∞

(

∑

`1+`2>k

Ai−1,`1Aj−1,`2

)

.

Similarly we argue in the case where f contains more than three edges. After
cutting f into two pieces f1 and f2 with a new edge enew = (v3, v1), and cutting α
at the vertices v1, v2, v3, we get again the root edge e and two dissections α1 and
α2 that are rooted at e1 = (v2, v3) and at the new edge enew = (v3, v1). After the
cut, α1 has degree i − 1 at v2 and α2 has degree j at v1, since the new edge enew

has to be taken into account. The total degree of the common vertex v3 is the sum
of the degrees coming from α1 and α2 minus 1, since the new edge enew is used in
the construction of α2. As above these observations translate into the generating
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functions

x
∑

`1+`2≤k+1

z`1+`2−1Ai−1,`1Aj,`2

and

xz∞

(

∑

`1+`2>k+1

Ai−1,`1Aj,`2

)

.

Finally, by using the definition of Ai and A∞, it follows that the above system
of equations is a positive one, that is, all coefficients on the right hand side are
non-negative. Further, it is easy to check that the corresponding dependency graph
is strongly connected, which means that no subsystem can be solved before the
whole system is solved. �

2.2. 2-Connected Outerplanar Graphs. We consider now 2-connected outer-
planar graphs where the vertices are labelled (see Figure 4). There is an obvious
relation between dissections and 2-connected outerplanar graphs.

4

1

3

7

8

6

2

5

9

Figure 4. A 2-Connected outerplanar graph.

Lemma 2.3. Let bn, n ≥ 2, be the number of 2-connected outerplanar labelled
graphs. Then the exponential generating function

B(x) =
∑

n≥2

bn
xn

n!

satisfies

B′(x) = x+
1

2
xA(x),

where A(x) is the generating function of dissections, given by (2.1).

Proof. There is exactly one 2-connected outerplanar graph with two vertices,
namely a single edge. If n ≥ 3 then we have

bn =
(n− 1)!

2
an−2.

First, it is clear that bn can be also considered as the number of 2-connected out-
erplanar graphs with n vertices, where one vertex is marked (or rooted) and the
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remaining n − 1 vertices are labelled by 1, 2, . . . , n − 1. We just have to identify
the vertex with label n with the marked vertex. Next consider a dissection with n
vertices. There are an−2 dissections of that kind. We mark the vertex v1 of the root
edge e = (v1, v2) (where the vertices are numbered counter clockwise). Then there
are exactly (n − 1)! ways to label the remaining n − 1 vertices by 1, 2, . . . , n − 1.
Finally since the direction of the outer circle is irrelevant, we have to divide the
resulting number (n− 1)!an−2 by 2 to get back bn. �

Remark. With help of Lemma 2.1 we can also derive an explicit formula for B(x):

B(x) =
x

8
+

5

16
x2− 1

32
(−6 + 2x)

√

1 − 6x+ x2 +
1

2
log
(

−3 + x+
√

1 − 6x+ x2
)

By looking at the proof of Lemma 2.3, the derivative

B′(x) =
∑

n≥2

bn
xn−1

(n− 1)!
=
∑

n≥1

bn+1
xn

n!

can also be interpreted as the exponential generating function B•(x) of 2-connected
outerplanar graphs, where one vertex is marked and is not counted. We make heavy
use of this interpretation in the sequel of the paper. In particular, we set b•n = bn+1.

Next we set

B•
j (x, z1, z2, . . . , zk, z∞) =

∑

n,n1,...,nk,n∞

b•j;n,n1,...,nk,n∞

xnzn1
1 · · · znk

k zn∞∞
n!

,

where b•j;n,n1,...,nk,n∞

is the number of 2-connected outerplanar graphs with 1+n =
1 + n1 + · · · + nk + n∞ vertices, where one vertex of degree j is marked and the
remaining n vertices are labelled by 1, 2, . . . , n and where n` vertices have degree
`, 1 ≤ ` ≤ k, and n∞ vertices have degree greater than k.

Lemma 2.4. Let Aij = Aji = Aij(x, z1, z2, . . . , zk, z∞), i, j ∈ {1, 2, . . . , k,∞}
be defined by (2.2). Then the functions Bj = B•

j (x, z1, z2, . . . , zk, z∞), j ∈
{1, 2, . . . , k,∞}, are given by

B•
1 = xz1,

B•
j =

1

2

k
∑

i=1

xziAij +
1

2
xz∞Aj∞,

B•
∞ =

1

2

k
∑

i=1

xziAj∞ +
1

2
xz∞A∞,∞.

Proof. The proof is immediate by repeating the arguments of Lemma 2.3 and by
taking care of the vertex degrees. �

Now let

Bd=k(x, u) =
∑

n,ν

b(k)
n,ν

xn

n!
uν

denote the exponential generating function for the the numbers b
(k)
n,ν of 2-connected

outerplanar labelled graphs with n vertices, where ν vertices have degree k. Then
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we have

∂Bd=k(x, u)

∂x
=

k−1
∑

j=1

B•
j (x, 1, . . . , 1, u, 1)+uB•

k(x, 1, . . . , 1, u, 1)+B•
∞(x, 1, . . . , 1, u, 1).

(2.3)
Since B(0, u) = 0 this equation completely determines Bd=k(x, u).

2.3. Connected Outerplanar Graphs. There is a general relation between
rooted 2-connected graphs and rooted connected graphs. We now state it for outer-
planar graphs but the following lemma is also valid, for example, for series parallel
graphs or for general planar graphs [10, 3].

Lemma 2.5. Let B•(x) be the exponential generating function of 2-connected rooted
outerplanar graphs and C•(x) the corresponding exponential generating function of
connected rooted outerplanar graphs. Then we have

C•(x) = eB•(xC•(x)). (2.4)

Proof. The right hand side

eB•(xC•(x)) =

∞
∑

k=0

1

k!
B•(xC•(x))k

of the equation (2.4) can be interpreted as the exponential generating function of a
finite set of rooted 2-connect graphs, where the root vertices are identified to form
a new connected rooted graph, and every vertex different from the root is replaced
by a rooted connected graph (see Figure 5).

It is now easy to show that every rooted connected planar graph G can be de-
composed uniquely in the above way. Let vroot denote the root vertex of a connected
graph. If we delete an arbitrary vertex v 6= vroot, then the graph decomposes into
j ≥ 1 components G1, G2, . . .Gj , where we assume that the root vroot is contained
in G1. We now reduce G to a graph G′ by deleting (G2 ∪ · · · ∪ Gj) \ {v} from G.

By repeating this procedure we end up with a graph G̃. Finally we delete the root
vroot and obtain k ≥ 1 connected graphs G̃1, . . . , G̃k. Let Bi, 1 ≤ i ≤ j, denote the
graph G̃i together with vroot and all edges from vroot to G̃i. Then Bi, 1 ≤ i ≤ j, is
a 2-connected planar graph that is rooted at vroot, and G̃ is obtained by identifying
all the root vertices. This gives the required decomposition. �

Remark. We know from [3] that C•(x) has radius of convergence ρ = 0.1366 · · · and

that ρC•(ρ) < ρ1 = 3− 2
√

2; this implies that the singularity of B•(x) is irrelevant
for the analysis of the singular behaviour of C•(x) for x→ ρ.

Next we discuss the generating functions

C•
j (x, z1, z2, . . . , zk, z∞) =

∑

n,n1,...,nk,n∞

c•j;n;n1,...,nk,n∞
zn1
1 · · · znk

k zn∞

∞
xn

n!
,

j ∈ {1, 2, . . . , k,∞}, where c•j;n;n1,...,nk,n∞

is the number of connected outerplanar
graphs with 1 + n = 1 + n1 + · · · + nk + n∞ vertices, where one vertex of degree
j is marked2 and the remaining n vertices are labelled by 1, 2, . . . , n and where n`

2If j = ∞ this has to be interpreted as a vertex of degree > k.
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B˚
B˚

B˚

xC˚
xC˚

xC˚xC˚

xC˚

xC˚

xC˚

Figure 5. Connection between 2-connected and connected planar graphs.
.

of these n vertices have degree `, 1 ≤ ` ≤ k, and n∞ of these vertices have degree
greater than k. For convenience, we also define

C•
0 (x, z1, z2, . . . , zk, z∞) = 1,

which corresponds to the case of a graph with a single rooted vertex.

Lemma 2.6. Let Wj = Wj(z1, . . . , zk, z∞, C•
1 , . . . , C

•
k , C

•
∞), j ∈ {1, 2, . . . , k,∞},

be defined by

Wj =

k−j
∑

i=0

zi+jC
•
i (x, z1, . . . , zk, z∞)

+ z∞





k
∑

i=k−j+1

C•
i (x, z1, . . . , zk, z∞) + C•

∞(x, z1, . . . , zk, z∞)



 ,

(1 ≤ j ≤ k),

W∞ = z∞

(

k
∑

i=0

C•
i (x, z1, . . . , zk, z∞) + C•

∞(x, z1, . . . , zk, z∞)

)

.

Then the functions C•
1 , . . . , C

•
k , C

•
∞ satisfy the system of equations

C•
j (x, z1, . . . , zk, z∞) =

∑

`1+2`2+3`3+···j`j=j

j
∏

r=1

B•
r (x,W1, . . . ,Wk,W∞)`r

`r!

(1 ≤ j ≤ k),

C•
∞(x, z1, . . . , zk, z∞) = exp





k
∑

j=1

B•
j (x,W1, . . . ,Wk,W∞) +B•

∞(x,W1, . . . ,Wk,W∞)





− 1 −
∑

1≤`1+2`2+3`3+···k`k≤k

k
∏

r=1

B•
r (x,W1, . . . ,Wk,W∞)`r

`r!
.
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Proof. The proof is a refined version of the proof of Lemma 2.5, which reflects the
decomposition of a rooted connected rooted graphs into a finite set of rooted 2-
connected graphs where every vertex (different from the root) is substituted by a
rooted connected graph. Functions Wj serve the purpose of marking (recursively)
the degree of the vertices in the 2-connected blocks which are substituted by other
graphs. If we look at the definition of Wj , the summation means that we are sub-
stituting for a vertex of degree i, but since originally the vertex had degree j, we
are creating a new vertex of degree i+ j, which is marked accordingly by zi+j . The
same remark applies to W∞. �

Finally let

Cd=k(x, u) =
∑

n,ν

c(k)
n,ν

xn

n!
uν

denote exponential generating function for the the numbers c
(k)
n,` of connected outer-

planar vertex labelled graphs with n vertices, where ν vertices have degree k. Then
we have

∂Cd=k(x, u)

∂x
=

k−1
∑

j=1

C•
j (x, 1, . . . , 1, u, 1)+uC•

k(x, 1, . . . , 1, u, 1)+C•
∞(x, 1, . . . , 1, u, 1).

(2.5)
Since C(0, u) = 0 this equation completely determines Cd=k(x, u).

2.4. All Outerplanar Graphs. It is then also possible to consider non-connected
outerplanar graphs. Clearly the generating function G(x) and the corresponding
function Gd=k(x, u) that also count vertices of degree k can be easily computed:

G(x) = eC(x) and by Gd=k(x, u) = eCd=k(x,u). (2.6)

One just has to observe that an outerplanar graph uniquely decomposes into con-
nected outerplanar graphs and that the number of vertices and the number of
vertices of degree k add up.

3. Generating Functions for Series Parallel Graphs

We recall that a series-parallel graph is a graph that does not contain a mi-
nor isomorphic to K4. Further, every series-parallel graph is planar and there is
a recursive description that can be also used to obtain relations for corresponding
exponential generating functions.

In what follows we first describe series-parallel networks and then 2-connected
and finally connected series parallel graphs. In all steps we will also take care of the
vertex degrees.

3.1. Series Parallel Networks. A series-parallel network is a labelled graph with
two distinguished vertices (or roots) that are called poles such that when we join
the two poles in the case when they are not adjacent then the resulting graph is
a 2-connected series-parallel graph. There is also a recursive description of series-
parallel (SP) networks: they are either a parallel composition of SP networks or a
series decomposition of SP networks or just the smallest network consisting of the
two poles and an edge joining them.
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We denote by

D(x, y) =
∑

n,m

dn,m
xn

n!
ym

the exponential generating function of all SP networks, more precisely, dn,m is the
number of SP networks with n + 2 vertices and m edges, where the n internal
(different from the poles) vertices are labelled by {1, 2, . . . , n}. In the same way
we define S(x, y) that counts SP networks that have a series decomposition into at
least two SP networks.

Figure 6. Parallel composition of SP networks: a scheme and an example

Figure 7. Series composition of SP networks: a scheme and an example

The recursive definition immediately translates into a system of equations for
D(x, y) and S(x, y).

Lemma 3.1. We have

D(x, y) = (1 + y)eS(x,y) − 1, (3.1)

S(x, y) = (D(x, y) − S(x, y))xD(x, y). (3.2)

In particular, D(x, y) satisfies the equation

log

(

1 +D(x, y)

1 + y

)

=
xD(x, y)2

1 + xD(x, y)
. (3.3)

Proof. The fist equation (3.1) expresses the fact that a SP network is parallel com-
position of series networks (this is the exponential term), to which we may add
or not the edge connecting the two poles. The second equation (3.2) means that
a series network is formed by taking a first a non-series network (this is the term
D − S), and concatenating to it an arbitrary network. Since two of the poles are
identified, a new internal vertex is created, hence the factor x. �
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As in the case of outer-planar graphs we will extend these relations to generating
functions where we take into account the vertex degrees. We fix some k ≥ 2 and
define by

di,j;m,n;n1,n2,...,nk,n∞

the number of SP networks with 2 + n = 2 + n1 + n2 + · · · + nk + n∞ ≥ 3 vertices
and m edges such that the poles have degrees i and j ∈ {1, 2, . . . , k,∞}3 and that
for 1 ≤ ` ≤ k there are exactly n` internal vertices of degree `, and there are n∞
internal vertices with degree > k. The corresponding generating functions are then
defined by

Di,j(x, y, z1, z2, . . . , zk, z∞) =
∑

m,n,n1,...,nk,n∞

di,j;m,n;n1,n2,...,nk,n∞
ymx

nzn1
1 · · · znk

k zn∞∞
n!

.

(3.4)
Similarly we define

Si,j(x, y, z1, z2, . . . , zk, z∞) =
∑

m,n,n1,...,nk,n∞

si,j;m,n;n1,n2,...,nk,n∞
ymx

nzn1
1 · · · znk

k zn∞∞
n!

(3.5)
where we count SP networks that have a series decomposition into at least two SP
networks.

The next lemma provides a system of equations for Di,j and Si,j . Again, in order
to state the results in a more compact form we use the convention that ∞ means
> k and ∞ − 1 means > k − 1, in particular we set ` + ∞ = ∞ for all positive
integers `.

Lemma 3.2. The generating functions Dij = Di,j(x, y, z1, z2, . . . , zk, z∞) and
Sij = Si,j(x, y, z1, z2, . . . , zk, z∞), i, j ∈ {1, . . . , k,∞}, satisfy the following system
of equations:

Di,j =
∑

r≥1

∑

i1+···+ir=i

∑

j1+···+jr=j

1

r!

r
∏

`=1

Si`,j`
(3.6)

+ y
∑

r≥1

∑

i1+···+ir=i−1

∑

j1+···+jr=j−1

1

r!

r
∏

`=1

Si`,j`

Si,j = x
∑

`1+`2≤k

(Di,`1 − Si,`1)z`1+`2D`2,j + xz∞
∑

`1+`2>k

(Di,`1 − Si,`1)D`2,j . (3.7)

Proof. This is a refinement of Lemma 3.1. The first equation means that a SP
network with degrees i and j at the poles is obtained by parallel composition of series
networks whose degrees at the left and right pole sum up to i and j, respectively;
one has to distinguish according to whether the edge between the poles is added or
not.

The second equation reflects the series composition. In this case only the degrees
of the right pole in the first network and of the left pole in the second network have
to be added. �

Remark . The system provided in Lemma 3.2 is not a positive system since the
equation for Si,j contains negative term. However, we can replace the term Di,`1

3Again infinite degree means degree greater than k.
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by the right hand side of (3.6). Further, note that Si,`1 appears in this sum so that
we really end up in a positive system.

Finally, it is easy to see that this (new) system is strongly connected.

3.2. 2-Connected Series Parallel Graphs. Let bn,m be the number of 2-
connected vertex labelled SP graphs with n vertices and m edges and let

B(x, y) =
∑

n,m

bn,m
xn

n!
ym

be the corresponding exponential generating function. As already mentioned there
is an intimate relation between SP networks and 2-connected SP graphs.

Lemma 3.3. Let D(x, y) be the exponential generating function of SP networks
and S(x, y) the exponential generating function of SP networks that have a series
decomposition. Then we have

∂B(x, y)

∂y
=
x2

2

1 +D(x, y)

1 + y
=
x2

2
eS(x,y). (3.8)

Proof. A proof is given in [15]. Note that the partial derivative with respect to y
corresponds to rooting at an edge. �

Next consider 2-connected series parallel graphs with a rooted and directed edge.
In particular let Bi,j = Bi,j(x, y, z1, . . . , zk, z∞), i, j ∈ {1, 2, . . . , k,∞}, denote the
exponential generating function of 2-connected series-parallel graphs, where the two
root vertices have degrees i and j.4 Note that the directed root edge connects the
root vertex of degree i with the other root vertex of degree j.

Further, let Bi = Bi(x, y, z1, . . . , zk, z∞), i ∈ {2, . . . , k,∞}, be the generating
function of 2-connected series parallel graphs where we just root at one vertex that
has degree i.

Finally, let B = B(x, y, z1, . . . , zk, z∞) be the generating function of all 2-
connected SP graphs.

The next lemma quantifies the relation between SP networks and 2-connected
SP graphs. As above we use the convention that ∞ means > k and ∞− 1 means
≥ k − 1, in particular we set `+ ∞ = ∞ for all positive integers `.

Lemma 3.4. We have

Bi,j = x2zizjy
∑

r≥1

∑

i1+···+ir=i−1

∑

j1+···+jr=j−1

1

r!

r
∏

`=1

Si`,j`
,

Bi =
1

i

k
∑

j=2

Bi,j +
1

i
Bi,∞ (i ∈ {2, . . . , k})

B∞ = x
∂B

∂x
−

k
∑

i=2

Bi

2y
∂B

∂y
=

∑

i,j∈{2,...,k,∞}
Bi,j ,

x
∂B

∂x
=

∑

i∈{2,...,k,∞}
Bi.

4As above we interpret ∞ as > k.
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Proof. The first equation is essentially a refinement of the previous lemma. It means
that 2-connected SP graphs are formed by taking parallel compositions of SP net-
works and adding the edge between the poles. The sum of the degrees of the poles
in the networks must be one less than the degree of the resulting vertex in the SP
graph.

The second equation reflects the fact that a SP graph rooted at a vertex of degree
i comes from a SP graph rooted at an edge whose first vertex has degree i, but then
each of them has been counted i times. The remaining equations are clear if we recall
that x∂B/∂x corresponds to graphs rooted at a vertex and y∂B/∂y corresponds
to graphs rooted at a edge (in this last case the factor 2 appears because in the
definition of Bi,j the root edge is directed). �

Now let

Bd=k(x, u) =
∑

n,ν

b(k)
n,ν

xn

n!
uν

denote exponential generating function for the the numbers b
(k)
n,` that count the

number of series-parallel vertex labelled graphs with n vertices, where ν vertices
have degree k. Then we have

Bd=k(x, u) = B(x, 1, 1, . . . , 1, u, 1).

3.3. Connected Series Parallel Graphs. The following lemma is an analogue
to Lemma 2.5, whose proof also applies for series-parallel graphs.

Lemma 3.5. Let B(x) be the exponential generating function of 2-connected series-
parallel graphs and C(x) the corresponding exponential generating function of con-
nected series-parallel graphs. Then we have

C ′(x) = eB′(xC′(x)), (3.9)

where derivatives are with respect to x.

Next we we introduce the generating function

Cj(x, y, z1, z2, . . . , zk, z∞) =
∑

m,n,n1,...,nk,n∞

cj;m,n;n1,...,nk,n∞
ymx

nzn1
1 · · · znk

k zn∞∞
n!

,

j ∈ {1, 2, . . . , k,∞}, where cj;m,n,n1,...,nk,n∞
is the number of labelled series parallel

graphs with n = n1+ · · ·+nk +n∞ vertices and m edges, where one vertex of degree
j is marked and where n` of these n vertices have degree `, 1 ≤ ` ≤ k, and n∞ of
these vertices have degree greater than k. Further set

B•
j (x, y, z1, z2, . . . , zk, z∞) =

1

xzj
Bj(x, y, z1, z2, . . . , zk, z∞)

and

C•
j (x, y, z1, z2, . . . , zk, z∞) =

1

xzj
Cj(x, y, z1, z2, . . . , zk, z∞)

Then B•
j and C•

j have the same interpretation as in the case of outerplanar graphs.
Hence we get the same relations as stated in Lemma 2.6. The only difference is
that we also take the number of edges into account, that is, we have an additional
variable y.



18 MICHAEL DRMOTA, OMER GIMENEZ, AND MARC NOY

Lemma 3.6. Let Wj = Wj(z1, . . . , zk, z∞, C•
1 , . . . , C

•
k , C

•
∞), j ∈ {1, 2, . . . , k,∞},

be defined by

Wj =

k−j
∑

i=0

zi+jC
•
j (x, y, z1, . . . , zk, z∞)

+ z∞





k
∑

i=k−j+1

C•
i (x, y, z1, . . . , zk, z∞) + C•

∞(x, y, z1, . . . , zk, z∞)



 ,

(1 ≤ j ≤ k),

W∞ = z∞

(

k
∑

i=0

C•
i (x, y, z1, . . . , zk, z∞) + C•

∞(x, y, z1, . . . , zk, z∞)

)

.

Then the function C•
1 , . . . , C

•
k , C

•
∞ satisfy the system of equations

C•
j (x, y, z1, . . . , zk, z∞) =

∑

`1+2`2+3`3+···+j`j=j

j
∏

r=1

B•
r (x, y,W1, . . . ,Wk,W∞)`r

`r!

(1 ≤ j ≤ k),

C•
∞(x, z1, . . . , zk, z∞) = exp





k
∑

j=1

B•
j (x, y,W1, . . . ,Wk,W∞) +B•

∞(x, y,W1, . . . ,Wk,W∞)





− 1 −
∑

1≤`1+2`2+3`3+···+k`k≤k

k
∏

r=1

B•
r (x, y,W1, . . . ,Wk,W∞)`r

`r!
.

Consequently the generating function Cd=k(x, u) is given by

∂Cd=k(x, u)

∂x
=

k−1
∑

j=1

C•
j (x, 1, 1, . . . , 1, u, 1)+uC•

k(x, 1, 1, . . . , 1, u, 1)+C•
∞(x, 1, 1, . . . , 1, u, 1).

3.4. All Series Parallel Graphs. As in the case of outerplanar graphs the gen-
erating function G(x) and the corresponding function Gd=k(x, u) that take into
account all series-parallel graphs are given by

G(x) = eC(x) and by Gd=k(x, u) = eCd=k(x,u).

4. Generating Functions for Planar Graphs

The number of vertices of degree 1 in planar graphs was already considered in
[10], compare with Theorem 4 in [10], applied to the case where H is a single edge.
Therefore we will focus on vertices of degree two.

4.1. 2-Connected Planar Graphs. Our first goal is to characterize the generat-
ing function Bp(x, y, z1, z2, z∞) of 2-connected planar graphs where x marks ver-
tices, y edges and zj vertices of degree j, j ∈ {1, 2,∞}

First we recall a result of Walsh on 2-connected graphs without vertices of degree
two. The original result [15] is stated for arbitrary labelled graphs, but it applies
also to planar graphs; the reason is that a graph is planar if and only if it remains
planar after removing the vertices of degree 2.
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Lemma 4.1. Let Bp(x, y) be the generating function for 2-connected planar graphs,
and let Hp(x, y) be the generating function for 2-connected planar graphs without
vertices of degree 2, where x marks vertices and y marks edges. Also, let D(x, y)
be the GF of series-parallel networks as in Section 3, and B(x, y) the GF of 2-
connected series-parallel graphs, given by (3.8). Then

Hp(x,D(x, y)) = Bp(x, y) −B(x, y). (4.1)

Proof. This is equation (5) from [15], here we give a sketch of the argument. Given
a 2-connected planar graph, perform the following operation repeatedly: remove a
vertex of degree two, if there is any, and remove parallel edges created, if any. In
this way we get either a graph with minimum degree three, or a single edge in case
the graph was series-parallel. This gives

Bp(x, y) = Hp(x,D(x, y)) +B(x, y).

�

Corollary4.2. The generating function Hp(x, y) is given by

Hp(x, y) = Bp(x, φ(x, y)) −B(x, φ(x, y)),

where

φ(x, y) = (1 + y) exp

( −xy2

1 + xy

)

− 1.

Proof. Since D(x, y) satisfies the equation (3.3) we can express y by

y = φ(x,D) = (1 +D) exp

( −xD2

1 + xD

)

− 1

and obtain

Hp(x,D) = Bp(x, φ(x,D)) −B(x, φ(x,D))

where we can now interpret D as an independent variable. �

Remark. We recall that Bp(x, y) is determined by the system of equations (compare
with [10]):

∂Bp(x, y)

∂y
=
x2

2

1 +Dp(x, y)

1 + y
,

M(x,Dp)

2x2Dp
= log

(

1 +Dp

1 + y

)

−
xD2

p

1 + xDp
,

M(x, y) = x2y2

(

1

1 + xy
+

1

1 + y
− 1 − (1 + U)2(1 + V )2

(1 + U + V )3

)

,

U = xy(1 + V )2,

V = y(1 + U)2.

With help of theses preliminaries we can obtain an explicit expression for
Bp(x, y, z1, z2, z∞).

Lemma 4.3. Let k = 2 and let B(x, y, z1, z2, z∞) be the generating function for
2-connected series parallel graphs and

D(x, y, z1, z2, z∞) =
∑

i,j∈{1,2,∞}
Dij(x, y, z1, z2, z∞)
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the corresponding generating function of series-parallel networks, compare with
Lemma 3.2 and 3.4. Then we have

Bp(x, y, z1, z2, z∞) = B(x, y, z1, z2, z∞) +Hp(x,D(x, y, z1, z2, z∞)). (4.2)

Proof. We again use the idea of (5) from [15]. We just add the counting of vertices
of degrees one and two that come from the SP networks and from SP graphs. �

4.2. Connected Planar Graphs. Set

B•
j (x, y, z1, z2, z∞) =

1

x

∂Bp(x, y, z1, z2, z∞)

∂zj
(j ∈ {1, 2,∞}).

Division by x is because in the definition of B• the root bears no label.
Further, let C•

j (x, y, z1, z2, z∞), j ∈ {1, 2,∞}, denote the corresponding gener-

ating functions for connected planar graphs. Then we have (as in Lemma 2.6) the
system of equations

C•
1 = B•

1 (x, y,W1,W2,W∞),

C•
2 =

1

2!
(B•

1(x, y,W1,W2,W∞))2 +B•
2(x, y,W1,W2,W∞),

C•
∞ = eB•

1 (x,y,W1,W2,W∞)+B•

2 (x,y,W1,W2,W∞)+B•

∞
(x,y,W1,W2,W∞)

− 1 −B•
1 (x, y,W1,W2,W∞) −B•

2(x, y,W1,W2,W∞)

− 1

2!
(B•

1 (x, y,W1,W2,W∞))2,

where the Wj , j ∈ {1, 2,∞}, are

W1 = z1 + z2C
•
1 + z∞(C•

2 + C•
∞),

W2 = z2 + z∞(C•
1 + C•

2 + C•
∞)

W∞ = z∞(1 + C•
1 + C•

2 + C•
∞)

From this system of equations we get a single equation for

C• = 1 + C•
1 + C•

2 + C•
∞.

if we set z1 = z∞ = 1, and y = 1.

Lemma 4.4. The function C•(x, 1, 1, z2, 1) satisfies a functional equation of the
form

C• = F (x, y, z2, C
•).

Proof. Since B•
1 = xz1 the equation for C•

1 is

C•
1 = xW1 = x (1 + z2C

•
1 + C•

2 + C•
∞) = xC• + x(z2 − 1)C•

1 ,

which gives

C•
1 =

xC•

1 − x(z2 − 1)
.

Consequently, we have

W1 = C• + (z2 − 1)C•
1 =

C•

1 − x(z2 − 1)
.

SinceW2 = z2−1+C• andW∞ = C• we can sum the three equations for C•
1 , C

•
2 , C

•
∞

and obtain

C• = eB•

1 (x,y,W1,W2,W∞)+B•

2 (x,y,W1,W2,W∞)+B•

∞
(x,y,W1,W2,W∞)
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which is now a single equation for C•. �

Finally the generating function Cd=2(x, u) for connected planar graphs is deter-
mined by

∂Cd=2(x, u)

∂x
= C•

1 (x, 1, 1, u, 1) + uC•
2 (x, 1, 1, u, 1) + C•

∞(x, 1, 1, u, 1).

4.3. All Planar Graphs. As before the generating function G(x) and the corre-
sponding function Gd=2(x, u) are given by

G(x) = eC(x) and by Gd=2(x, u) = eCd=k(x,u).

5. Transfer of Singularities

The main objective of this section is to consider analytic functions f(x, u) that
have a local representation

f(x, u) = g(x, u) − h(x, u)

√

1 − x

ρ(u)
, (5.1)

that holds in a (complex) neighbourhood U ∈ C2 of (x0, u0) with x0 6= 0, u0 6= 0 and
with ρ(u0) = x0 (we only have to cut off the half lines {x ∈ C : arg(x− ρ(u)) = 0}
in order to have an unambiguous value of the square root). The reason for the
negative sign in front of h(x, u) is that the coefficients of

√
1 − x are negative.

The functions g(x, u) and h(x, u) are analytic in U and ρ(u) is analytic in a
neighbourhood of u0. In our context we usually can assume that x0 and u0 are
positive real numbers. In Section 6 we will show that solutions f(x, u) of functional
equations have (usually) a local expansion of this form.

Note that a function f(x, u) of the form (5.1) can be also represented as

f(x, u) =
∑

`≥0

a`(u)

(

1 − x

ρ(u)

)`/2

, (5.2)

where

g(x, u) =
∑

k≥0

a2k(u)

(

1 − x

ρ(u)

)k

=
∑

k≥0

(−1)ka2k(u)ρ(u)−k
(

x− ρ(u)
)k

and

h(x, u) =
∑

k≥0

a2k+1(u)

(

1 − x

ρ(u)

)k

=
∑

k≥0

(−1)ka2k+1(u)ρ(u)
−k
(

x− ρ(u)
)k
.

In particular, the coefficients a`(u) are analytic in u (for u close to u0) and the
power series

∑

`≥0

a`(u)X
`

converges uniformly and absolutely if u is close to u0 and |X | < r (for some properly
chosen r > 0). In particular, it represents an analytic function of u and X (in that
range).

In what follows we will work with functions that have a singular expansion of
the form (5.1).
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Lemma 5.1. Suppose that f(x, u) has a singular expansion of the form (5.1) and
that G(x, y, z) is a function that is analytic at (x0, u0, f(x0, u0)) such that

Gz(x0, y0, f(x0, u0)) 6= 0.

Then

f(x, u) = G(x, u, f(x, u))

has the same kind of singular expansion, that is

f(x, u) = g(x, u) − h(x, u)

√

1 − x

ρ(u)
.

for certain analytic functions g(x, u) and h(x, u).

Proof. We use the Taylor series expansion of G(x, u, z) at z = g(x, u),

G(x, y, z) =

∞
∑

`=0

G`(x, u)(z − g(x, u))`,

and substitute z = f(x, u):

f(x, u) = G(x, y, f(x, u))

=

∞
∑

`=0

G`(x, u)

(

−h(x, u)
√

1 − x

ρ(u)

)`

=

∞
∑

k=0

G2k(x, u)

(

−h(x, u)
√

1 − x

ρ(u)

)2k

+

∞
∑

k=0

G2k+1(x, u)

(

−h(x, u)
√

1 − x

ρ(u)

)2k+1

= g(x, u) − h(x, u)

√

1 − x

ρ(u)
.

where g(x, u) and h(x, u) are analytic at (x0, u0). (Note that allG`(x, u) are analytic
in (x, u) and all appearing series are absolutely convergent.) �

Lemma 5.2. Suppose that f(x, u) has a singular expansion of the form (5.1) such
that |ρ(u)| is the radius of convergence of the function x 7→ f(x, u) if u is sufficiently
close to u0. Then the partial derivative fx(x, u) and the integral

∫ x

0
f(t, u) dt have

local singular expansions of the form

fx(x, u) =
g2(x, u)
√

1 − x
ρ(u)

+ h2(x, u) (5.3)

and
∫ x

0

f(t, u) dt = g3(x, u) + h3(x, u)

(

1 − x

ρ(u)

)3/2

, (5.4)

where g2(x, u), g3(x, u), h2(x, u), and h3(x, u), are analytic at (x0, u0).

Note. Now we choose the signs in front of g2(x, u) and h3(x, u) to be positive since
1/

√
1 − x and (1 − x)3/2 have positive coefficients.
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Proof. First, from (5.1) one directly derives

fx(x, u) = gx(x, u) − hx(x, u)

√

1 − x

ρ(u)
+

h(x, u)

2ρ(u)
√

1 − x
ρ(u)

=

h(x,u)
2ρ(u) − hx(x, u)

(

1 − x
ρ(u)

)

√

1 − x
ρ(u)

+ gx(x, u)

=
g2(x, u)
√

1 − x
ρ(u)

+ h2(x, u).

The proof of the representation of the integral is a little bit more involved. We
represent f(x, u) in the form

f(x, u) =

∞
∑

j=0

aj(u)

(

1 − x

ρ(u)

)j/2

. (5.5)

Recall that the power series

∞
∑

j=0

aj(u)X
`

converges absolutely and uniformly in a complex neighbourhood of u0: |u−u0| ≤ r
and for |X | ≤ r (for some r > 0). Hence, there exist η > 0 such that η|ρ(u)| < r for
all u with |u−u0| ≤ r. Further, by assumption, there are no singularities of f(x, u)
in the range |x| ≤ |ρ(u)|(1 − η).

We now assume that x is close to x0 so that |1 − x/ρ(u)| < r. Then we split up
the integral

∫ x

0
f(t, u) dt into three parts:

∫ x

0

f(t, u) dt =

∫ ρ(u)(1−η)

0

f(t, u) dt+

∫ ρ(u)

ρ(u)(1−η)

f(t, u) dt+

∫ x

ρ(u)

f(t, u) dt

= I1(u) + I2(u) + I3(x, u).

Since we have chosen η is a proper way there are no singularities of f(t, u) in the
range |t| ≤ |ρ(u)|(1 − η). Hence, I1(u) is an analytic function in u.

Next, by using the series representation (5.5) we obtain

I2(u) =

∫ ρ(u)

ρ(u)(1−η)

∞
∑

j=0

aj(u)

(

1 − t

ρ(u)

)j/2

dt

= −
∞
∑

j=0

aj(u)
2ρ(u)

j + 1

(

1 − t

ρ(u)

)
j+2
2

∣

∣

∣

∣

∣

t=ρ(u)

t=ρ(u)(1−η)

=

∞
∑

j=0

aj(u)
2ρ(u)

j + 1
η

j+2
2 ,

that represents an analytic function, too.
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Finally, the third integral evaluates to

I3(x, u) =

∫ x

ρ(u)

∞
∑

j=0

aj(u)

(

1 − t

ρ(u)

)j/2

dt

= −
∞
∑

j=0

aj(u)
2ρ(u)

j + 1

(

1− t

ρ(u)

)
j+2
2

∣

∣

∣

∣

∣

t=x

t=ρ(u)

= −
∞
∑

j=0

aj(u)
2ρ(u)

j + 1

(

1 − x

ρ(u)

)
j+2
2

.

Of course, this can be represented as

I3(x, u) = g̃(x, u) + h̃(x, u)

(

1 − x

ρ(u)

)3/2

with analytic function g̃(x, u) and h̃(x, u). Putting these three representations to-
gether we directly get (5.4). �

Another important feature is that we can switch between local expansions in
terms of x and u.

Lemma 5.3. Suppose that f(x, u) has a local representation of the form (5.1) such
that

ρ(u0) 6= 0 and ρ′(u0) 6= 0.

Then the singular expansion (5.1) can be rewritten as

f(x, u) = g̃(x, u) − h̃(x, u)

√

1 − u

R(x)
,

where R(x) is the (analytic) inverse function of ρ(u).

Proof. Since ρ′(u0) 6= 0 it follows from the Weierstrass preparation theorem5 that
there exists an analytic function K(x, u) with K(x0, u0) 6= 0 such that

ρ(u) − x = K(x, u)(R(x) − u),

where R(x) is the (analytic) inverse function of ρ(u) in a neighbourhood of x0. This
is because near (x0, u0) we have R(x) = u if and only if ρ(u) = x.

Consequently

1 − x

ρ(u)
= K(x, u)

R(x)

ρ(u)

(

1 − u

R(x)

)

5The Weierstrass preparation theorem (see [13] or [9, Theorem B.5]) says that every non-zero
function F (z1, . . . , zd) with F (0, . . . , 0) = 0 that is analytic at (0, . . . , 0) has a unique factoriza-
tion F (z1, . . . , zd) = K(z1, . . . , zd)W (z1; z2, . . . , zd) into analytic factors, where K(0, . . . , 0) 6= 0

and W (z1; z2, . . . , zd) = zd
1

+ z
d−1

1
g1(z2, . . . , zd) + · · · + gd(z2, . . . , zd) is a so-called Weierstrass

polynomial, that is, all gj are analytic and satisfy gj(0, . . . , 0) = 0.
We use here a shifted version and apply it for d = 1 which constitutes a refined version of the

implicit function theorem.
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and also

f(x, u) = g(x, u) − h(x, u)

√

K(x, u)
R(x)

ρ(u)

√

1 − u

R(x)

= g̃(x, u) − h̃(x, u)

√

1 − u

R(x)
.

�

Remark. Note that Lemma 5.3 has some flexibility. For example, if f(x, u) has a
singular expansion of the form

f(x, u) = g(x, u) + h(x, u)

(

1− x

ρ(u)

)3/2

then we also get a singular expansion of the form

f(x, u) = g̃(x, u) + h̃(x, u)

(

1 − u

R(x)

)
3
2

Similarly, if f(x, u) is of the form

f(x, u) =
g2(x, u)
√

1 − x
ρ(u)

+ h2(x, u)

then we can rewrite this to

f(x, u) =
g̃2(x, u)
√

1 − u
R(x)

+ h̃2(x, u).

If we combine Lemma 5.2 and Lemma 5.3 we thus get the following result, which
is fundamental for the proofs of our main results later on.

Theorem 5.4. Suppose that f(x, u) has a singular expansion of the form (5.1) such
that |ρ(u)| is the radius of convergence of the function x 7→ f(x, u) if u is sufficiently
close to u0, and ρ(u) satisfies ρ(u0) 6= 0 and ρ′(u0) 6= 0. Then the partial derivative
fu(x, u) and the integral

∫ u

0
f(x, t) dt have local singular expansions of the form

fu(x, u) =
g2(x, u)
√

1 − x
ρ(u)

+ h2(x, u) (5.6)

and
∫ u

0

f(x, t) dt = g3(x, u) + h3(x, u)

(

1 − x

ρ(u)

)
3
2

, (5.7)

where g2(x, u), g3(x, u), h2(x, u), and h3(x, u), are analytic at (x0, u0).

Proof. For the proof of both (5.6) and (5.7), we apply first Lemma 5.3 and switch

to a singular expansion in terms of
√

1 − u/R(x). Then we apply Lemma 5.2 in
order to get an expansion for the derivative or the integral, and finally we apply
Lemma 5.3 again in order to get back to an expansion in terms of

√

1 − x/ρ(u). �
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6. Systems of Functional Equations

The purpose of this section is provide a tool box for proving central limit theorems
with the help of generating functions that satisfy a system of equations. Most results
of this section are based on the methods of [5] (compare also with [4]). However,
we provide a more structured presentation. Furthermore we extend the previous
results by proper tail estimates.

Let us start with a simple observation. Suppose that y = y(x) is an analytic
generating function that satisfies the functional equation

y = F (x, y), (6.1)

where F (x, y) is an analytic function in x and y around x = y = 0. Further suppose
that there exist x = x0 and y = y0 = y(x0) that are solutions of the system of
equations

y = F (x, y),

1 = Fy(x, y),

where F (x, y) is analytic and we have Fx(x0, y0) 6= 0 and Fyy(x0, y0) 6= 0.
If we consider the equation y − F (x, y) = 0 around x = x0 and y = y0, then we

have 1−Fy(x0, y0) = 0 and −Fyy(x0, y0) 6= 0. Hence by the Weierstrass preparation
theorem (see [9, 13]) there exist functions K(x, y), p(x), q(x) which are analytic
around x = x0 and y = y0 and satisfy K(x0, y0) 6= 0, p(x0) = q(x0) = 0 and

y − F (x, y) = K(x, y)((y − y0)
2 + p(x)(y − y0) + q(x))

locally around x = x0 and y = y0. Since Fx(x0, y0) 6= 0 we also have qx(x0) 6= 0.
This means that any analytic function y = y(x) which satisfies y(x) = F (x, y(x))
in a subset of a neighbourhood of x = x0 with x0 on its boundary and is given by

y(x) = y0 −
p(x)

2
±
√

p(x)2

4
− q(x).

Since p(x0) = 0 and qx(x0) 6= 0 we have

∂

∂x

(

p(x)2

4
− q(x)

)

x=x0

6= 0,

too. Thus there exists an analytic function K2(x) such that K2(x0) 6= 0 and

p(x)2

4
− q(x) = K2(x)(x − x0)

locally around x = x0. This finally leads to a local representation of y = y(x) of
the kind

y(x) = g(x) − h(x)

√

1 − x

x0
, (6.2)

in which g(x) and h(x) are analytic around x = x0 and satisfy g(x0) = y0 and
h(x0) 6= 0.

It is easy to extend the above considerations, where we have an additional (an-
alytic) parameter u and we are searching for a solution y = y(x, u) of an equation
of the form y = F (x, y, u). Then we get an representation of the form

y(x, u) = g(x, u) − h(x, u)

√

1 − x

x0(u)
(6.3)

which is exactly of the form (5.1).
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Next we state a generalization of the one-dimensional case, where we assume
additionally that the parameter u is multivariate and where we also assume
that the coefficients of the generating functions that appear are non-negative.
Let F(x,y,u) = (F1(x,y,u), . . . , FN (x,y,u))T be a column vector6 of functions
Fj(x,y,u), 1 ≤ j ≤ N , with complex variables x, y = (y1, . . . , yN )T, u =
(u1, . . . , uk)T which are analytic around 0 and satisfy Fj(0,0,0) = 0 for 1 ≤ j ≤ N .
We are interested in the analytic solution y = y(x,u) = (y1(x,u), . . . , yN (x,u))T

of the functional equation

y = F(x,y,u) (6.4)

with y(0,0) = 0, i.e., we demand that the (unknown) functions yj = yj(x,u),
1 ≤ j ≤ N , satisfy the system of functional equations

y1 = F1(x, y1, y2, . . . , yN ,u),

y2 = F2(x, y1, y2, . . . , yN ,u),

...

yN = FN (x, y1, y2, . . . , yN ,u).

It is convenient to define the notion of a dependency (di)graph GF = (V,E)
for such a system of functional equations y = F(x,y,u). The vertices V =
{y1, y2, . . . , yN} are just the unknown functions and an ordered pair (yi, yj) is con-
tained in the edge set E if and only if Fi(x,y,u) really depends on yj .

If the functions Fj(x,y,u) have non-negative Taylor coefficients then it is easy
to see that the solutions yj(x,u) have the same property. (One only has to solve
the system iteratively by setting y0(x,u) = 0 and yi+1(x,u) = F(x,yi(x,u),u) for
i ≥ 0. The limit y(x,u) = limi→∞ yi(x,u) is the (unique) solution of the system
above.)

Proposition 6.1. Let F(x,y,u) = (F1(x,y,u), . . . , FN (x,y,u))T be functions an-
alytic around x = 0, y = (y1, . . . , yN)T = 0, u = (u1, . . . , uk)T = 0, whose
Taylor coefficients are all non-negative, such that F(0,y,u) = 0, F(x,0,u) 6= 0,
Fx(x,y,u) 6= 0, and such that there exists j with Fyjyj

(x,y,u) 6= 0. Furthermore
assume that the dependency graph of F is strongly connected and that the region of
convergence of F is large enough that there exists a complex neighbourhood U of
u = 1 = (1, . . . , 1) where the system

y = F(x,y,u), (6.5)

0 = det(I − Fy(x,y,u)). (6.6)

has solutions x = x0(u) and y = y0(u) that are positive and real for real u.
Let

y = y(x,u) = (y1(x,u), . . . , yN (x,u))T

denote the analytic solutions of the system

y = F(x,y,u) (6.7)

with y(0,u) = 0 and assume that dn,j > 0 (1 ≤ j ≤ N) for n ≥ n1, where
yj(x,1) =

∑

n≥0 dn,jx
n.

6We denote the transpose of a vector v by vT .
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Then there exits ε > 0 such that yj(x,u) admit a representation of the form

yj(x,u) = gj(x,u) − hj(x,u)

√

1 − x

x0(u)
(6.8)

for u ∈ U and |x − x0(u)| < ε, where gj(x,u) 6= 0 and hj(x,u) 6= 0 are analytic
functions with (gj(x0(u),u))j = (yj(x0(u),u))j = y0(u). Furthermore, there exists
δ > 0 such that yj(x,u) is analytic in (x,u) for u ∈ U and |x − x0(u)| ≥ ε
but |x| ≤ |x0(u)| + δ (this condition guarantees that y(x,u) has a unique smallest
singularity with |x| = |x0(u)|).

Proof. A proof is given in [5]. �

With the help of Lemma 5.1 we immediately derive the following

Corollary6.2. Suppose that G(x,y,u) is a power series such that (x0(1),y0(1),1)
is an inner point of the region of convergence of G(x,y,u) and that
Gy(x0(1),y0(1),1) 6= 0.

Then G(x,y(x,u),u) has a representation of the form

G(x,y(x,u),u) = g(x,u) − h(x,u)

√

1 − x

x0(u)
(6.9)

for u ∈ U and |x − x0(u)| < ε, where g(x,u) 6= 0 and h(x,u) 6= 0 are analytic
functions. Furthermore, G(x,y(x,u),u) is analytic in (x,u) for u ∈ U and |x −
x0(u)| ≥ ε but |x| ≤ |x0(u)| + δ.

An essential assumption of Proposition 6.1 is that (x0(1),y0(1),1) is a regular
point of F(x,y,u). However, this is not always satisfied. The following Proposition
discusses a situation where one has a square-root singularity of a specific kind at
the critical point.

Proposition 6.3. Suppose that F (x, y, u) has a local representation of the form

F (x, y, u) = g(x, y, u) + h(x, y, u)

(

1 − y

r(x, u)

)3/2

(6.10)

with functions g(x, y, u), h(x, y, u), r(x, u) that are analytic around (x0, y0, u0)
and satisfy gy(x0, y0, u0) 6= 1, h(x0, y0, u0) 6= 0, r(x0, u0) 6= 0, and rx(x0, u0) 6=
gx(x0, y0, u0). Furthermore, suppose that y = y(x, u) is a solution of the functional
equation

y = F (x, y, u)

with y(x0, u0) = y0. Then y(x, u) has a local representation of the form

y(x, u) = g1(x, u) + h1(x, u)

(

1 − x

ρ(u)

)3/2

, (6.11)

where g1(x, u), h1(x, u) and ρ(u) are analytic at (x0, u0) and satisfy h1(x0, u0) 6= 0
and ρ(u0) = x0.

Proof. Set Y = (1 − y/r(x, u))1/2. Then F (x, y, u) can be represented as

F (x, y, u) = A0(x, u) +A2(x, u)Y
2 +A3(x, u)Y

3 +A4(x, u)Y
4 + · · · ,
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where Ak(x, u) are analytic functions; compare with (5.2). If we now consider the
equation y = F (x, y, u) and replace the left hand side by y = r(x, u)(1 − Y 2), we
get

r(x, u) −A0(x, u) = (r(x, u) +A2(x, u))Y
2 +A3(x, u)Y

3 +A4(x, u)Y
4 + · · · .

Since r(x0, u0) = A0(x0, u0) = g(x0, y0, u0) and rx(x0, u0) 6= A0,x(x0, u0) =
gx(x0, y0, u0), again by the preparation theorem there exist analytic functions
K(x, u) and ρ(u), with K(x0, u0) 6= 0 and ρ(u0) = x0, such that locally around
(x0, u0)

r(x, u) −A0(x, u) = K(x, u)(x− ρ(u)).

Hence if we set X = (1 − x/ρ(u))1/2 and L(x, u) = (−K(x, u)ρ(u))1/2 we get

L(x, u)2X2 = Y 2
(

r(x, u) +A2(x, u) +A3(x, u)Y +A4(x, u)Y
2 · · ·

)

.

or

L(x, u)X = B1(x, u)Y +B2(x, u)Y
2 +B3(x, u)Y

3 + · · · ,
where B1(x, u) = (r(x, u) +A2(x, u))

1/2
and B`(x, u) are suitably chosen analytic

functions. Furthermore, since L(x, u) 6= 0 and B1(x, u) 6= 0 in a neighbourhood of
(x0, u0), we can invert this relation and get

Y =
L(x, u)

B1(x, u)
X + C2(x, u)X

2 + C3(x, u)X
3 + · · · .

By squaring this equation and substituting Y 2 = 1 − y/r(x, u), we finally obtain
the representation

1 − y

r(x, u)
=

L(x, u)2

B1(x, u)2
X2 +D3(x, u)X

3 +D4(x, u)X
4 + · · ·

which can be rewritten into the form (6.11). Since h1(x0, u0) = r(xo, u0)D3(x0, u0),
we only need to check that D3(x0, u0) 6= 0. But D3 = 2B2L

2/B2
1 and B2 =

A3/(2
√
r +A2), and now it is enough to recall that L(x0, u0) 6= 0 and A3(x0, u0) 6=

0. �

Now suppose that y(x,u) is a solution of a system of equation as in Propo-
sition 6.1. Further let G(x,y,u) be a power series with non-negative Taylor co-
efficients at (0,0,0) such that (x0(1),y0(1),1) is an inner point of the region of
convergence of G(x,y,u). Then

G(x,y(x,u),u) =
∑

n,m

cn,mx
num

has non-negative coefficients cn,m, too. In fact, we also have that for every n ≥ n0

there exists m such that cn,m > 0. In particular it follows that

cn(u) =
∑

m

cn,mum

is non-zero for n ≥ n0.

Now let Xn = (X
(1)
n , . . . , X

(N)
n ), (n ≥ n0) denote an N -dimensional discrete

random vector with

Pr{Xn = m} :=
cn,m

cn
. (6.12)
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Then the expectation EuXn = Eu
X(1)

n

1 · · ·uX(N)
n

N is given by

EuXn =
cn(u)

cn(1)
.

With the help of singularity analysis we derive an asymptotic representation for
EuXn .

Proposition 6.4. Suppose that Xn (n ≥ n0) is defined as above. Then we have
uniformly for u ∈ U

EuXn =
h(x0(u),y0(u))

h(x0(1),y0(1)

(

x0(1)

x0(u)

)n(

1 +O

(

1

n

))

. (6.13)

Proof. By applying the transfer lemma in [8], we get from (6.9) that

cn(u) = [xn]G(x,y(x,u),u) =
h(x0(u),y0(u))

2
√
π

n−3/2x0(u)−n

(

1 +O

(

1

n

))

uniformly for u in a complex neighbourhood of 1. This proves (6.13). �

Next we state (and prove) a multivariate version of the so-called Quasi Power
Theorem by H.-K. Hwang [11] (see also [9], similar theorems can be found in [1, 2]).
Note, too, that there exists a precise large deviation result for the univariate case
[12].

Proposition 6.5. Let Xn be a N -dimensional random vector with the property
that

EuXn = eλn·A(u)+B(u)

(

1 +O

(

1

φn

))

, (6.14)

holds uniformly in a complex neighborhood of u = 1, where λn and φn are sequences
of positive real numbers with λn → ∞ and φn → ∞, and A(u) and B(u) are analytic
functions in this neighborhood of u = 1 with A(1) = B(1) = 0.

Then EXn = λnµ +O (1 + λn/φn) and VarXn = λnΣ+O (1 + λn/φn), where
µ = Au(1) = (Auj

(1))1≤j≤N and Σ = (Auiuj
(1) + δijAuj

(1))1≤i,j≤N . Then Xn

satisfies a central limit theorem of the form

1√
λn

(Xn −EXn) → N (0,Σ) . (6.15)

Finally if we additionally assume that λn = φn, then there exist positive constants
c1, c2, c3 such that

Pr
{

‖Xn −EXn‖ ≥ ε
√

λn

}

≤ c1e
−c2ε2

(6.16)

uniformly for ε ≤ c3
√
λn.

Proof. For the reader’s convenience we first recall a proof for the univariate case
N = 1, that is, we have

EuXn = eλn·a(u)+b(u)

(

1 +O

(

1

φn

))

. (6.17)

By assumption, we obtain for t in a neighborhood of t = 0

E eitXn = eitλnµ− 1
2 t2λnσ2+O(λnt3)+O(t)

(

1 +O

(

1

φn

))

.
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Set Yn = (Xn − λnµ)/
√
λn, where µ = a′(1). Then, replacing t by t/

√
λn, one gets

directly

E eitYn = e−
σ2

2 t2+O(t3/
√

λn)+O(t/
√

λn)

(

1 +O

(

1

φn

))

,

where σ2 = a′(1) + a′′(1). Thus, Yn is asymptotically normal with zero mean and
variance σ2.

Next set fn(u) = EuXn . Then f ′
n(1) = EXn. One the other hand, by Cauchy’s

formula, we have

f ′
n(1) =

1

2πi

∫

|u−1|=ρ

fn(u)

(u− 1)2
du.

In particular, we use the circle |u− 1| = 1/λn as the path of integration and get

EXn =

1

2πi

∫

|u−1|=1/λn

1 + (λna
′(1) + b′(1))(u− 1) +O(λn(u− 1)2)

(u− 1)2

(

1 +O

(

1

φn

))

du

= λna
′(1) +O

(

1 +
λn

φn

)

.

We can treat the variance Similarly. Set gn(u) = fn(u)u−λna′(1)−b′(1). Then
VarXn = g′(1) + g′′(1) +O (1 + λn/φn). By using the same kind of complex inte-
gration on the circle |u− 1| = 1/λn and the approximation

exp (λn(a(u) − a′(1) logu) + (b(u) − b′(1) logu)

= 1 + (λn(a′′(1) + a′(1)) + (b′′(1) + b′(1)))
(u− 1)2

2
+O(λn(u− 1)3)

one obtains

VarXn = λn(a′′(1) + a′(1)) +O

(

1 +
λn

φn

)

.

If σ2 > 0, then Yn/σ and (Xn −EXn)/
√

VarXn have the same limiting distribu-
tion. Hence, the central limit theorem follows.

In order to obtain tail estimates we proceed as follows. Suppose that λn = φn.
Then we get (similarly as above)

E et(Xn−E Xn)/
√

λn = e
σ2

2 t2+O(t3/
√

λn)+O(t/
√

λn)

(

1 +O

(

1

λn

))

.

Hence, there exist positive constants c′, c′′, c′′′ with

E et(Xn−E Xn)/
√

λn ≤ c′ec′′t2

for real t with |t| ≤ c′′′
√
λn. By a Chernov type argument we get for every t > 0

the inequality

Pr{|Y | ≥ ε} ≤
(

E etY + E e−tY
)

e−εt.

We also get (6.16) (for N = 1) by choosing c1 = 2c′, t = ε/(2c′′), c2 = 1/(4c′′), and
c3 = 2c′′c′′′.

Now recall that a random vector Y is normally distributed with zero mean and
covariance matrix Σ if and only if aT Y = a1Y1 + · · ·+aNYN is normally distributed
with zero mean and variance aT Σa.
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Hence, if we assume that a sequence of random vectors Xn satisfies (6.14) then
the random variable Xn(a) = aT Xn satisfies (6.17) with a(u) = A(ua1 , . . . , uaN )
and b(u) = B(ua1 , . . . , uaN ). Consequently Xn(a) is asymptotically normal with
EXn(a) = λnµ+O (1 + λn/φn) and VarXn(a) = λnσ

2 +O (1 + λn/φn), where

µ = a′(1) = aT
µ and σ2 = a′(1) + a′′(1) = aT Σa.

The tail estimate (6.16) can be also derived from the one dimensional caseN = 1.

If ‖Xn − EXn‖ ≥ ε
√
λn then there exists j with ‖X(j)

n − EX
(j)
n ‖ ≥ ε

√
λn/

√
N .

Hence

Pr
{

‖Xn −EXn‖ ≥ ε
√

λn

}

≤ Nc1e
−c2ε2/N .

Thus, we also get (6.16) in the multidimensional case. We just have to adjust c1
and c2. �

Putting these preliminaries together we finally get a central limit theorem for
random variables that are related to systems of functional equations For convenience
we set

µ = −x0,u(1)

x0(1)
,

and define a matrix Σ by

Σ = −x0,uu(1)

x0(1)
+ µ

T
µ + diag(µ), (6.18)

where x = x0(u) and y = y0(u) are the solutions of the system (6.5) and (6.6).

Theorem 6.6. Suppose that Xn is a sequence of N -dimensional random vectors
that are defined by (6.12), where

∑

n,m cn,mx
num = G(x,y(x,u),u) and the gener-

ating functions y(x,u) = (yj(x,u))1≤j≤N satisfy a system of functional equations
of the form (6.7), in which F satisfies the assumptions of Proposition 6.1.

Then Xn satisfies a central limit theorem of the form

1√
n

(Xn −EXn) → N (0,Σ) . (6.19)

Furthermore there exist positive constants c1, c2, c3 such that

Pr
{

‖Xn −EXn‖ ≥ ε
√
n
}

≤ c1e
−c2ε2

(6.20)

uniformly for ε ≤ c3
√
n.

In what follows we comment on the evaluation of µ and Σ. The problem is to
extract the derivatives of x0(u). The function x0(u) is the solution of the system
(6.5–6.6) and is exactly the location of the singularity of the mapping x 7→ y(x,u)
when u is fixed (and close to 1).

Let x0(u) and y0(u) = y(x0(u),u) denote the solutions of (6.5–6.6). Then we
have

y0(u) = F(x0(u),y0(u),u). (6.21)

Taking derivatives with respect to u we get

y0,u(u) = Fx(x0(u),y0(u),u)x0,u(u) + Fy(x0(u),y0(u),u)y0,u(u) (6.22)

+ Fu(x0(u),y0(u),u),
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where the three terms in F denote evaluations at (x0(u),y0(u),u) of the par-
tial derivatives of F, and not the (total) derivative of the composite func-
tion F(x0(u),y0(u),u), and where xu and yu denote the Jacobian of x and y

with respect to u. In particular, for u = 1 we have x(1) = x0 and y(1) = y0 and

det(I − Fy(x0,y0,1)) = 0.

Since Fy is a non-negative matrix and the dependency graph is strongly connected
there is a unique Perron-Frobenius eigenvalue of multiplicity 1. Here this eigenvalue
equals 1. Thus, I − Fy has rank N − 1 and has (up to scaling) a unique positive
left eigenvector bT:

bT(I − Fy(x0,y0,1)) = 0.

From (6.22) we obtain

(I − Fy(x0,y0,1))yu(1) = Fx(x0,y0,1)xu(1) + Fu(x0,y0,1).

By multiplying bT from the left we thus get

bTFx(x0,y0,1)xu + bTFu(x0,y0,1) = 0 (6.23)

and consequently

µ =
1

x0

bTFu(x0,y0,1)

bTFx(x0,y0,1)

The derivation of Σ is more involved. We first define b(x,y,u) as the (general-
ized) vector product7 of the N − 1 last columns of the matrix I − Fy(x,y,u). We
define D(x,y,u) as

D(x,y,u) =
(

bT (x,y,u) (I− Fy(x,y,u))
)

1
= det (I − Fy(x,y,u)) ,

where the subindex denotes the first coordinate. In particular we have

D(x(u),y(u),u) = 0.

Then from

(I − Fy)yu = Fxxu + Fu,

−Dyyu = Dxxu +Du (6.24)

we can calculate yu. (The first system has rank N − 1, this means that we can skip
the first equation. This reduced system is then completed to a regular system by
appending the second equation (6.24).)

We now set

d1(u) = d1(x(u),y(u),u) = b(x(u),y(u),u)TFx(x(u),y(u),u)

d2(u) = d2(x(u),y(u),u) = b(x(u),y(u),u)TFu(x(u),y(u),u).

By differentiating equation (6.23) we get

xuu(u) = − (d1xxu + d1yyu + d1u)xu + (d2xxu + d2yyu + d2u)

d1
, (6.25)

where d1x, d1y, d1u,d2x,d2y,d2u denote the respective partial derivatives, and
where we have omitted the dependence on u. With the knowledge of x0,y0 and
yu(1) we can now evaluate xuu at u = 1 and we compute Σ from (6.18).

7More precisely, this is the wedge product combined with the Hodge duality.
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We finally state a useful variant of a central limit theorem for random variables
that are defined with the help of generating functions.

Theorem 6.7. Suppose that a sequence of N -dimensional random vectors Xn sat-
isfies

EuXn =
cn(u)

cn(1)
,

where cn(u) is the coefficient of xn of an analytic function

f(x,u) =
∑

n≥0

cn(u)xn,

that has a local singular representation of the form

f(x,u) = g(x,u) + h(x,u)

(

1 − x

ρ(u)

)α

for some real α ∈ R \ N and functions g(x,u), h(x,u) 6= 0, and ρ(u) 6= 0 that are
analytic around x = x0 > 0 and u = 1. Further we assume that x = ρ(u) is the
only singularity of f(x, u) on the disc |x| ≤ |ρ(u)| if u is sufficiently close to 1 and
that there exists an analytic continuation of f(x, u) to the region |x| < |ρ(u)| + δ,
|x− ρ(u)| > ε for some δ > 0 and ε > 0.

Then Xn satisfies a central limit theorem of the form (6.19) and tail estimates
of the form (6.20) with EXn = µn+O(1) and CovXn = Σn+O(1), where

µ = −ρu(1)

ρ(1)
,

and

Σ = −ρuu(1)

ρ(1)
+ µ

T
µ + diag(µ).

Proof. By the transfer lemma in [8] we get the asymptotic expansion

cn(u) =
h(ρ(u),u)

Γ(−α)
n−α−1ρ(u)−n

(

1 +O

(

1

n

))

that is uniform for u in a complex neighbourhood of u = 1. Hence,

EuXn =
cn(u)

cn(1)

=
h(ρ(u),u)

h(ρ(1),1)

(

ρ(1)

ρ(u)

)n(

1 +O

(

1

n

))

and consequently the result follows from Proposition 6.4. �

7. Proof of Theorem 1.1

7.1. 2-Connected Outerplanar Graphs. We fix some k ≥ 1 and let X
(k)
n denote

the random variable that counts the number of vertices of degree k in a random
2-connected outerplanar vertex labelled graph of size n. In particular, if bn,ν is the
number of 2-connected outerplanar vertex labelled graph of size n with exactly ν
vertices of degree k and

Bd=k(x, u) =
∑

n≥0

bn(u)

n!
xn
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is the corresponding generating function then

EuX(k)
n =

bn(u)

bn(1)
,

where

bn(u) = [xn]Bd=k(x, u) =
∑

ν≥0

bn,νu
ν .

In Section 2 we have shown that the derivative

∂Bd=k(x, u)

∂x
=
∑

n≥0

(n+ 1)bn+1(u)x
n

can be represented in terms of the functions B•
j (x, z1, . . . , zk, z∞); see (2.3). Further-

more, these functions are linear combinations of the functions Aij(x, z1, . . . , zk, z∞);
see Lemma 2.4. Finally, the functions Aij satisfy a positive and strongly connected
system of equations (see Lemma 2.2).

Since the coefficient of xn of ∂Bd=k(x,u)
∂x equals (n+ 1)bn+1(u) we have

(n+ 1)bn+1(u)

(n+ 1)bn+1(1)
=
bn+1(u)

bn+1(1)
= EuX

(k)
n+1 .

Hence, by applying Theorem 6.6 it follows directly that X
(k)
n+1 satisfies a central

limit theorem with linear expected value and variance and quadratic exponential

tail estimates. Of course, this implies the same properties for X
(k)
n and proves

Theorem 1.1 for 2-connected outerplanar graphs.
Alternatively we can use Proposition 6.1 and its corollary to derive that

∂Bd=k(x,u)
∂x has a local representation of the form

∂Bd=k(x, u)

∂x
= g(x, u) − h(x, u)

√

1 − x

ρ(u)
.

Hence, by Lemma 5.2, we get a local representation for Bd=k(x, u) of the form

Bd=k(x, u) = g(x, u) + h(x, u)

(

1 − x

ρ(u)

)3/2

.

Thus, the central limit theorem follows from Theorem 6.7, too.
Note that Theorems 6.6 and 6.7 also apply for random vectors. Thus, if

we set zj = uj for 1 ≤ j ≤ k and z∞ = 1 in the generating function
B(x, z1, . . . , zk, z∞), we also get a multivariate central limit theorem for then ran-

dom vector (X
(1)
n , . . . , X

(k)
n ).

Finally, we can also use Theorem 6.6 to prove that the number of vertices of
given degree in random dissections of size n satisfies a central limit theorem.

7.2. Connected Outerplanar Graphs. The proof of Theorem 1.1 for connected
outerplanar graphs is very similar to the case of 2-connected outerplanar graphs.

We recall that the derivative

∂Cd=k(x, u)

∂x
=
∑

n≥0

(n+ 1)cn+1(u)x
n

can be represented as a linear combination of the functions C•
j (x, z1, . . . , zk, z∞)

(see (2.5)) that satisfy a positive and strongly connected system of equations, see
Lemma 2.6. Note that the system of equations given in Lemma 2.6 uses the functions
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B•
j (x, z1, . . . , zk, z∞), that have a square-root singularity if the zj are sufficiently

close to 1; recall that B′(x) and B•
j (x, 1, . . . , 1) have a square-root singularity at

ρ1 = 3 − 2
√

2. In order to apply Theorem 6.6 we have to check that the critical
point of the system (2.5) does not interfere with the square-root singularity of B•

j .

Since f(x) = xC ′(x) satisfies the equation f(x) = eB′(f(x)), the function

ψ(u) = ue−B′(u) is the functional inverse function of f(x). We know from [3] that
there exists ρ2 = 0.1688 · · · < ρ1 with ψ′(u) = 0. This implies that the radius of
convergence of f(x) and consequently that of C ′(x) is given by ρ = 0.1366 · · · . It
satisfies ρC ′(ρ) = ρ2, and C ′(x) has a square root singularity with a local represen-
tation of the form

C ′(x) = g2(x) − h2(x)

√

1 − x

ρ
,

where g(x) and h(x) are analytic around x = ρ2, see also the remark following
Lemma 2.5.

All functions C•
j (x, 1, . . . , 1) have the same singularity ρ. Thus, the cor-

responding system of equation (6.5)–(6.6) is satisfied for x = ρ and y =
(C•

j (ρ, 1, . . . , 1))j∈{1,...,k,∞} and u = (z1, . . . , zk, z∞) = 1. By the implicit function
theorem there is also a solution if z1, . . . , zk vary locally around 1; we fix z∞ = 1 so
that x and z1, . . . , zk can vary independently. Thus, if z1, . . . , zk are sufficiently close
to 1, then all functions C•

j (x, z1, . . . , zk, 1) have again a square-root singularity.
Summing up, we can again apply Theorem 6.6 and obtain Theorem 1.1 for

connected outerplanar graphs, too. However, the degree distribution is different
from that of 2-connected outerplanar graphs.

Further, we also get a multivariate central limit theorem for the random vectors

(X
(1)
n , . . . , X

(k)
n ).

7.3. All Outerplanar Graphs. From the discussion in the preceding section it

follows that the partial derivative ∂Cd=k(x,u)
∂x has a local representation of the form

∂Cd=k(x, u)

∂x
= g2(x, u) − h2(x, u)

√

1 − x

ρ(u)
.

Hence, by Lemma 5.2 we get the representation

Cd=k(x, u) = g3(x, u) + h3(x, u)

(

1 − x

ρ(u)

)3/2

. (7.1)

Consequently we obtain a representation for Gd=k(x, u) of the form

Gd=k(x, u) = eCd=k(x,u) = g4(x, u) + h4(x, u)

(

1− x

ρ(u)

)3/2

. (7.2)

Thus, the central limit theorem follows from Theorem 6.7.

8. Proof of Theorem 1.2

The proof is more involved than that of Theorem 1.1. Due to the relation between
series-parallel networks and 2-connected series-parallel graphs, we have to take into
account the number of edges.
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8.1. 2-Connected Series-Parallel Graphs. We first observe that the func-
tion Dij and Sij satisfy a positive and stongly connected system of equations
(Lemma 3.2), so that by Proposition 6.1 all these functions have a common square-
root singularity of the kind

g(x, y, z1, . . . , zk, z∞) − h(x, y, z1, . . . , zk, z∞)

√

1 − x

ρ(y, z1, . . . , zk, z∞)
. (8.1)

Hence, by Lemma 5.1 the same is true for all function Bij and consequently for

2y
∂B

∂y
=

∑

i,j∈{1,...,k,∞}
Bij .

From Proposition 5.4 it follows that B has a singularity of the kind

g(x, y, z1, . . . , zk, z∞) + h(x, y, z1, . . . , zk, z∞)

(

1 − x

ρ(z1, . . . , zk, z∞)

)3/2

. (8.2)

As consequence, by applying Theorem 6.7 we derive Theorem 1.2 for the 2-
connected case. Notice that Theorem 6.7 is essential in this case; in fact, it was
derived precisely for the needs of this application.

Note that B1, . . . Bk have also a square-root singularity of the kind (8.1), since
they can be expressed with the help of the function Bij . Interestingly, B∞ has the
same kind of singularity. This follows from formula

B∞ = x
∂B

∂x
−

k
∑

i=1

Bi,

since ∂B
∂x has also a square-root singularity of the kind (8.1).

8.2. Connected Series-Parallel Graphs. Here we can proceed exactly as in the
outerplanar case. The essential point is to observe that the singularity of B•

i does
not interfere with the singularity of C•

j ; this is proved also in [3]. As mentioned in
the introduction, the equations from Lemma 2.6 linking the B•

j and the C•
j apply

here as well.

8.3. All Series-Parallel Graphs. As in the outerplanar case it follows that
Cd=k(x, u) has a singularity of the kind (7.1). Hence, the same follows forGd=k(x, u)
and, thus, we can apply Theorem 6.7.

9. Proof of Theorem 1.3

The limit distribution for the number of vertices of degree 1 in planar graphs
was determined in [10], where it is shown that a central limit theorem with linear
mean and variance holds. This follows from Theorem 4 in [10], applied to the case
where H is a single edge. It is easy to extend this result to get corresponding tail
estimates as proposed. Thus, we concentrate on the case k = 2.

9.1. 2-Connected Planar Graphs. We recall that

Bp(x, y, z1, z2, z∞) = B(x, y, z1, z2, z∞) +Hp(x,D(x, y, z1, z2, z∞))

= Bp(x, φ(x,D(x, y, z1, z2, z∞)))

+B(x, y, z1, z2, z∞) −B(x, φ(x,D(x, y, z1, z2, z∞))).
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In [10] it was shown that Bp(x, y) has a singular expansion of the form

Bp(x, y) = B0(y) +B2(y)X
2 +B4(y)X

4 +B5(y)X
5 +B6(y)X

6 + · · · ,
where X =

√

1 − x/R(y), where R(1) = 0.03819 · · · . Alternatively this can be
rewritten as

Bp(x, y) = g(x, y) + h(x, y)

(

1 − x

R(y)

)
5
2

.

Further note that B(x, y, z1, z2, z∞), B(x, y) = B(x, y, 1, . . . , 1), and
φ(x,D(x, y, z1, z2, z∞)) are analytic around x = R(1), y = 1 and zj = 1,
j ∈ {1, . . . , k,∞}. Hence, Bp(x, y, z1, z2, z∞) can be represented as

Bp(x, y, z1, z2, z∞) = g2(x, y, z1, z2, z∞) + (9.1)

h2(x, y, z1, z2, z∞)

(

1 − x

R(y, z1, z2, z∞)

)5/2

,

where g2, h2, and R are analytic functions with

g2(x, y, 1, 1, 1) = g(x, y),

h2(x, y, 1, 1, 1) = h(x, y),

R(y, 1, 1, 1) = R(y).

We can apply Theorem 6.7 with α = 5
2 and obtain a proof of Theorem 1.3 in the

2-connected case.

9.2. Connected Planar Graphs. From (9.1) it follows that B•
j (x, y, z1, z2, z∞)

have a singularity of the kind (8.2). Hence, the function F (x, y, u) from Lemma 4.4

has also a singularity of that kind. Note that F (x, y, 1) = eB•(x,xy). Furthermore,
for u = 1 it is known that the the singularity of C• interfers with the singulartiy of
B•, compare with [10]. Hence all assumptions of Proposition 6.3 are satisfied and
it follows that C•(x, 1, 1, u, 1) has a singular expansion of the form (8.2). Of course,
with help of Theorem 6.7 we get Theorem 1.3 in the connected case, too.

9.3. All Planar Graphs. The only difference between the case of planar graphs
and the two previous cases (outerplanar and series-parallel graphs) is that the
singular behaviour of Cd=2(x, u) resp. Gd=2(x, u) is of the form

g5(x, u) + h5(x, u)

(

1 − x

ρ(u)

)5/2

.
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