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CONVERGENCE TO EQUILIBRIUM OF BIASED PLANE
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ABSTRACT. We study a single-flip dynamics for the monotone surface in (2 + 1) di-
mensions obtained from a boxed plane partition. The surface is analyzed as a system
of non-intersecting simple paths. When the flips have a non-zero bias we prove that
there is a positive spectral gap uniformly in the boundary conditions and in the size
of the system. Under the same assumptions, for a system of size M, the mixing time
is shown to be of order M up to logarithmic corrections.
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1. INTRODUCTION, MODEL AND RESULTS

Consider a surface in 2 + 1 dimensions defined by non-negative integer heights ¢, ,,
where x,y € Z,, such that 0, , > {;11, and £, > l; y4q for all x,y € Z;. When
£y = 0 for all but finitely many z, y this is called a plane partition, the two-dimensional
generalization of an ordinary partition (Young diagram). When the surface is such that
lyy < cand ;= 0 when either x > a or y > b, for some integers a, b, ¢, then it defines
a boxed plane partition, or a plane partition in the box a x b x ¢. As we shall see, a
convenient representation of a boxed plane partition is obtained by considering a system
of non-intersecting simple lattice paths. Other well known equivalent characterizations
are the perfect matchings (or dimers) configurations on a subgraph of the honeycomb
lattice and the lozenge tilings of an hexagon.

A continuous time flip dynamics of a plane partition in the box a x b x ¢ is defined
as follows: Every point (z,y) in the rectangle R, = {0,...,a — 1} x {0,...,b — 1}
is equipped with an independent, rate 1, Poisson clock. When (z,y) rings we flip an
independent {0,1} coin X; if X = 1 we replace ;, by £, , = £y, + 1 if allowed; if
X = 0 we replace £, , by 6;7y = {,, — 1 if allowed. When the coin is unbiased the flip
dynamics converges to the uniform distribution over plane partitions in the box a xbx c.
The latter is known to exhibit non trivial limiting shape or “arctic circle” phenomena
in the limit of large parameters a, b, ¢, cf. [3], [7] and references therein. We refer to [2]
for the connection with the Wulff crystal in the low temperature 3D Ising model. It
is an interesting open problem to determine the speed of convergence to the uniform
equilibrium measure. We refer to [9] and references therein for the various polynomial
bounds known so far and for the conjectured diffusive behavior of the spectral gap.

In this paper we shall analyze the biased case. When X = 1 with probability p # %
then the flip dynamics converges to the probability measure p, on plane partitions in

the box a x b x ¢ such that every configuration ¢ has a weight proportional to e~2Vel()
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where Vol(¢) stands for the volume »_ {5, under the surface, and e 2% =p/(1 —p).
By symmetry, u, is equivalent to p—, and we shall restrict to positive values of « (or

p < 1/2). In this model there is no critical value of o and one has a localized surface
(i.e., Vol(¢) = O(1)) for all & > 0. This follows from the fact that the number of plane

partitions ¢ such that Vol(¢) = v is eO(”2/3), see Section [2] for more details.

It has been recently shown that a direct coupling argument allows to prove that, if
« is sufficiently large, then uniformly in the size of the box one has a positive spectral
gap and a mixing time of order M = max{a,b,c}, see [6]. Below we shall prove
that this actually holds for all & > 0, up to a logarithmic correction in the mixing time
upper bound. As in [6] we use path-coupling arguments with an exponentially weighted
metric. However, in the case of small o« > 0 these arguments can only be applied to
suitable coarse-grained versions of the process. In the proof of the spectral gap estimate
we compare the single-flip process to two auxiliary coarse-grained dynamics. Another
novel ingredient is a roughly deterministic description of the process at large scales
which allows to obtain the mixing time estimate.

It is worth pointing out that the measure po, o > 0, has a natural extension to
infinite boxes, i.e. as a measure on plane partitions without any box constraint. Our
spectral gap estimates implies that for all o > 0 this extended measure has a positive
spectral gap.

1.1. The model. We first formulate the model in terms of configurations of non-
intersecting paths and then describe the mapping needed to obtain boxed plane parti-
tions.

Let k,n,h be integers, such that k,n > 1 and h € {—n,...,n}. We consider the
set an of k polymers of length n, described as follows. Each polymer is a simple
random walk path which starts at height 0 and ends at height h, and the paths are
ordered: a configuration n € QZ ., is characterized by integer heights 77;2«] ) e {-n,...,n},
j=1,....,kandx =0,...,n with the constraints:

0§ =0, 0P =h, V@)=l -0 € {~1,+1}, and
nD >pU+h 1< i<k —1,0<z<n—1. (L.1)

xT

Given a > 0, the equilibrium measure p = ug, , is defined by

©Xp <O‘ Zle > =0 779)

pu(n) = ~ , nEQ,, (1.2)

where
kK n
Z=Zipn= Z exp <aZan)>
neQZ,n i=1 =0

is the normalizing constant.
For every £,0 € Q’f,n, we will write simply £ > o when & > 0, 0 < x < n. For a
given pair £ > o we consider the subsets

Eeo={neQ,, ¢=1" and n*¥) >o}.



We call ¢ and o the ceiling and the floor respectively, for intuitive reasons, see Figure
M Given a ceiling € and a floor o (¢ > o) we define the equilibrium measure p&° by
conditioning on FE¢ ,:

P = (| Be) - (1.3)
Note that we may write more explicitly
—204V5(77)1
o ¢ {n€Be.o}
167 () = ek (14)
Zeo

where
13 gz - na([:j)
vie = Y Y T (15)

1<j<kl<z<n-1
is the “total volume between & and n”, and

Zeoi= Y e 2aVEm), (1.6)
77€E§,o—

FIGURE 1. A configuration n € F¢,. Here k = 6,n = 18,h = 6. For
graphical convenience 7", the i-th component of 77, has been shifted by
—1 units in the vertical direction. The top path is the ceiling £ while
the bottom path is the floor o shifted by —(k + 1) units.

We will denote by A := A" the maximal one-polymer configuration in Q{L’n:

A ‘_{ x for 0<xz<(n+h)/2 (1.7)

(n+h)—z for (n+h)/2<z<n.

We will also use the notation V := V(™" for the minimal one-polymer configuration:

v ‘_{—x for 0<xz<(n—nh)/2

(h—=n)+z for (n—h)/2<z<n. (1.8)

Note that (n+ h)/2 is an integer since n and h have the same parity, and that V = —A
it h =0.
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1.1.1. From non-intersecting paths to plane partitions. Suppose first that £ = A and
o = V so that there is no further constraint on n € an Then there is a bijection

between szn and the set of plane partitions in the box a x b x ¢ with c =k, a+b =n,
b—a=h(ie.a=(n—h)/2,b=(n+h)/2). The map is best explained informally as
follows. From the configuration n we get the stepped surface ¢(n) by adding layers of
height 1 to the basis rectangle R, ;, according to the paths n'9) chosen in reverse order.

(k—=1)

Namely, n®) is the first layer. On top of that we put the second layer 7 and so on.

This defines a bijection, see also Section Il for more details.

F1GURE 2. The stepped surface corresponding to the paths in Figure [1l

For any ¢ € Q]f,ka let é € Q’,;n denote the configuration such that n® = ¢, i =1,..., k.

Also, let £(§) denote the associated stepped surface. Then it is easily seen that, for any
§ > o, the map described above gives a bijection between the set E¢ , and the set of

~

plane partitions ¢ in the box a x b X ¢ (as above) such that £(§) < ¢ < £(5), see Figure
Bl Note that here inequalities are reversed with respect to the polymer representation.

1.2. Results. The following heat bath dynamics for configurations of lattice paths is
easily checked to be equivalent to the flip dynamics discussed in the introduction. We

define the continuous time Markov chain on the set E¢ ,, for a given pair §,0 € Q{L’n,

¢ > o, as follows. At each (i,z), i = 1,...,k and x = 1,...,n — 1, there is an
independent rate 1 Poisson clock. When (i, ) rings we update the height ng(f) with a

(1)

new height nxi sampled according to the conditional distribution

(@) (i+1)

Wl ()= @Gy )y =),

» T

where n(© = ¢ and n*t1) = ¢. The Dirichlet form of this process is given by

n—1

E(f) =D > u7 Varia(f)] (1.9)

i=1 z=1

where Var; ,(f) denotes the function

Eeo 3 n — Var](f) = u  (f*) — 1 ,(F)?,

)



and f: Qz » — R denotes an arbitrary function. The spectral gap is given by

e
Var(f)’

ap(a) = mi
gap(a) i

where Var(f) = u&7(f?) — u&°(f)?, and the minimum ranges over all f : szn - R
such that Var(f) # 0.

Theorem 1.1. For any o > 0, there exists c(a) > 0 such that, uniformly in k,n € N,
|h| <nand & >0 € Q}fn

gap(a) = c(a). (1.10)

The estimate in Theorem [[T]is already known to hold when k =1 (see [4, Th. 4.3]

or, for an alternative proof, [6]).

Our second result concerns the mizing time of the Markov chain which, we recall, is
defined as

Thix = inf{t > 0: max |1Pi(n, ) — pllvar < 1/(2€)}, (1.11)
n k,n
with || - [[var denoting the total variation norm:
1
v — V/”VM = B} Z lv(n) — V'(??)’- (1.12)
neﬂ’g’n

Pi(n,-) is the law, at time ¢, of the Markov chain started from 7 at time zero.

Theorem [Tl implies that the mixing time of the Markov chain defined above in the
case 2k = n, h =0, £ = A, 0 = V is O(n?®). This is a simple consequence of the
well-known inequality

Tmix < gapf1 (1 — log (min M(n))) , (1.13)
n

(see also Lemma [4.3] below). We can however prove:

Theorem 1.2. Let M = max(n,k) and ¢ = 6. For every a > 0 there exists C(a) < 00
such that uniformly in the choice of ceiling & and floor o, Thix < C(a) M (log M)°.

We mention that the conjectured behavior is O(M), without logarithmic corrections.
This bound is known to hold if « is sufficiently large [6].

For simplicity we have stated these results for a positive constant bias a > 0, but
there is no difficulty to extend them to the case of a non-homogeneous bias o, , on
each column of the stepped surface £, ,, provided that there exists ag > 0 such that
azy > ap for all z,y. Alternatively, one could place a non-homogeneous bias a; ;)
associated to each polymer i and position x in the definition of the measure (L2)).

The rest of the paper is organized as follows. In Section 2] we provide some prelim-
inaries and prove a couple of key equilibrium estimates to be used in the proof of the
main theorems. The latter is given in Section B (Theorem [IT]) and Section [ (Theorem

7).
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2. PRELIMINARIES

2.1. Particles and vacancies. Each polymer nU) can be characterized by the posi-
tions of its positive increments, also called particles. More precisely, for every 1 < j < k,
let xz(j ) = xz(j )(77), 1 > 1 denote the position of the i-th positive increment in the j-th
polymer, defined recursively by:

29 = min{z €{0,...,n—1} : Vp@(z) = +1}, ...

x%r)l = min{x > xy) . VW (z) = +1}.
Note that, given h, the k polymers in the configuration n € an all have the same
number N = N(h,n) = (n+ h)/2 of particles (they all have the same length n, the
same starting point 0 and the same end point h). Observe that, because of the order

constraint, particles obey the following relations: xz(j ) < mgj +1), 1 =1,...,N and
j=1,...,k—1. We often write x or x(n) for the collection of particle positions of a
given configuration 7.

The set of vacancies for the polymer n) is defined as the set of points in {0,...,n—1}
which do not contain particles. Of course, the number of particles plus the number of

vacancies for n € Q% equals n.

2.2. Monotonicity. Trajectories of the Markov chain corresponding to distinct initial
conditions and /or distinct boundary constraints can be realized on the same probability
space by a standard coupling argument. This is a straightforward generalization of the
argument for a single polymer, see [5, Section 2]. It follows that the Markov chain
enjoys the following useful monotonicity property. If n57(¢; ¢) denotes the evolution of
the surface with ceiling £ and floor ¢ at time ¢ and with starting configuration ¢ at
time 0, then almost surely one has

7 (t:¢) = 0> 7 (), (2.1)
whenever ¢ > ¢, 0 > o’ and ¢ > ¢’. Here for two systems of polymers 7,{ € QF ~ we

use the convention that 7 > ¢ means n® > ¢® for all i.

Let E denote expectation with respect to this global coupling P. Using the notation
E[f(n*?(#:0)] = P.f(C), f: QF . — R, then (ZI) implies that for every fixed ¢ > 0,
the function P, f is increasing whenever f is increasing, where a function f is called
increasing if f(n) > f(¢) for any n,( such that n > (. Useful inequalities for the
equilibrium measures can be derived from this. For instance, taking the limit ¢ — oo
in (210 yields the inequality

W) = 17 () (2:2)

for any increasing f and any £ > ¢,0 > o/. We will often use one form or another of
the inequality (2.2)) without explicit reference.

2.3. Tightness of the excess volume and decay of correlation. Here we prove
some equilibrium results concerning the exponential decay of spatial correlations, and
the exponential tightness of the “excess volume” V¢(n). While our main aim is to
provide the necessary tools for the proof of Theorems [Tl and [[.2] such results may be
of independent interest.



We start with a basic estimate for the case where h = 0, n € 2N and the ceiling is
the maximal possible configuration, A.

Lemma 2.1. Let h = 0. For every a > 0 there exists c¢1(a) > 0 such that, uniformly
inn € 2N, k € N and in the configuration o € Q?’n of the floor,

P (V) 2 d) < el (2.3)

for every i € N. In particular, there exists p(a) > 0 such that
T <n(j) =N V1<j< k:) > p(a). (2.4)

Proof. By monotonicity, we can upper bound the probability in (23] replacing o with
V:

pe (V) = 40) < p™Y (V) = 9). (2.5)

Always by monotonicity, the right-hand side of (2.1) is non-decreasing in n and k.
Therefore,

> > G_ZMN(U)
o >0 e2v N (v)
where N (v) is the number of plane partitions of volume v, and the right-hand side is

just the limit n — oo,k — oo of the right-hand side of (2.5). The dependence on o, k
and n has then disappeared. Since

v—oo @
Nw) "~ 1)25}36 exXp <a21}2/3) 27)

pH (Vi) 2 <

(2.6)

for some (explicit) positive constants aj,as [10], one obtains immediately (23]). Eq.
([24)) is obtained from (23]) just taking ¢ = 1 and p(a) = 1 — exp(—c1(a)). O

Even if the ceiling ¢ does not coincide with A, it is intuitive that the polymer n®)
gets more and more squeezed to £ when k becomes large. This is one of the implications
of the next result:

Lemma 2.2. For every a > 0 there exists ca(ar) > 0 such that the following holds.
Uniformly in € >0 € QP inn,k €N, |h| <nand 0 <z < n,

1,n’
BT () # &) < e, (28)
Moreover, for every 0 < a <b<mn,
pS (1P £ € Va <@ <b) < om0, (2.9)

Proof. For a fixed 1 <z < n,let A € Q’f’n be defined as follows (see Fig. Bl):
Ay =max(& — |y —z],Vy), 0 <y < n. (2.10)

Note that £ > A and of course ¢ > V. Then, by monotonicity and the fact that &, = A,
we have

P& () < &) < MV < AL). (2.11)
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FIGURE 3. Graphical construction of A. The thin full line denotes &,
the dashed line V and the thick full line is A, for a given value of x. The
floor o is not drawn, since it has no influence on the construction of A.

Now, n;gj) < Ag implies V() > k—j+1. As in Eq. (28), from monotonicity it follows
that

Do s (hmjn) € N (v)
Zv >0 e_QGUN(U)

pEm0Y < &) < 212)

and (Z8) follows from (2.7)).

Next, we prove (2.9]). Denote by x$0)7 1 < r < N(n,h) the positions of the particles

of the ceiling £, and let Z 3 := {xl(s),xggl_l, . ,xgg)} the set of those particles which are
contained in the interval {a,...,b — 1} (the cardinality of Z,; does not exceed (b — a)
and can be zero). We use also the notation x&kﬂ), 1 < r < N(n,h) to denote the

positions of the particles of the floor o. The event in the left-hand side of (2.9) implies
that xﬁk) > x&o) for every i, < r < ip. On the other hand, from (28] we know that the
event {xz(i) = xgg) V1<j<k}= {xz(f) = xz(g)} has probability at least 1 —exp(—ca(a)),
uniformly in all the parameters. Assume that this event is not realized. In this case,

the probability that {3552)—1 = xz(g)_lv 1<j<k}= {xz(f)_l = xl(g)_l} is again lower

bounded by 1 — exp(—ca(«)): indeed, by monotonicity it is sufficient to consider the

case where xgi) = xz(fﬂ) for every 1 < j < k, and to apply once more (Z.8]). Iterating

this procedure, we see that the left-hand side of (2.9)) is lower-bounded by
e—c2(@)Zap| (2.13)

One can then repeat the argument with the vacancies replacing the particles. The
argument is the same except that vacancies have to be matched from left to right
(while particles have been matched from right to left). Since the number of vacancies
plus the number of particles in {a,...,b} equals (b — a), one obtains immediately (2.9])
(modulo redefining cy(«)).

O



3. PrRoOOF oF THEOREM [[.1]

To prove the spectral gap estimate we shall use a three-fold decomposition that
can be roughly described as follows. The first step, carried out in Section 3.2 allows
to reduce the original process to a process with a bounded (i.e. independent of n, k)
number s of polymers. This is achieved by estimating the spectral gap of a new process
whose elementary moves consist in the updatings of sets of s full-length polymers. The
second step, see Section B.1] below, allows to further reduce the problem to a process
where each of the s polymers has a bounded (i.e. independent of n, k) number r of
particles. This is obtained by analyzing a coarse-grained dynamics where we update
blocks of particles. The last step is a rough estimate for a system with s polymers and
r particles, see Section B.3l Finally, in Section .4l we prove the theorem by gathering
all the pieces together.

3.1. Particle block—dynamics. Let v7, , for j < m, denote the equilibrium measure
u&? on E¢ » conditioned on the values of the particle positions

{2, u=1,...,k}, v<j,andv>=m. (3.1)

v
As a convention, if v < 1 then we set (deterministically) 2
if v > N, we set xq()j) = N. Recall that N = N(h,n) denotes the total number of
particles.
It will be convenient to have the following alternative notation. For a fixed integer
¢ we define the measures pj, := 1<, 1, ,,1. Once the values of B1) are given, Pre

= 0 for all j. Similarly,

is a distribution on the portion of paths nU) in the segments {a(j) +1,...,00) — 1},

j=1,...,k, where al9) := mg@zq +1, b0 .= xz@éﬂ? see Figure [

FIGURE 4. An illustration of the definition of the measure p, for the
paths from Figure[ll Here £ = 2, ¢ = 5. The shaded region is the portion
of paths distributed according to Pi¢» while the rest of the configuration
is frozen.

We will study the following Markov chain with state space E,, for a given pair
o € Q’in, with & > o. This auxiliary process, which we call the particle block-
dynamics, is reversible w.r.t. the equilibrium measure p&°.

We have N (h,n) independent Poisson clocks with parameter 1. When the i—th clock

rings we consider the current configuration 7, and update the portion of paths n¥) in
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the segments {a\¥) +1,...,b0) — 1}, j = 1,... k with a sample from the conditional
distribution pX,. The rest of the configuration 7 is left unchanged. In other words, we

are removing from the system all particles at positions xl(.{)z, e ,xz@g, j=1,...,k and
we are replacing them by a sample from Pio-
The generator of this process can be written as
N
Gf =>_[5) - f], (3.2)
=1

where f denotes a function f: E¢ , — R and p¥,(f) is the function n — [ f({)p¥,(d()
for x = x(n). Since p¥, are conditional expectations we see that use (f(pi‘g(f) — f)) =

us <(p§‘£(f))2 - pi‘g(f2)>, so that the Dirichlet form of the process is

N
_ Mﬁ,a (fGf) = ZM&U <Varpzl(f)> . (3.3)
i=1

In particular, G is self-adjoint in L?(u57). Let gap(G) denote the spectral gap of this
process, which of course depends on the choice of £ € N.

Proposition 3.1. For any o > 0 and any k € N, there exists £ = {(a, k) such that
uniformly in h, n, and £, 0 € QP we have

1n
gap(9) > 1.

To prove Proposition Bl we use a coupling argument. Consider two evolutions
n(t),n'(t), t = 0, of the Markov chain described above, with initial conditions 1 and
' respectively, where 1,7 € E¢,. Proposition Bl is an immediate consequence of
Lemma 3.2l below. Indeed, a well-known argument (see e.g. Proposition 3 in [9]) shows
that, for any coupling IP of the two evolutions

gap(G) > — lim inf % log |max P (n(t) # n'(t))| - (3.4)
—00 n,m’

Lemma 3.2. For every o > 0 and k € N there exist £ € N,y > 0 and a coupling P
of (n(t),n'(t)) such that, uniformly in the starting configurations and uniformly in the
parameters h,n and £,0 € Q}fn

P(n(t) # n'(t)) < kN(h,n)e?" e, t>0.

Proof. Consider the distance

N k
N — —i . . !
d’Y(na 77 ) - Z Z € 1{$§J)¢yij)} ) T]a T] € Eﬁ,U ) (35)
i=1 j=1
where xgj ),ygj ) denote the positions of the i-th particle of the j-th polymer in the
configurations n and 7’ respectively, and v > 0 is to be determined later. Note that the
minimal non-zero value of d,(-,-) is e”7". Therefore, by Markov’s inequality

P(n(t) # n'(t)) < " E(dy(n(t),n'(t))) -
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It remains to show that E(d(n(t),n'(t))) < kN(h,n)e ". In Lemma 3.4 below we show
that it is sufficient to prove that

~ d
(G dy ] (n,') i= < Bldy (n(8), 7' (1)) < = dy(n,7), (3.6)
t=0+
for all pairs n,7n" such that dy(n,n’) = 1, i.e. when there is only one discrepancy in
the particle configurations. In this case, dy(n,7) = e~ 7" where i is the label of the
discrepancy.
Up to now we have not specified the coupling. If we use the same Poisson clocks for

the two evolutions, the generator G of the coupled dynamics can be written as

N
G=> (1), (37)
i=1

where F; ; denotes a (not yet specified) coupling of the local equilibria pz‘l of the block
of 2¢ + 1 particles around the i-th particle for the k& polymers, cf. (3.2).

To prove (B.6]), we may choose the coupling in such a way that if 1,7’ have a
single discrepancy at a given particle label 7 and at a given polymer label j, then
[Eyedy](n,m') = 0 for all v such that v — ¢ < ¢ < v+ £. By construction, there are at
least ¢ such blocks for any fixed ¢ (this is the case if e.g. i =1 or i = N).

Let E; = E;_4_1, (respectively, EZ"' = Eitr41,) denote the coupling corresponding
to the block of 2+ 1 particles just to the left (resp. just to the right) of particle i. Note
that if e.g. ¢ < £+ 1 then there is no block just to the left of ¢ and we may set £, =1
for such ¢. Similarly, if ¢ > N — £ then there is no block just to the right of ¢ and we
can set E;¥ = 1 in this case. Since all other blocks give a trivial contribution to (3.6)
we see that

G d- )(n.11) (3.8)
< —Ldy(n, ) + (B = V)dy J(nn) + (B = 1) dy [, 1) -

Recall that d.(n,7') = e~7%. Then we can estimate

k i+20+1
B o) =3 3 B 10,0
u=1 v=i+1
> ke 7
<ke 7t Y= d ! 3.9
€ vz;e 1—677 w(nﬂ?)7 ( )

where we have bounded by 1 the probability of a discrepancy.
On the other hand, denoting by F, the event that there exists u € {1,...,k} such

that xﬁ)v =+ yZ@v, we have
|
B ) =Y > e E (L 0)]
u=1v=1—2¢—1
2041 2041
<ke Y VE; (g =kdy(n,n) Y €VE; [1p],

v=1 v=1
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with the convention that 1p, =0if ¢ —v < 1.
In Lemma B.3] below we prove that for a suitable choice of the coupling there exists
¢ = c¢(a, k) > 0 independent of 7 such that that

E [lp] <e ™, 1<v<20+1. (3.10)
If we accept this estimate, from ([B.8]), (B.9) we conclude that if e.g. v = ¢/2 then (B.6)
follows for ¢ sufficiently large (depending on k and «). O

We turn to the proof of (310). Let x,y denote the collections {xq(,u)}, {yz(,u)} of all
positions of particles of two configurations 7,7’ € E¢, and consider the associated
probability measures v¥ V;’,m defined in ([B.J]). For a fixed pair of integers j,m, let
v = 7™ be the independent coupling of Vi1, and ij—m—l,j‘ That is, we are
freezing all particles labeled i < j —m — 1 or ¢ > j and we sample the m particles
labeled i = j —m,...,j — 1 according to the independent coupling of v* and

j—m—1,j
V?’_m_lj. We say that x,y agree up to j —m — 1 if L(,u) = yq(,u), forallu=1,...,k and

foralv < j—m—1.
Lemma 3.3. There exists € > 0 depending only on o and k such that, if X,y agree up
toj—m —1, then

v (acyi)l = ](.zi)l, for all u= 1,...,/<:) >e€. (3.11)

In particular, (310) holds.

Proof. Let us first show that (B.I1]) implies (3.10]). First of all, let us sample xﬂ, yi(ﬁ)l,
u=1,...,k, using v with j = ¢ and (supposing for simplicity ¢ > 20 +1) m =2(+ 1
(recall that 7 is the index appearing in the proof of Lemma B.2]). Then (BII)) implies

that there is a full matching ml@l = yi(g)l for all u = 1,..., k with probability at least e.

Thus (B.10) holds when v =1 and e™ = 1 —¢. The case v > 1 is obtained by recursion.

Namely, the coupling E;” can be further defined as follows. If we have a full matching

mz(g)l = z(ﬁl for all u = 1,...,k then we can match all the remaining particles. If we

do not have the full matching we sample particles labeled ¢ — 2 by v with j =i — 1

and m = 2¢ and a suitable choice of the values xl(-g)l, yg)l (the ones that were sampled

in the first step). Again, if we have a full matching for particles labeled i — 2 we can
match all the remaining particles labeled ¢ — 3,...,7 — m. We repeat this procedure at
later steps. Since (B.11]) shows that there is a probability at least 1 —e™¢ to have a full
matching at every step the bound (BI0) follows.

To prove ([B.II]) we are going to use the same argument as in the proof of Lemma

2.2 see the proof of (2I3) in particular. We first sample the pairs x&l),yﬁl), r =

j—m,...,j — 1 with an independent coupling for the corresponding marginals. Note

that even if xg»l) #* y§1) the positions xg»l_)l, yj(l_)l have the same ground state (i.e. minimal
position) dictated by the ceiling ¢ and the (common) boundary conditions for the

particles labeled 1,...,5 —m — 1 of polymer 1. From the proof of Lemma we know

that this implies that the matching event xgljl = yj(i)l has probability at least 62 where

0 = §(a) > 0 is the probability that xgljl equals its ground state position. Next, we
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2) (2

sample x,,yy’, r = j —m,...,j — 1 with an independent coupling of the marginals

(1)

conditioned on the configuration of {zy ,yﬁl)}r:j,m7...7j,1 which we extracted in the
(1)

previous step. We claim that, conditionally on the occurrence of the matching x 1=

yj(-i)l, the matching event xﬁ)l = y@l has probability at least 62. Indeed, even if the

J
ceilings “felt” by the two copies of the positions x$2),y7£2) of particles of polymer 2 are
in general distinct, the ground state positions for xﬁ)l,y@l are dictated only by the

positions xg-a)l,yj(-i)l which are now assumed to coincide. In particular the argument

from the proof of Lemma again applies. This procedure can be repeated until the
last polymer is reached and in conclusion the independent coupling gives probability
at least ¢ = %% to the full matching event in (BIT)). O

In the proof of Lemma (cf. (B6]) we have used a continuous time version of
the so-called path coupling argument, see [I] or e.g. [8, Theorem 14.5] for the usual
discrete-time version. For the sake of completeness we give a proof in the next lemma.

Lemma 3.4. Suppose that (3.8) holds for all pairs n,n’ such that do(n,n') = 1. Then
E(dy(n(t),n'(t))) < kN (h,n)et, for allt > 0 and for all initial data 1,7’

Proof. We may define a graph having as vertices the elements of E¢ , by declaring a
pair 1,7’ to be an edge whenever dy(n,n') = 1. For any 7,7/, let Q(n,n') denote the set
of paths connecting 7 and 7/, i.e. w € Q(n,7) if w = (w1,...,w;), w1 = n,w, =7 and
do(w;,wit1) =1,7=1,...,7r — 1. Then one checks that
r—1
dy(n,n') = min dy (Wi, wit1) - (3.12)
wed(nn') =
To prove ([BI2]) observe that it suffices to exhibit one path which achieves the equality
since by construction it is clear that d(n,7') < S/} d-(w;,wir1) for any w € Q(n, 7).
Such a path can be informally defined as follows. Consider the bottom paths ), /(%)
. k) _ (k)
and the positions  where ny > 1y

region until we have nék) < n;/,;(k) everywhere. Then consider the paths nk=1) p/(k=1)

. Then move one by one the particles of n*) in this

and the positions x where nékil) > né(kfl). As before, move one by one the particles
of n*=1) in this region until we have n;(rkfl) < 17;’,3(]?71) everywhere. We repeat this

procedure until we reach the top paths. At this point we have reached a configuration

7 such that 7 < n (everywhere). Next we start from the top paths n® M) and
v

consider the region where nxl) < 77;;(1). We can move one by one the particles in this
region until we have 7j(t) = /() (everywhere). We repeat with the paths 7, 7@ and
so on until we reach the bottom polymers labeled k. This construction produces a path
which realizes the minimum (3.12)) since we never used more than the strictly necessary
moves.

From the triangle inequality, for each pair of initial conditions 7,7’ we have

r—1

Eldy (n(t), 7/ (0)] < S Elds (G(8), G (8)]

i=1
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where we call (q,...,( the minimizing path in BI2) and (i (¢),...,{(t) the corre-
sponding trajectory. In particular, subtracting d-(n,n") = Z:;ll d+(Gi, Git1), dividing
by ¢ and letting ¢ | 0 we obtain
(G )0, ') < D 1G] (Gir Gien) -
i=1
Since each term in the r.h.s. above is of the form [B.6) with do({;, i+1) = 1 we have
that the assumptions imply

Gd,)(n,n) < —dy (1),

for arbitrary initial conditions. Therefore o (t) := E[d,(n(t),n/(t))] satisfies Lo(t) < —
¢(t), which implies the claim since ¢(0) < max, v d,(n,7") < kN(h,n). O

3.2. A dynamics with full polymer moves. The next ingredient which enters the
proof of Theorem [[1] is a dynamics where each move consists in updating (2s + 1)
whole polymers, s € N. As usual, we let {,0 € Q{Ln (with o < &) and p&9(-) denotes
the law on E¢ , for k polymers with floor and ceiling o, &, as defined in (L3]). To each
1 < j < k is assigned an independent Poisson clock of mean 1. When the clock labeled
j rings, we update the polymers n(*) with index max(j — s,1) < v < min(j + s,k),
sampling the new configuration according to the law

D; () 1= <.’n(max(jfsfl,0))7n(min(j+s+1,k+1))> ’ (3.13)

with the convention that 7 := ¢ and n**1 := 5. Call M the generator of this
dynamics.

Proposition 3.5. For every a > 0 there exists s := s(a) € N such that, uniformly in
n,k, |h| <n and on o < &, one has

gap(M) > 1. (3.14)

Proof. The general structure of the proof is similar to that of Proposition 3.1 but the
coupling argument is rather different. Given p > 0, we define the distance function
D,(-,-) by setting for every n,7/,

k n-1, (j) /(J')|

Dy(n,n) =Y e 7> Im«% (3.15)
j=1 z=1
In analogy with ([B.12]), one checks that
r—1
Dpy(n,n') = min D (wj,wit1), (3.16)

where in this case one requires that Do(w;,w;+1) =1 for i < r.
Given two initial conditions (n,7), let (n(t),n’(t)) be the corresponding evolutions.
As in the proof of Proposition Bl cf. Lemma [B.4], to prove ([B.14)), it is then sufficient
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to prove that for every o > 0 there exists a choice of s € N, p > 0 and a coupling P of
(n(t), 7 (t)) such that

(M) (.01) = SED, (0.0 @)| < = Dyl (3.17)

t=0

whenever Dy(n,n') = 1.
Let (77,7') satisfy the latter condition, with the single discrepancy consisting in ﬁg(f) =

77;’,3(1') + 2. In analogy with ([B.1), we write the generator of the coupled dynamics as

M=3" <EJ - 1) , (3.18)

J=1

where Ejﬁ is a coupling (to be specified) of ;¢ for the two configurations. For all j
such that i — s < j < i+ s we can choose the coupling such that [Ej;D,](7,7) = 0.
Moreover, if j € {1,...,k}\{i —s—1,...,i4+ s+ 1} we can choose the coupling such
that [E;sD,)(7,7) = D,(, 7). One has therefore

IMD,)(7,7) (3.19)
< = sDy(1,7) + [(Bipsyrs — DD 0,7) + [(Eics1.6 = 1)Dp)(0,77).

It is clear that the last two terms may be non-negative, and that they vanish ifi > k—s
or ¢ < s+ 1, respectively.

Let us analyze first the easier case of EAZ'+8+1,S in which case, it is worth recalling, we
are updating polymers labeled i + 1,...,i + 2s + 1. Since 7" > 7/ while 7(i+25+2) =
7/(+25%2) Ly monotonicity there exists a coupling E’H s+1,s such that one has n) > /@)
for every i < j < i + 2s + 2. Moreover, since 7 and 7/® differ only at z, we can
choose Ei+s+1,s such that ng(/j) = n;/(j) for every ¢ < j < i+ 2s + 2 and y outside the

interval {a_,...,as}, where ay :=inf{y > = : n;(HZSH) = ﬁ@(f)} and a_ :=sup{y < z:
n§i+2s+1) = ﬁy)}. As a consequence, going back to the definition of D,(-,-),
o
[Ei+s+1,st] (7,7) < Z e_jp’)i+s+17s ((a-l— - a_)Z) . (3.20)
j=i+1

Thanks to (2.9) there exists c3(a) > 0 such that for every u > 0
Vitst1s(ar —a— =u) < el (3.21)
From this one deduces immediately that there exists c4(a, p) < oo such that

[Eist1,sDp) (71, 77) < cala, p)Dp(77,77 ). (3.22)

Finally we deal with Ei,s,l,s. We have from (B.15)

i—1 n—1

N o 1 A . .
[Ei—s—1sDpl(7,7) = 2 Z ¢ P Ei—s—1, Z |77?(J]) N 77;/(])| : (3.23)
j=i—2s5—1 y=1
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Again, we can choose the coupling such that n’U) < nU) and néj ) = n;(j ) for y ¢
{b_,..., by}, where b_ = sup{y < = : 77;@_1) = ﬁg—%_z)}, and similarly for b;. In
analogy with (3:21I]) one has
Di s 1.(by —b_ =u) < e @, (3.24)
Then,
ST — D1 < by —b | X [{b- <y <by: D ARG (325)
=1

Using (B25), @8) and @24),

Ei s ,8 Z |77y /(J = Eifsfl,s Ei s )8 Z |77 /(J b_, b+

< ﬁi—s—l,s [(b+ — b_) ] 67‘34(0‘)(1* ) < 05((1)6704(&)(1'—]‘).
Therefore, going back to (3.23)),

[Ei—s1,6Dp)(1,7) < e5()Dp(1,7) Y e @77 = () Dy (7, 7),  (3.26)
r=1
where we chose p := p(a) = ¢4()/2. From B.19), (3:22]) and (3:26]) one concludes that
(MDy(e)) (7 7) < = (5 = e7(@) Dyge (7). (3.27)
At this point, it is sufficient to choose s := s(«) := [er(a)] + 1 to get (BIT). O

3.3. An estimate for k£ polymers with r particles. The last ingredient we need
for the proof of Theorem [[[T]is a rough estimate on the spectral gap for a system with
k polymers, each with r particles; it is important that this bound is independent of
the lengths nq,...,n; of each polymer. Consider a configuration n € E¢ , C szn with
k polymers, each with N particles. Let x = x(n) denote the corresponding particle
configuration. Fix 0 < 7 < m < N + 1 and consider the probability measures Vim
defined in (B1]). If we freeze all particles labeled i < j and ¢ > m we can perform
the local-update dynamics defined in (L9]) for the r := m — j — 1 particles labeled
J+1,...,m—1. This process is clearly reversible with respect to v . Its Dirichlet
form is given by

Z Z e [Varu.(f)]

u= 1$7:L‘;-u)+1
where Var,, ;(f) has the same meaning as in (ILJ]). As usual, below we use the notation

Var, (f) = v(f?) — v(f)? for any probability measure v.

Lemma 3.6. For every a > 0, k € N and r € N, there exists ¢ = c¢(a, k,r) such that

for any pair j,m with m — j — 1 = r, for any choice of all other parameters and for
any f QZ R

E(f) > ¢ Vars (f).
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Proof. The only delicate point here is that the length of the portion of paths where the
r particles live is arbitrarily long and we need an estimate which does not depend on
that. We introduce a further family of measures as follows. Let ij’u denote the law of

n according to the measure v
we let

*m conditioned on the value of the paths N, i #u. If

J:S#)—l

Em) =" vinlVary.(f)]

x:a‘gu)—l—l
denote the corresponding Dirichlet form we know from the k& = 1 version of Theorem
[Tl (see the remark following the statement of Theorem [IT]) that
ngu(f) > 6(0[) Vary’."u (f) 9 (328)
J,m

]7m

for some constant d(«) depending only on «. Taking expectation w.r.t. Vi, Using
vX [ (g)] = v¥, (g) for any function g, and summing over u in (3.28)), by definition

J,mtmg,m Jm

of £, (f) we have

Emf Z { arxu(f)} .

Therefore it remains to prove that for some ¢ = ¢(a, 7, k) > 0 one has

Z [Vaf < (f )] > ¢ Varyx, (f), (3.29)

for all functions f. To prove this estimate we observe that the left-hand side of (3.29)
coincides with the Dirichlet form of the Markov chain described as follows. Attach
independent rate 1 Poisson clocks to the labels v = 1,...,k. When a label u rings

update the whole path between :cg»u) +1 and :cgﬁf) — 1 according to the distribution l/jx;z

(that is, freeze all other polymers and update polymer u with a sample from v o).

Thus, the following rough coupling argument will suffice for the proof of (3.29]).
Namely, consider the Markov chain started in the minimal configuration (i.e. each of the

k polymers starts in the minimal path compatible with the particles xg»u) and x,(ff)) Let
FE; denote the event that up to time ¢ the Markov chain has never visited the maximal
allowed configuration. It is not hard to prove a bound of the form P(E;) < ¢~ te=¢! for
some ¢ = c¢(a, 1, k) > 0. This, in turn, implies the desired spectral gap estimate (3.29)
using monotonicity and the bound (B.4)).

To prove P(E;) < ¢ le ¢! we may reason as follows. Consider the event F, that in
the time interval [s, s+ 1) the following sequence of k successive updatings appears: for
1= 1 ,k the i-th update is for polymer v = ¢ and the configuration sampled from

Vim “is the maximal allowed path for the i-th polymer given the current configuration.
Since there are r particles, an application of Lemma shows that P(Fs) > p where
p = p(a,r,k) > 0 depends neither the lengths n, = Cﬂ(u) x§u) of the polymers, nor
on the configuration of n at time s. By construction, on the event Fy we know that
the Markov chain visited the maximal allowed configuration at least once in the time

interval [s, s + 1). Therefore the event E; implies that none of the events Fy occurred
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for s = 0,..., |t — 1|. This implies P(E;) < (1 — p)*~! < (1 — p)~te Pt The proof of
Lemma [3.6] is complete. O

3.4. Putting everything together: proof of Theorem 1.1l Once Proposition B1]
Proposition and Lemma are established, the proof of Theorem [[.1] is obtained
through a chain of comparison inequalities. Indeed, Proposition may be restated as

k

Var(f) < Z:U' [Varf/j,s (f)] ) (3.30)

j=1

where Var(f) is the variance w.r.t. u := p° and Ujs is the conditional probability
measure defined in (3.13]). Here s = s(a) is a fixed parameter (2s + 1 is the number
of polymers to be updated at each step in the process with generator M appearing
in Proposition they are the polymers labeled w, with max(j — s —1,1) < u <
min(j + s + 1,k)). For each j in (3:30) we apply the estimate of Proposition B.1] with
the number of polymers equal to £ = s. This yields

N
Varg, (/) < D 0 [Varys, (£)] (3.31)
i=1

where p¥, is the conditional probability measure appearing in (B.3) and ¢ = /(«) is a
fixed parameter (2¢ + 1 is the size of the block of particles to be updated at each step
in the process with generator G appearing in Proposition B]). Finally, recalling the
definition pf, = v, 1,4, (cf. (I)) and applying the bound in Lemma (with
r =20+ 1 and k = s) we know that for every i in (3.31]) we have the estimate for all
x = x(1):

) (u)
jHs+1 ZTijep—L

Vargs, (f)<e™t Y Y pXy[Varu(f)] . (3.32)

u=j—s—1 :v=r§’i)g,1+1

Note that the constant ¢ = ¢(a, s,¢) depends only on « here. Also, note that since
there are at most 2¢ + 1 blocks of particles covering a given position z in the path we
obtain

Jjts+1 n—1

N
2R [Varm( f)] <cl@ern) Y S g [Varea ()] (3.33)
=1

u=j—s—1z=1

where we use the property of conditional expectation 7; 4 [ng(g)] = 1 s(g) valid for
any function g.
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Putting everything together and using y [7; s(g)] = p(g) for any g, from (B.30)-(B.33)
we see that

E j+stl n-1
Var(f) <e '@+ 1> Y N pVary(f)]
=1 u=j—s—1x=1
’ ! k n—1
<2+ D)2 +1)D D p[Varo(f)]
i=1 x=1

=c 120+ 1)(25 + 1E(S).

This shows that gap(a) > ¢(a), with ¢(a) = ¢(2¢ 4+ 1)71(2s + 1)1, which completes
the proof of Theorem [I.11 O

4. PROOF OF THEOREM

For clarity of exposition we give the proof first of all in the simpler case where the
ceiling £ is the maximal configuration, A, in Q{Ln Later, in Section we sketch the
modifications which are needed in the general situation.

4.1. The case of maximal ceiling. By monotonicity and the definition (I.T]) of mix-
ing time, it is clear that a sufficient condition for Tiyix < T is that the first (random) time
when the dynamics started from the minimal configuration, {n(j) =o0,j=1,...,k},
passes through the maximal configuration, {n(j) =¢,7 = 1,...,k}, is smaller than
T with probability at least 1 — 1/(2e). Again by monotonicity, it is easy to convince
oneself that this random time does not decrease if one replaces h with zero, n with
2M :=2max(n, k), k with M and o with V.

Therefore, to prove Theorem (in the case of maximal ceiling) it is sufficient to
prove the following. Let h =0, n =2M, k=M, £ = A, 0 =V, cf. ([[L71), (LI); start
the dynamics from the minimal configuration n_ := {nU) =V for all j = 1,..., M},
and call (M) the first time when the maximal configuration nt := {n¥) = A for all
j=1,...,M} is reached. Then,

Theorem 4.1. There exists C(o) > 0 such that with probability larger than 1 —1/(2e)

t(M) < C(a)M (log M)°. (4.1)

A notational convention When in the following we say that an event occurs “with
large probability” (w.l.p.), we mean to say that the probability of the complementary
event goes to zero for M — oo faster than any inverse power of M. Since, as will
be clear, we have to exclude only polynomially many (in M) events which w.L.p. do
not occur, by the union bound we have that the occurrence of at least one of these
events still goes to zero for M — oo. For simplicity of exposition, and when there is no
risk of confusion, we will often just pretend that an event which occurs w.l.p., occurs
deterministically.
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4.1.1. From polymer configurations to subsets of the cube. The proof of Theorem [4.1]
becomes more intuitive if one interprets a configuration n € 99\472 A @s asubset s of the
cube Cps := [0, M]? C R3. This mapping is just another way to see the mapping between
polymer configurations 1 and boxed plane partitions introduced in Section [LT.Il To
define precisely this correspondence, divide first of all Cys into M? elementary cubes of
unit side, which we label with the (integer) coordinates r = (r1, 73, 73) of their point of
smallest L' norm (observe that 0 < r; < M). Then, to a given n € 9%72 A We associate
s = s(n) C Cyr, a union of elementary cubes, by establishing that the elementary cube
labeled r belongs to s if and only if (cf. Figure [

(M—rs3)
M 11472

<M —ry—re. (42)

2M M
FIGURE 5. A graphical construction of the set s(n). Given n € Qf/,,/,
in order to obtain s(n) do the following, for r3 = 0,..., (M —1): a) draw
the configuration of n(™=73) (thick line in the left drawing); b) rotate
the picture by 37 /4 anti-clockwise and shrink it by a scale factor 1//2.
The shaded region coincides with the horizontal section of s(n) at height

rg < h < r3+ 1. It is obvious from this construction that the subset
s(n) thus obtained is a monotone subset of the cube Cyy.

It is easy to check that:

e if n <7/ then s’ C s (note that the inequality is reversed!)

e the maximal configuration n* defined above corresponds to the empty subset
of the cube: s~ = (). Conversely, the minimal polymer configuration 1~ corre-
sponds to the maximal subset s = Cyy, i.e., the full cube. We will sometimes
refer to s~ as to the ground state, for obvious reasons.

e for every n € Q%/I,QM’ s(n) is a monotone subset of Cyy, i.e., if the elementary
cube labeled r belongs to s, then so do also all the elementary cubes r’ such
that ] < 7,75 <ro,rh < 3.

The equilibrium measure can be described in terms of s by:
e—2als]

N,V
W (s) = S, (4.3)
Zay
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where |s| denotes the number of elementary cubes contained in s, i.e., its volume.

The dynamics of Section can also be explicitly described in terms of s. Here, let
us simply remark that the elementary moves of the Markov Chain consist in adding
or removing a single elementary cube, with the constraint that s remains a monotone
subset of Cp; after the update. Observe also that, under the n <> s correspondence,
the upward drift felt by the polymers n\/) during the dynamics translates into the fact
that the upper boundary of s feels a drift in the direction (—1,—1,—1).

4.1.2. Proof of Theorem[J-1. To avoid a plethora of |- |, we assume that (log M)? € 2N
and that K := (M/(log M)?) € N. Divide Cys into sub-cubes B, (called blocks from
now on) of side (log M)?2, indexed by v = (v, ve,v3) with 0 < v; < K, and such that
the point of B, with minimal L! norm is (log M)?v (of course, v; are integers). Given
v, we will also define B, B, to be the half-blocks obtained cutting B, horizontally
into two equal parts (B, will denote the bottom one). Call s; the configuration at time
t, which starts from the completely full configuration s*. The idea is to consider an
easier dynamics §; such that s; C §; almost surely and, calling f(M ) the first time §;
reaches the empty configuration s~, to show that £(M) satisfies ([@I]) with probability
at least 1 —1/(2e).
Let

7= 71(M) := C(a)(log M)® /7, (4.4)

where C(a) is the same as in (@I). We define now two deterministic sets S C
Cpnr which (roughly speaking) coincide with s at ¢ = 0 and get empty in a time
C(a)M(log M)®, and such that §, satisfies S;” C § C S, w.l.p. and for all + < M?2.
{S; }t >0, is defined as follows (see also Figure [0l for a graphical definition):
[ ] 0_ = CM
o if i € Nand (i —1)7 < ¢ <ir, then S, contains all and only the blocks B, such
that v satisfies

v3+2(vy +v9) <H(K —1)—14 (4.5)
On the other hand, letting for ease of notation
Vit = Cu \ ST
{S;F}t >0 is defined as follows (see also the caption of Fig. []):

e S, CScCu
o If B, € VT_Lt/TJ and B,_; € VT_WTJ for at least one choice of i = 1,2, 3, then

B, € V;7 (e; are the canonical base vectors of Z3, and |x]| := max{n € Z :
n < x}).

o If B, € VT_WTJ but thereisnoi = 1,2, 3 such that B,_., € VT_Lt/TJ then B € Vt+
but B, € S;".

The following properties of Sti are immediately checked:

e S, is the union of blocks B,, while S;" is the union of blocks and of half-blocks
B,

e S~ is left-continuous, non-increasing, constant in the time intervals ((i —1)7, 7]

e St is right-continuous, non-increasing and constant on intervals [(i — 1)7,47)
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° Sti are monotone subsets of Cp; for every t.
e Fort > (6/7)C(a)M(log M)® = 6K, S, is empty and S, contains only Bg.0,0)
(K := M/(log M)? was defined at the beginning of this section).
As an example, if 0 <t < 7 then S = Cy \ Bx—1,x-1,k-1), While if 27 <t <37
then

Sy =Cu \ (Bx—2,k-1,k-1) Y Bk -1,k 2K -1) Ui, Bk _1,K-1,K-i))-

FIGURE 6. The set S; for 147 < ¢ < 157. Small cubes denote blocks
of side (log M)?, and there are K = M/(log M)?(= 10) of them along
each side. At time intervals of 27, a new diagonal set of columns with
v1 + v = const starts to move downwards: from then on, it moves one
block down each time interval 7. Once a column is empty, it stays empty
forever. Roughly speaking, the set S, contains all the blocks which are
below a plane perpendicular to the vector (2,2,1) and which moves at
constant speed, of order (log M)~%, in the direction (—2, -2, —1). The
set S;" for it < t < (i + 1)7 can be obtained simply by taking S;
for some (i — 1)7 < t < i7 and adding a half-blocks B, on top of each
incomplete but not empty column, and also to each empty column which
is adjacent to a non-empty one (S;" is not drawn in the picture).

We define the auxiliary dynamics §; by establishing that it has the same law as s;
conditioned on the event that S; C s; for every t > 0 . Remark that by monotonicity
we can couple s; and §; in such a way that s; C §; for every ¢t > 0; also, remark that
once S; is empty there is no more constraint on the dynamics (which does not mean
that s; = §; after that time!).

The basic point is the following:
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Theorem 4.2. W.Lp., for every 0 <t < M? one has
S; C & C S;r (46)

Of course, the lower bound is trivial by the very definition of §; (and holds not only
w.L.p. but with probability one). Let us show that Theorem [£.2]implies ([d1]). We know
that for all times (6/7)C(a)M (log M) < t < M? one has §; C S} = Big0,0)> Which
is a subset of a cube of side (log M)?. By Lemma &3] below, this means that, within
time (6/7)C(a)M (log M)%+O((log M)%) < C(a)M (log M)® < M?, §; has reached the
ground state at least once with probability at least 1 — 1/(2¢), and (£I)) follows. Of
course, M? could be replaced by M!*¢ for any ¢ > 0. O

The first ingredient of the proof of Theorem is the following lemma, which gives
a rough upper bound on the mixing time in a cube of size M:
Lemma 4.3. For every a > 0 there exists C1(a) < oo such that for every M € N
Trnix < C1 () M3, (4.7)
Moreover, there ezists Cy(a) > 0 such that for every T' > 0 the following is true:
(1) the probability that t(M) = TM? is smaller than exp(—Ca(a)T).

(2) with probability at least 1 — T e=C2(OM | the volume of s; is at most M/10 for
all times t(M) <t <T.

Proof. We know that
ef2aM3 ef2aM3

: AV _ —2aM3

= 7 e OR
where N (v) was defined after formula (Z6]) and is just the number of plane partitions of
volume v. Then, it follows from (LI3]) (and the fact that the gap is uniformly positive)
that the mixing time is O(M?).

From (4.7) it is immediate to deduce (modulo redefining C1(«)) that the probability
that (M) < C1(a) M3 is greater than some e(a) > 0. (Indeed, Lemma Z.1] implies that
there exists a set A of configurations such that p"V(A) > 1/2 and such that all the
configurations s € A can be reached via at most m = m(a) Markov Chain moves from
the ground state s~, for some m(a) < oo independent of M). From this, one easily
deduces that, for every n € N, the probability that ¢(M) > n Ci(a)M? is smaller than
(1 —¢e(a))™, ie., claim (1). Indeed, if the evolution has not passed through s~ before
time (n — 1) Cy () M3, just restart the dynamics from the maximal configuration s* at
t = (n — 1)C1(a) M3: this can only make t(M) larger, by monotonicity.

To prove statement (2), observe first of all that for all times ¢ > ¢(M) (or, more
precisely, conditionally on ¢(M) < t) the distribution of s; is stochastically dominated
by the equilibrium distribution V. On the other hand, Lemma 2.1] tells us that

w™Y(|s| = M/10) < exp(—cy(a)M/10). (4.9)

Secondly, the number of Markov Chain moves in the interval [0, 7] is a Poisson random
variable ¢ with average TM?, and an elementary computation shows that for a Poisson
random variable () of parameter A one has

P(Cy > n) < e 0B/, (4.10)
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We have therefore, calling t;,7 = 1,...,( the random times when the updates occur,

P (3t e [t(M),T] : |s| > M/10) < e M7 (4.11)
+P (¢ <4MPT;3i: t(M) < t; < T, |sy,| = M/10)
<eMT LapM?T exp(—ci1(a)M/10),

where in the last inequality we used the union bound and (4.9]). (]

Notational convention: in the rest of this section, we will use for simplicity of exposi-
tion expressions like “for all times larger than ¢y” to mean “for all times to < t < M?”.

For the next lemma we need some notations. Let 0 < j < 2(K — 1) and let S(j)
be the set of configurations s such that B, C s if (v; +v2) < j and B, Ns = 0 if
(v1 +v2) > j+1orif vy +vy € {j,j+ 1} and v3 > 2. Let 57" be the maximal
configuration in S(j), see Figure [Tl (of course, both S(j) and s7*** depend on M). We

define a dynamics {st‘ }+ >0 by requiring that (in law) it equals our usual dynamics,

with initial condition SEJ )0 = s;* and conditioned on the event that s§ Des (y) for

every t = 0.

it 0
< U
A«\\XX\X\\\X\ /

FIGURE 7. The maximal configuration s7** =: sgi)o in §(j). The dark
region is the one which is constrained to remain completely full during

the evolution of sﬁj ), while the dashed one remains empty. The white

region is the one which can evolve. Note that, for graphical convenience,
the axes are drawn with orientations which differ from those of Fig. [6l

Lemma 4.4. W.l.p., the following holds for all timest > 7. If (v1+v2) = j and v3 =1,
or if (v1 +v2) = j+ 1, then B, ﬁsg =0. If (v1 +v2) =J and v3 =0, B+ﬁs§ = 0.

Proof of Lemma [£4] As in the proof of Theorem [£J] we introduce an auxiliary
dynamics {§§] )}t > o for which the claim is easier to prove, and such that almost surely
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ng ) ¢ §§j ) (so that the claim follows also for ng )). The auxiliary dynamics is defined

simply by requiring that its law equals that of {s,gj )}t > o conditioned on the event that,
for all times 0 < t < 7/2, B, C s,g]) if (v1 + v2) = j and v; € 2N + 1. In other words,
such blocks B, are frozen and remain completely full up to time 7/2. This implies
that during this time interval the blocks which are not frozen evolve independently by
groups of at most six, see Figure 8 Applying Lemma 3] one sees that at time 7/2

FIGURE 8. Here we drew only the region where ng ) is allowed to evolve

(the white region in Fig. [7]). Under the dynamics §§] ), blocks marked by
a x are constrained to remain full up to time 7/2. As a consequence, up
to that time the remaining blocks (shown in gray) evolve independently
by groups of at most six.

the situation is the following (w.l.p.):

(1) B, ﬂ§5j/)2 =0 if (v1 +v2) = j+1or (v +v2) = j,u; € 2N and vz = 1;
the same remains true for all later times (of course here we are using the fact
that, since 7 = C(a)(log M)3/7, the probability that t((log M)?) > 7/2 is
O(exp(—C'(a)(log M)?)), cf. statement (1) of Lemmal3] i.e., w.Lp. such event
does not occur.)

(2) If (v1 +v2) = jy,v1 € 2N and v3 = 0, the volume of B, N §(Tj/)2 is at most

(log M)?/10 (in particular, B;F N §£j/)2 = (); the same remains true for all later
times. Here we are using statement (2) of Lemma B3] with 7' = M?2.
(3) all blocks marked by a star in Figure [§ are of course still completely full.

During the interval (7/2, 7] the blocks marked by a % in Fig. [§ are free to move.
However, now the pairs of blocks v; + vy = j,v; € 2N + 1,v3 € {0,1} evolve inde-
pendently for vy different, thanks to point (1) above. Therefore, applying once more

(

Lemma [£3] and point (2) above, one sees that for ¢ > 7 one has B, N §tj) = () for
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v1 +vo = j,v1 € 2N+ 1,v3 =1, and B{fﬂ@gj) =) for v1 +vo = j,v1 € 2N+ 1,v3 = 0.
The claim is proven. O

Proof of Theorem It is sufficient to prove the following: for every i € NU {0}
such that i7 < M?, one has (w.Lp.)

8 C S} for every t > ir. (4.12)

For i = 0 the statement is trivial since Sa' =Cp.

Now we assume that the claim is true up to a certain ¢, and we show that it holds also
for i+ 1. It is convenient to introduce the definition of column C,, ,,(H) with (integer)
base coordinates 0 < vy,v2 < K and height 0 < H < K: this is just a parallelepiped
of height (log M)?H and whose base is the square of side (log M)? such that the base
point of minimal L' norm has coordinates ((log M)?vy, (log M)?v3). Note that, for each
t, Sti can be viewed as composed of K? such columns: in the case of S; the heights
H; (v1,v2) take values in {0,1,..., K} while in the case of S;" we call them H," (v, v9)
and they take values in {0,1/2,1,..., K — 1/2, K}. Note also that, by construction,
Hi (v1,v2) depends on (v1,v2) only through vy + vy (see Fig. ).

To complete the inductive proof, we need to prove that for all (vq,v2)

[5¢ N Oy (K)] C Cyp (H(‘;_H)T(vl,vg)) for every t > (i + 1)7. (4.13)

The following cases can occur (keep Fig. [l in mind):

(1) H(;H)T(vl, vg) = K. In this case, (£13]) is obvious because also H8;+1)r(vl’ v9) =
K.

(2) 1< H(;_H)T(vl,vg) < K. In this case, we have that

CU17U2 (H(;+1)T(v1’ UQ)) - [ét n Cvl,UQ (K)] - Cvl,UQ (H(;+1)T(v1’ UQ) + 2) (4'14)

for every it < t < (i + 1)7. The lower bound is trivial by the definition of
the dynamics §;, while the upper bound follows from the inductive hypothesis
(@I2) and from the fact that the definition of S;" implies that 0 < H," (v1,v2) —
H; (v1,v2) < 2. Since we want to prove (4.I3]), by monotonicity we can assume
that all the columns labeled (wi,ws) with wy + wy < v 4 v9 are completely
full during the time interval 7 < ¢t < (i + 1)7. But then, as we shall argue in
a moment, in the time interval (ir, (¢ + 1)7) the column §; N Cy, 4, (K) evolves
independently of all the others, and an application of Lemma [4.3 implies (4.13]),
since H8;+1)T(v1,v2) is just H(;_H)T(vl,vQ) + 1/2, cf. the caption of Figure [6
To see that the column (v1,v2) evolves independently of all the others in the
interval i < t < (i + 1)7, note that it can be influenced only by the columns
labeled (w1, ws) with wy +wy = v1 + vy + 1. However (cf. Figure[6]) in this case
Hi iy, (w1, wy) = H(;H)T(vl, vg) — 2 so that, from the induction hypothesis (cf.

E1d))
5N Cwl,wg (K) C Cwl,wg (H(_Z.Jrl)T(Ul, 1)2)). (4.15)

In other words, the column (wq,ws) is too low to influence the column (vq,v2).
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(3) H(_i+1)7(v1’ v9) = 1. Again one has ([{.I4]) and one can assume by monotonicity
that the columns with w; +ws < vy + v9 are completely full in the time interval
iT <t < (i +1)7. The argument proceeds like in the previous case once one
realizes that for w; +wg = v1 +v2+ 1 one has H;;(wl, wg) = 1/2, so that by the
induction hypothesis §; N Cy, 1wy (K) C Cuypy o (1/2) for ¢ > i and such column
cannot influence the one labeled (v1,v2).

(4) It remains to consider the case of the columns with H, (i+1)r = 0 Define
J = 0§w1<r£%}éw2<K{wl tws H(Z'H)T(wl’w?) >0 +1<2K -1,

with the convention that j := 0 if the set is empty. It is convenient to distinguish
two sub-cases:

(a) if v1 +v2 > j + 1 then, by definition of S;" one sees that H;" (vi,v2) = 0,
so that (4I3) follows (both sets are empty) from the induction hypothesis
).

(b) if j < w1 4wy < j+1 then by monotonicity we can assume that all columns
with wy +wy < j are completely full in the time interval i7 < ¢ < (i + 1)7,
and on the other hand we know that all columns with wy +wy > j+ 1 are
completely empty for ¢ > ir. Also, we know from (£I2]) that, always for
t > i1, [t N Cuy s (K)] C Cuyy o (2) for all (wy, we) such that wy + ws €
{j,j + 1}. We can therefore apply Lemma [£.4] to deduce that for all times
t > (i+1)7 the columns with wy +ws = j+1 are completely empty, while if
wy +wz = j then [§;NCy, w, (K)] C B~ (wy,ws,0). Recalling the definition
of ;" (in particular, as explained in the caption of Fig. [f]) we have therefore
proven ([AI3]) for all columns (wy,wsy) such that w; + we € {j,7 + 1}.

O

4.2. The general case. Here we prove Theorem in the general situation where
£ is not the maximal configuration in Q’in. The proof is conceptually similar to the
one where the ceiling is maximal, and therefore some arguments will be only sketched
(see however Remark below, where an important difference between the two cases
is pointed out).

As in section Il we can assume by monotonicity that h =0, n = 2M, k = M and
o = V. First of all, it is important to realize that the maximal configuration (ground
state) {n¥) = ¢ for all j = 1,..., M} corresponds to the subset of Cy; defined by the
property that the elementary cube labeled r = (r1,79,r3), with r; € {0,..., M —1} (cf.
Section .I.T]) belongs to s~ if and only if

§M—T‘1+7’2 <M — rE—1r2 (416)

(we still call the ground state s~, even if it is no longer the empty set as in previous
section). We note also that the equilibrium measure (4] is given in this case by

ef2a|s\s_\ X
z e—2als’\s~| s'Ds™ -
s'Ds™

Of course, the sum in the denominator is only over the configurations s’ C Cy; which
are given by unions of elementary cubes. The dynamics s; just coincides with that

WEV(s) = (4.17)



28 PIETRO CAPUTO, FABIO MARTINELLI, AND FABIO LUCIO TONINELLI

described in Section M1l conditionally on the event that s; D s~ for every t (of
course, the initial condition s;—¢ has to verify the same property).

As in Section ET.2], we cut Cy; into K3 blocks B, of side (log M)? € N. Consider
the dynamics started from some s;—g O s~. The basic estimate which allows to prove
Theorem is the following:

Proposition 4.5. For every o > 0 there exists C(a) < oo (independent of M, & and
St=0) such that the following holds w.l.p.:

st C (s7UA) (4.18)
for every (6/7)C(a)M (log M)® < t < M? where A; = Ay U As,
Ay :=U{B, :v3=0,B, Ns~ contains at least one elementary cube} (4.19)

and
Az :=U{By : v3 = 0, By, _1,0,,0) ¢ (Car \ A2) and By, v,—10) ¢ (Car \ A2)}, (4.20)
see Figure[9.
Note that, in the case { = A, one has Ay = (), A3 = By and Proposition
follows from Theorem above.

Y

X

Fi1GURE 9. The sets A; and s~ seen from above. Squares should be
imagined to have side (log M)?, and here K = M/(log M)? = 8. The
dark region is a horizontal section of s, while the lightly colored (re-
spectively, the dashed) region is the set Ag \ s~ (resp. As) seen from
above. s~ extends vertically up to height M, while Ay, A3 extend only
up to height (log M)? (i.e., one single block). Note that the block Byq 6,0)
belongs to A3 because neither B(_; ) nor B sy belong to Cas \ A2
(in particular, B(_;¢) falls out of Cps). A similar remark holds for

B(7,0,0)-



29

Proposition is proven below, and now we show that it does imply Theorem
Indeed, note that the volume of A; satisfies

|A1\ 57| < 4M (log M), (4.21)
so that

min T (s|]sTCsC(sTUA) = e~ cs(e) M (log M)* (4.22)
5187 CsC(sTUAL)
for some cg > 0 (we used the fact that the number of configurations s satisfying
sT CsC (s7 UA;) is smaller than

olAi\s| .

this would be the exact number of configuration if there were no monotonicity con-
straints on s). Call, for ease of notation,

Tar := C(a)M(log M)S. (4.23)

From (LI3)), (£22)) and Theorem [LI] one easily deduces that the mixing time of the
dynamics constrained to s~ C s; C [s7 U Ay] is O(M(log M)*). Since (6/7)Tns +
M (log M)* < Ty, we have proven Theorem (with ¢ = 6).

Remark 4.6. It is important to notice that we have not proven that the dynamics
started from an arbitrary s;—¢ hits the ground state s~ within time T, which is in
general false if the ceiling £ has a jagged shape.

4.2.1. Proof of Proposition[{.5. By monotonicity, it is clear that it suffices to prove the
claim for s;—g = Cps. As in the proof of Theorem [£.I] we introduce two deterministic
subsets S of Cy;. If ST are the sets which were defined in Section B2, then we
establish that

Sy =87 Us, (4.24)
while
S =5 UA,. (4.25)

We note that from the discussion of the properties of S;E in Section [4.1.2]it follows that
for t > (6/7)Ty one has S; = s~ and S;" = A;. The claim of the proposition then
follows if we can prove, in analogy with Theorem [4.2] that w.l.p. one has

s C St (4.26)

for every 0 < t < M?. The proof of this fact proceeds with the help of an auxiliary
dynamics §;, which dominates s, and whose law is that of s; conditioned on the event
that {s; D 5’; for every t > 0}. Since the proof is very similar to that of Theorem [4.2]
we do not give details. The only fact which requires some care is that we cannot apply
Lemma [£.3] to the blocks which have a non-empty intersection with s~, since a certain
number of its elementary cubes are frozen to be full for all times.

The extra result we need concerns therefore the evolution of a single cube of side

(log M)? and with arbitrary ceiling. Let £e Q(l] 9(log M)?? let 37 C Chog a2 = B(o,0,0)
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be the ground state corresponding to the ceiling §~ and §; be the evolution started from
the full configuration B ) and constrained to

s C s C B(O,O,O)
for every ¢t > 0, and call Toniv its mixing time. Needless to say, its invariant measure
is u&V. Notice that when 5~ = B0,0) (i.e., when § = V) the dynamics is trivial
(8t = Bo,0,0) for all times) while when 5~ = ) (i.e., when £ = A) the forthcoming
lemma is already implied by Lemma 3] (just replace M with (log M)? there).

Lemma 4.7. For every a > 0 there exist Cy(a) < oo and Cs(a) > 0 such that
uniformly in M and &

Tnie C4( )(1Og M)6 (427)
Moreover, with T defined as in (£4),
P <3 TS ML (5 \F) N B0 # (z)) o~ Cs(@)(log M)?_ (4.28)

What Eq. [28) is saying is essentially that for all times larger than (log M)*T};z
but smaller than M? the upper half of the cube under consideration contains only the
elementary cubes which are imposed by the constraint s~ C §. Useless to say, this
means that w.L.p. the event in the left-hand side of (£28]) does not occur.

Proof of Lemma[471 The proof of ([£27]) is completely analogous to that of (L7 and
uses the fact that the spectral gap of the dynamics is positive, uniformly in M and { .
To prove ([A.28), let us recall the well known inequality which relates the total variation

distance from equilibrium of a reversible Markov Chain at time ¢ with its mixing time
Tmix:

sup [P () = () |var < ™1/ Tmix), (4.29)
s€Q
where €) is the state space of the Markov Chain, y its invariant measure and P} the
law at time ¢, if the initial condition at time zero is s. Call t;,1 < ¢ < ¢ the random

times when Markov Chain updates occur in the time interval [, M?], and observe that
in our case ( is a Poisson random variable of parameter (M? — 7)(log M)*. One has

then, using (£I0]), that the left-hand side of ([£.28)) is upper bounded by
e M L P[¢ <M (log M) and 3i < ¢ (3, \ §) N B0 ) # (2)] . (4.30)
On the other hand, calling P,(-) the law of 3, and defining the set
U:={scC Bo,0,0) : (s\s )ﬂB'BOO # 0},

one has
P&\ )N Bl #0| = B©) < |BU)-p (U)( + Y (U) (4.31)
g ei Lt/Tm'LzJ + e*Cs(a)(log M)2

In the last step, we used ([429]) for the first term and Lemma to estimate the
equilibrium probability of U. The claim (4.28]) then follows from (.30), a union bound
and the fact that 7/Ty. > Cs(a)(log M)? for some Cg(ar) > 0.
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