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FACTORS IN RANDOMLY PERTURBED HYPERGRAPHS

YULIN CHANG, JIE HAN, YOSHIHARU KOHAYAKAWA, PATRICK MORRIS,

AND GUILHERME OLIVEIRA MOTA

Abstract. We determine, up to a multiplicative constant, the optimal number of random

edges that need to be added to a k-graph H with minimum vertex degree Ω(nk−1) to ensure an

F -factor with high probability, for any F that belongs to a certain class F of k-graphs, which

includes, e.g., all k-partite k-graphs, K
(3)−
4 and the Fano plane. In particular, taking F to

be a single edge, this settles a problem of Krivelevich, Kwan and Sudakov [Combin. Probab.

Comput. 25 (2016), 909–927]. We also address the case in which the host graph H is not dense,

indicating that starting from certain such H is essentially the same as starting from an empty

graph (namely, the purely random model).

1. Introduction

1.1. F -factors. Given graphs F and G, an F -tiling of G is a collection of vertex-disjoint copies

of F in G. An F -tiling of G is called perfect if it covers all the vertices of G. A perfect F -tiling is

also referred to as an F -factor or a perfect F -packing. Note that a perfect matching corresponds

to a K2-factor.

Kirkpatrick and Hell [21] showed that the problem of deciding whether a graph G has an

F -factor is NP-complete if and only if F has a component which contains three or more vertices.

Thus it is natural to ask for conditions that guarantee the existence of an F -factor in a graph G,

for such graphs F . The celebrated Hajnal–Szemerédi theorem [15] states that every graph on n

vertices with minimum degree at least (1− 1/r)n contains a Kr-factor. For arbitrary graphs F ,

Kühn and Osthus [27] determined, up to an additive constant, the minimum degree of a graph

G which ensures an F -factor in G, improving results of [1, 22].

Let k ≥ 2 be given. A k-uniform hypergraph, or k-graph for short, H = (V,E) consists of

a vertex set V and an edge set E ⊆
(

V
k

)

, where
(

V
k

)

is the family of all the k-subsets of V . If

E =
(

V
k

)

, then H is a complete k-graph, denoted by K
(k)
n , where n = |V |. For any d-subset

S ⊆ V (H) with 1 ≤ d ≤ k−1, we define the degree of S to be degH(S) := |{e ∈ E(H) : S ⊆ e}|.

The minimum d-degree δd(H) of H is the minimum of degH(S) over all d-subsets S of V (H).

We often say that δk−1(H) is the minimum codegree of H and δ(H) := δ1(H) is the minimum

vertex degree of H. We will be particularly concerned with dense k-graphs, which can be defined

using a minimum d-degree condition for any 1 ≤ d ≤ k − 1. These degree conditions form a

hierarchy, because if δd(H) = Ω(nk−d) for some 1 ≤ d ≤ k − 1, then δd′(H) = Ω(nk−d′) for any

d′ ≤ d. Hence we have that requiring density with respect to minimum vertex degree is the
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weakest possible such condition, whilst requiring a linear minimum codegree is the strongest

such condition.

The definition of F -factors extends naturally to hypergraphs, and it is very natural to study

degree conditions that ensure the existence of F -factors in this generalised setting. However, the

problem becomes significantly harder, even for the simplest possible k-graphs F . For example,

the minimum vertex degree threshold forcing the existence of a perfect matching in k-graphs

remains unknown for k ≥ 6. For more results on factors in graphs and hypergraphs, we refer

the reader to the excellent surveys [26,34,36].

Another well-studied object in graph theory is the binomial random graph G(n, p), which

has n vertices and each of its edges is present with probability p, independently of all the other

edges. The binomial random k-graph, which we denote by H(k)(n, p), is defined analogously.

Determining the threshold for the appearance of F -factors in H(k)(n, p) has been a notoriously

hard problem, even for simple F . The threshold depends on a parameter of F defined as follows.

Given a (k-)graph F , we use vF and eF to denote, respectively, the number of vertices and edges

in F . If F is a (k-)graph on at least two vertices, define

d∗(F ) := max

{

eF ′

vF ′ − 1
: F ′ ⊆ F, vF ′ ≥ 2

}

.

In an outstanding piece of work, Johansson, Kahn and Vu [19] made huge progress on this prob-

lem for both graphs and hypergraphs. They conjectured that the threshold for the appearance

of an F -factor in a binomial random (k-)graph is

ℓ(n;F )n−1/d∗(F ), (1.1)

where ℓ(n;F ) is an explicit polylogarithmic factor which depends on the structure of F ; see [19]

for details. Furthermore, they proved that the conjecture is true when we replace the ℓ(n;F )

term by some function which is no(1) and they determined the exact threshold for all strictly

balanced (k-)graphs F , in which case one has ℓ(n;F ) = (log n)1/eF . The conjecture has now

also been proven for the so-called non-vertex-balanced graphs F , by Gerke and McDowell [14].

In this case, one has that ℓ(n;F ) = 1.

1.2. Randomly perturbed graphs. In 2003, Bohman, Frieze and Martin [6] considered the

problem of determining how many random edges one needs to add to a dense graph in order

to guarantee that the resulting graph satisfies some structural property asymptotically almost

surely (a.a.s.). In recent years, the model has been extensively studied, for example exploring

the Ramsey properties of such graphs [10,11,25,33], and we now know a wide range of results

concerning embedding spanning subgraphs, such as bounded degree spanning trees and powers

of Hamilton cycles into randomly perturbed graphs (see, e.g., [2, 3, 5, 7, 8, 12, 16, 20, 24, 32]). In

particular, Balogh, Treglown and Wagner [3] determined, for any fixed graph F , the number

of random edges one needs to add to a graph G of linear minimum degree to ensure that the

resulting graph contains an F -factor a.a.s.

For two (k-)graphs G and G′, denote by G ∪G′ the (k-)graph with vertex set V (G) ∪ V (G′)

and edge set E(G) ∪ E(G′).

Theorem 1.1 (Balogh, Treglown and Wagner [3]). Let F be a fixed graph with eF > 0 and let

n ∈ N be divisible by vF . For every α > 0, there exists c = c(α,F ) > 0 such that if p ≥ cn−1/d∗(F )
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and G is an n-vertex graph with minimum degree δ(G) ≥ αn, then a.a.s. G ∪ G(n, p) contains

an F -factor.

Comparing this result to (1.1), we see that, starting with a dense host graph G instead

of the empty graph reduces the number of random edges needed for forcing an F -factor by

the multiplicative factor of ℓ(n;F ), which, e.g., is (log n)1/eF in the case that F is strictly

balanced [19] (in some cases [14] there is no gain, as ℓ(n;F ) = 1 can happen). We remark

in passing that, in other contexts, the gain in the randomly perturbed model can even be

polynomial in n (see, e.g., [9,17,28]). This phenomenon is typical of the behaviour one observes

in the randomly perturbed setting.

A natural question asked by Balogh, Treglown and Wagner [3] is whether Theorem 1.1 holds

if we replace αn with a sublinear term. We note below that the answer to this question is

negative in general (see Section 3).

1.3. Randomly perturbed k-graphs. As with graphs, randomly perturbed k-graphs are

obtained by adding random (k-)edges to a certain k-graph. Krivelevich, Kwan and Sudakov [23]

considered perfect matchings (and loose Hamilton cycles) under a minimum codegree condition

in randomly perturbed k-graphs. They proved that for every k ≥ 3 and every α > 0, there

exists λ > 0 such that, if H is a k-graph on n ∈ kN vertices with δk−1(H) ≥ αn and p ≥ λn1−k,

then a.a.s. the union H ∪H(k)(n, p) contains a perfect matching. In addition, they also raised

the analogous question for weaker minimum degree conditions. For more results on randomly

perturbed hypergraphs see [4, 17,28].

In this paper we study F -factors in randomly perturbed hypergraphs. In particular, we solve

the aforementioned question of Krivelevich, Kwan and Sudakov [23].

Theorem 1.2. Let k ≥ 2 be given and let n ∈ kN. For every ε > 0, there is a constant

c = c(k, ε) > 0 such that if p ≥ cn1−k and H is an n-vertex k-graph with minimum vertex

degree δ(H) ≥ ε
(n−1
k−1

)

, then a.a.s. H ∪H(k)(n, p) contains a perfect matching.

We shall derive Theorem 1.2 from our result on general F -factors (see Theorem 1.3 below).

To state our result we first introduce some notation. For a k-graph F and a vertex v ∈ V (F ),

we define Fv to be the spanning subgraph of F consisting of the edges containing v. Let ΛF,v

be the collection of α > 0 such that the following holds: for every ε > 0, there exist ε′ > 0 and

n0 ∈ N such that if H is a k-graph with n ≥ n0 vertices and δ(H) ≥ (α + ε)
(n−1
k−1

)

, then for

every w ∈ V (H) there are at least ε′nvF−1 embeddings of Fv in H that map v to w. Let

αF := min
v∈V (F )

inf ΛF,v. (1.2)

(An alternative definition of αF is given in Section 6.)

We are now ready to state our result.

Theorem 1.3 (Main result). Let k ≥ 2 be given. Let F be a k-graph with eF > 0 and let

n ∈ N be divisible by vF . For every ε > 0, there is a constant c = c(k, αF , ε) > 0 such that if

p ≥ cn−1/d∗(F ) and H is an n-vertex k-graph with minimum vertex degree δ(H) ≥ (αF +ε)
(

n−1
k−1

)

,

then a.a.s. H ∪H(k)(n, p) contains an F -factor.

Theorem 1.3 shows that, starting with a k-graph H that is dense only in the sense of having a

lower bound on its minimum vertex degree, the number of random edges needed to be added toH
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in order to force an F -factor with high probability is, for certain F , reduced by a polylogarithmic

factor (recall (1.1)).

In the case in which αF = 0, the condition on the minimum degree of H as well as the lower

bound on p in Theorem 1.3 are optimal. This is made more precise in Section 3.

By the supersaturation result of Erdős and Simonovits [13, Corollary 2], we have αF = 0 if

and only if there exists v ∈ V (F ) such that the link (k−1)-graph of v is (k−1)-partite, which is

the case when F is a single edge, a k-partite k-graph, K
(3)−
4 (the 3-graph with 4 vertices and 3

edges), the Fano plane, etc. In particular,

• taking k = 2, since Fv is a star for any F , we derive αF = 0 and recover Theorem 1.1;

• since d∗(F ) = 1/(k−1) when F is a single k-edge, Theorem 1.3 reduces to Theorem 1.2.

1.4. Proof ideas and organisation. To have an F -factor in H ∪H(k)(n, p), we clearly have

to be above the covering threshold : every w ∈ V (H) has to be covered by a copy of F in H ∪

H(k)(n, p). The definition of αF and the minimum degree condition on H tells us that every w ∈

V (H) is covered by many copies of Fv in H (for the ‘cheapest’ v ∈ V (F )). This suggests the

following two-step strategy for covering a vertex w ∈ V (H) by a copy of F in H ∪H(k)(n, p):

we use H to cover w by a copy of Fv and then use the random edges of H(k)(n, p) to fill the

missing edges to yield a copy of F .

Our proof uses the “absorption technique” pioneered by Rödl, Ruciński and Szemerédi [35],

combined with some results concerning binomial random hypergraphs. The key step is to build

absorbers for an arbitrary set of vF vertices and for this we use the two-step strategy mentioned

above.

The rest of the paper is organised as follows. In Section 2 we prove some useful results con-

cerning binomial random k-graphs. In Section 3 we discuss the question raised in [3] mentioned

above and we discuss the optimality of Theorem 1.3 when αF = 0. In Section 4 we prove our

absorbing lemma and the proof of Theorem 1.3 is given in Section 5. Some remarks concerning

the parameter αF are given in Section 6.

Throughout the rest of the paper, k denotes an integer with k ≥ 2 and will be omitted

from the dependencies of constants in both the results and proofs. As usual, for an integer b,

let [b] = {1, . . . , b}. For simplicity, we omit floor and ceiling signs when they are not essential.

2. Preliminaries

In this section we discuss some relevant results related to binomial random k-graphs and

introduce some notation used throughout the paper.

Given a k-graph H and a subset S ⊆ V (H), we write H[S] for the subgraph of H induced

by S. We write x ≪ y ≪ z to mean that we can choose constants from right to left, that is,

there exist functions f and g such that, for any z > 0, whenever y ≤ f(z) and x ≤ g(y), the

subsequent statement holds. Statements with more variables are defined similarly. We assume

that n is sufficiently large, unless stated otherwise.

Consider the random k-graph H(k)(n, p) with p = p(n). Following [18], for a fixed k-graph F ,

we let

ΦF = ΦF (n, p) := min
{

nv
F ′peF ′ : F ′ ⊆ F, eF ′ > 0

}

.

We shall need the following result, which follows directly from [4, Proposition 2.1] and Cheby-

shev’s inequality.
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Proposition 2.1 ([4, Proposition 2.1]). Let F be a k-graph with s vertices and f edges and

let H = H(k)(n, p). Let A be a family of ordered s-subsets of V = V (H). For each A ∈ A,

let IA be the indicator random variable of the event that A spans a labelled copy of F in H. Let

X =
∑

A∈A
IA. Then P [X ≥ 2E(X)] ≤ s!22sn2sp2f/(E(X)2ΦF ).

The next proposition gives a lower bound for ΦF for some specific k-graphs F . Given labelled

k-graphs F1 and F2, we denote by F1 ∪F2 the k-graph with vertex set V (F1)∪ V (F2) and edge

set E(F1) ∪ E(F2).

Proposition 2.2. Let F1 and F2 be labelled k-graphs with V (F1)∩V (F2) = {v}. Then ΦF1∪F2 ≥

min{ΦF1 ,ΦF2 ,ΦF1ΦF2n
−1}.

Proof. Let F ′ be a subgraph of F1 ∪ F2 with v′ vertices and e′ edges, where e′ > 0. Let

vi := |V (F ′) ∩ V (Fi)| and ei := |E(F ′) ∩ E(Fi)| for i ∈ {1, 2}. If V (F ′) ⊆ V (Fi) for some

i ∈ {1, 2}, then

nv′pe
′

= nvipei ≥ ΦFi
;

otherwise, we have V (F ′)∩ V (Fi) 6= ∅ for i ∈ {1, 2}. Since v′ ≥ v1 + v2 − 1 and e′ = e1 + e2, we

have

nv′pe
′

≥ nv1+v2−1pe1+e2 = (nv1pe1)(nv2pe2)n−1 ≥ ΦF1ΦF2n
−1.

This shows that ΦF1∪F2 ≥ min{ΦF1 ,ΦF2 ,ΦF1ΦF2n
−1}. �

Let F be a labelled k-graph with b vertices. Let A be a k-graph composed of copies F ′,

F1, . . . , Fb of F such that V (F1), . . . , V (Fb) are pairwise disjoint and |V (F ′) ∩ V (Fi)| = 1 for

every i ∈ [b]. Denote by A(F ) the collection of all k-graphs A defined this way. The next result

bounds ΦA for every A ∈ A(F ).

Lemma 2.3. Let c ≥ 1 be given and let F be a labelled k-graph with b vertices. If p = p(n) is

such that ΦF ≥ cn, then ΦA ≥ cn for every A ∈ A(F ).

Proof. Fix A ∈ A(F ), and let F ′, F1, . . . , Fb be as in the definition of A(F ) above. By assump-

tion we have ΦF ′ = ΦF1 = · · · = ΦFb
≥ cn. Let Ai = Fi ∪ · · · ∪ F1 ∪ F ′ for every i ∈ [b]. Note

that A = Ab. As c ≥ 1, Proposition 2.2 tells us that ΦF1∪F ′ ≥ cn. Similarly, a simple induction

tells us that ΦAi
≥ cn for every 2 ≤ i ≤ b and our lemma follows. �

The following simple lemma provides a lower bound on p which ensures that the condition

for p in Lemma 2.3 holds.

Lemma 2.4. Let c ≥ 1 be given and let F be a labelled k-graph. If p = p(n) ≥ cn−1/d∗(F ), then

ΦF ≥ cn.

Proof. Let F ′ be an arbitrary subgraph of F with v′ vertices and e′ > 0 edges. Note that, from

the definition of d∗(F ), we have d∗(F ) ≥ e′/(v′ − 1). Then, we have

nv′pe
′

≥ nv′(cn−1/d∗(F ))e
′

≥ nv′(cn−(v′−1)/e′)e
′

= ce
′

n ≥ cn. �

We shall use the following result of [4], which ensures the existence of an almost F -factor in

the random hypergraph H(k)(n, p), for any fixed k-graph F and p = p(n) such that ΦF ≥ cn.

Lemma 2.5 ([4], part of Lemma 2.2). Let F be a labelled k-graph with b vertices and f edges.

Suppose 1/n ≪ 1/c ≪ λ, 1/b, 1/f . Let V be an n-vertex set, and let F be a family of λnb

ordered b-subsets of V . If p = p(n) is such that ΦF (n, p) ≥ cn, then the following properties

hold for the binomial random k-graph H = H(k)(n, p) on V .
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(i ) With probability at least 1− exp(−n), every induced subgraph of H of order λn contains

a copy of F .

(ii ) With probability at least 1 − exp(−n), there are at least (λ/2)nbpf ordered b-sets in F

that span labelled copies of F .

3. Optimality of Theorem 1.3 and a question from [3]

3.1. On the optimality of Theorem 1.3 when αF = 0. Let us show that, in Theorem 1.3,

we need to have p = Ω(n−1/d∗(F )) when αF = 0 (this has already been observed in the case k = 2

in [3]). In the next section, we compare our model with the purely random model in the context

of Theorem 1.3. We show that we need a bound of the form δ(H) = Ω(nk−1) and the fact

that F is strictly balanced in order to see a substantial difference in the behaviour of the two

models.

Fix a k-graph F with αF = 0. We exhibit a sequence of n-vertex k-graphs Hn with minimum

vertex degree Ω(nk−1) such that, if p ≪ n−1/d∗(F ), then a.a.s. Hn ∪H(k)(n, p) does not contain

an F -factor. We shall need the following result.

Proposition 3.1. Let F be a k-graph with eF > 0. For every θ > 0, there is a positive constant

c = c(θ, F ) such that if p ≤ cn−1/d∗(F ), then

lim
n→∞

P

[

H(k)(n, p) contains an F -tiling covering at least θn vertices
]

= 0.

Proof. Let F be a k-graph with b vertices and f edges and let θ > 0 be given. Recall that

d∗(F ) := max {eF ′/(vF ′ − 1) : F ′ ⊆ F, vF ′ ≥ 2}. Suppose J is a subgraph of F that achieves

the maximum in the definition of d∗(F ). Suppose J has s vertices and j edges. Then d∗(F ) =

d∗(J) = j/(s − 1). Let c = (θ/(2b))1/j and p = cn−1/d∗(F ). Note that it suffices to prove that

lim
n→∞

P

[

H(k)(n, p) contains a J-tiling with at least θn/b members
]

= 0. (3.1)

Let H := H(k)(n, p). We claim that ΦJ ≥ cjn. Indeed, let J ′ be a subgraph of J with t

vertices and j′ edges. By the choice of J , we have (s− 1)/j ≤ (t− 1)/j′. Note also that c ≤ 1.

Thus,

ntpj
′

= nt
(

cn−1/d∗(F )
)j′

= nt
(

cn−(s−1)/j
)j′

=
(

cj
′

n
)(

n(t−1)/j′−(s−1)/j
)j′

≥ cj
′

n ≥ cjn.

Hence ΦJ ≥ cjn.

Let A be the family of all ordered s-sets of vertices from V (H). For each A ∈ A, let IA

be the indicator random variable of the event that A spans a labelled copy of J in H. Let

X :=
∑

A∈A IA. Then µ := E(X) = n(n− 1) · · · (n− s+ 1)pj ≥ nspj/2. From Proposition 2.1,

we have

P [X ≥ 2µ] ≤
s!22sn2sp2j

µ2ΦJ
≤

s!22s+2n2sp2j

n2sp2jΦJ
= O

(

1

ΦJ

)

= o(1).

Note that nspj = ns(cn−1/d∗(F ))j = cjn = θn/(2b). Hence a.a.s. X < 2µ ≤ 2nspj = θn/b,

which clearly implies (3.1), as required. �

Let us now define some k-graphs Hn on n vertices with δ(Hn) = Ω(nk−1).

Definition 3.2. Let Hn := Hn(A,B, η) be the n-vertex k-graph whose vertex set can be

partitioned into two disjoint sets V = A ∪ B such that |A| = ηn, and whose edges are all the

k-sets in V that intersect A.
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Note that δ(Hn) =
(

n−1
k−1

)

−
((1−η)n−1

k−1

)

= (1 + o(1))
(

1 − (1 − η)k−1
)(

n−1
k−1

)

where o(1) → 0

as n → ∞. Since 1− (1− η)k−1 ≥ η/2 by induction on k, we have δ(Hn) ≥ (η/(2(k − 1)!))nk−1

if n is sufficiently large.

Consider any k-graph F with b vertices and at least one edge and let 0 < η < 1/b be arbitrary.

Fix θ := 1 − bη > 0 and let c = c(θ, F ) be given by Proposition 3.1 applied with k, F and θ.

Consider n ∈ N sufficiently large, and let Hn := Hn(A,B, η) be as in Definition 3.2. Let H ′
n :=

H(k)(n, p), where p ≤ cn−1/d∗(F ), and note that if Hn ∪H ′
n contains an F -factor, then H ′

n[B]

must contain an F -tiling covering at least |B| − (b− 1)|A| = (1− η)n− ηn(b− 1) = θn vertices.

However, Proposition 3.1 implies that a.a.s. there is no such F -tiling in H ′
n[B], and thus, a.a.s.

Hn ∪H ′
n does not contain an F -factor. This shows that we must require p = Ω(n−1/d∗(F )) in

Theorem 1.3 when αF = 0.

3.2. A question of Balogh, Treglown and Wagner. A natural question asked by Balogh,

Treglown and Wagner [3] is whether Theorem 1.1 holds if we replace αn with a sublinear term.

We note here that the answer to this question is negative for graphs and also for k-graphs with

minimum vertex degree o(nk−1) in general, as we now demonstrate when F is a single k-edge.

Indeed, let Hn := Hn(A,B, η) be as in Definition 3.2, where η = 1/(3kω) with ω = ω(n) → ∞

as n → ∞, and say ω = o(n). Then we have δ(Hn) ≥ (η/(2(k − 1)!))nk−1 = Ω(nk−1/ω). Let

p = (1/2)
(

n−1
k−1

)−1
lnω. Next we show that a.a.s. Hn ∪ H(k)(n, p) does not contain a perfect

matching. To see this, let X denote the number of isolated vertices in H ′
n = H(k)(n, p). Then

E(X) = n(1− p)(
n−1
k−1) ≥ ne−2p(n−1

k−1) = n/ω.

Computing the second moment yields that a.a.s. there are at least n/(2ω) isolated vertices

in H ′
n. On the other hand, a matching of Hn can cover at most k|A| = n/(3ω) vertices. It

follows that Hn ∪H ′
n does not have a perfect matching a.a.s.

The discussion above tells us that, in the randomly perturbed model, if the minimum degree

condition on the host graph H on n vertices is only that δ(H) ≥ nk−1/ω and ω → ∞ as n → ∞,

then we need p ≫ n−k+1 for H ∪H(k)(n, p) to contain a perfect matching a.a.s. Furthermore,

if the condition is δ(H) ≥ nk−1−ε for some ε > 0, then p = Ω(n−k+1 log n), which matches the

purely random threshold for a perfect matching (1.1), as ℓ(n;F ) = log n in this case.

The argument above applies to other (k-)graphs F , such as strictly balanced ones. We omit

the details.

4. The Absorbing Lemma

In this section we prove our absorbing lemma, which is the key result in the proof of Theo-

rem 1.3. Let us first give the following definition concerning the absorption method.

Definition 4.1. Let F be a k-graph with b vertices. Suppose H is a k-graph with vertex set V

and let S ⊆ V with |S| = b be given. We call ∅ 6= A ⊆ V \ S with |A| ∈ bN an (S,F )-absorber,

or S-absorber for short, if both H[A] and H[A ∪ S] contain F -factors.

In order to obtain an absorbing set, we need the following result from [31], which follows

from [30, Lemma 10.7] (see also [29, Lemma 2.8]).

Lemma 4.2 ([31], Lemma 2.3). Let 0 < β ≤ 1 be given. There exists m0 such that the following

holds for every m ≥ m0. There exists a bipartite graph B with vertex classes Xm ∪ Ym and Zm

7



and maximum degree1 ∆(B) ≤ 100, such that |Xm| = m + βm, |Ym| = 2m and |Zm| = 3m,

and for every subset X ′
m ⊆ Xm with |X ′

m| = m, the induced graph B[X ′
m ∪ Ym, Zm] contains a

perfect matching.

We use Lemma 4.2 to prove the following absorbing lemma for hypergraphs, obtaining a

sufficient condition for the existence of an absorbing set. This lemma extends to k-graphs a

result for graphs (k = 2) obtained in [31, Lemma 2.2]. For later convenience, we state this

lemma in a form slightly more general than we need here (in this paper, we apply this lemma

with V0 = ∅).

Lemma 4.3 (Absorbing Lemma). For every positive integer b and every γ > 0 there exists ξ

such that the following holds for every 0 < ε < min{1/3, γ/2} and every sufficiently large n.

Let F be a k-graph with b vertices. Suppose H is an n-vertex k-graph and there exists V0 ⊆ V (H)

of size at most εn such that (i) for every b-subset S of V (H) \ V0, there are at least γn vertex-

disjoint S-absorbers and (ii) for every v ∈ V (H), there are at least γn copies of F containing v

that are pairwise vertex-disjoint, except for the vertex v. Then H contains a subset A ⊆ V (H)

of size at most γn such that, for every R ⊆ V (H)\A with |R| ≤ ξn such that b divides |A|+ |R|,

the k-graph H[A ∪R] contains an F -factor.

We refer to the sets A as in the lemma above as absorbing sets.

Proof of Lemma 4.3. For every v ∈ V (H), let Fv be a family of γn pairwise disjoint (b−1)-sets

of vertices given by the copies of F − v in H − v that hypothesis (ii) gives.

Define the constants q = γ/(1300b2) and β = qb−1γ/8, and put ξ = βq/(2(1 + β)(b − 1)).

We will obtain a subset X ⊆ V (H) \ V0 with qn/2 ≤ |X| ≤ 2qn such that for each v ∈ V (H)

there are at least qb−1|Fv|/4 sets from Fv contained in X. Consider a subset X of V (H) \ V0

obtained by picking each vertex of V (H) \ V0 with probability q, independently of all the other

vertices. Since 2qn/3 ≤ E[|X|] = q(n−|V0|) ≤ qn tends to infinity as n increases, by Chernoff’s

inequality, a.a.s. we have qn/2 ≤ |X| ≤ 2qn.

For every v ∈ V (H), let Xv denote the number of the sets from Fv contained in X. Clearly,

µ := E[Xv] ≥ qb−1(|Fv | − εn) ≥ qb−1γn/2. Since H has n vertices, by using the union bound

and Chernoff’s inequality (see e.g. [18, Theorem 2.1]), we have

P

[

there is v ∈ V (H)withXv <
µ

2

]

≤ n exp

(

−
(µ/2)2

2µ

)

≤ n exp

(

−
qb−1γ

16
n

)

= o(1).

Therefore, there is X ⊆ V (H) \ V0 such that qn/2 ≤ |X| ≤ 2qn and such that, for each

v ∈ V (H), there are at least µ/2 ≥ qb−1γn/4 sets from Fv contained in X. For each v ∈ V (H),

denote by F ′
v the collection of members of Fv that are completely contained in X. We have

|F ′
v| ≥ qb−1γn/4.

Let m = |X|/(1+β) and let B be the bipartite graph given by Lemma 4.2 with vertex classes

Xm ∪ Ym and Zm. Choose arbitrarily vertex-disjoint subsets Y, Z ⊆ V (H) \ (X ∪ V0) with

|Y | = 2m and |Z| = 3m(b− 1). Now partition Z arbitrarily into (b− 1)-subsets Z = {Zi}i∈[3m]

and fix bijections φ1 : Xm ∪ Ym → X ∪ Y and φ2 : Zm → Z such that φ1(Xm) = X and

φ1(Ym) = Y .

We claim that there exists a family {Ae}e∈E(B) of pairwise vertex-disjoint b
2-subsets of V (H)\

(X ∪ Y ∪ Z) such that for every e = {w1, w2} ∈ E(B) with w1 ∈ Xm ∪ Ym and w2 ∈ Zm, the

1In [31], this lemma is stated with ∆ ≤ 40 instead of ∆ ≤ 100.
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set Ae is a ({φ1(w1)} ∪ φ2(w2))-absorber. The idea here is to greedily choose such absorbers

one by one for each e ∈ E(B). Indeed, suppose we have already found appropriate subsets for

all the edges from E′ ⊆ E(B) with E′ 6= E(B). Note that qn/(2 + 2β) ≤ m ≤ 2qn/(1 + β) and

∆(B) ≤ 100. Therefore, since |Zm| ≤ 3m we have

|X|+ |Y |+ |Z|+

∣

∣

∣

∣

⋃

e∈E′

Ae

∣

∣

∣

∣

≤ 4m+ 3m(b− 1) + b2|E′| < 4bm+ 100b2|Zm| ≤ γn/2. (4.1)

Choose arbitrarily e = {w1, w2} ∈ E(B)\E′ and let Se = {φ1(w1)}∪φ2(w2). Note that |Se| = b

and recall that there are at least γn vertex-disjoint Se-absorbers in H. Denote by Fe the set

of these vertex-disjoint Se-absorbers. Since each vertex in X ∪ Y ∪ Z ∪
⋃

e∈E′ Ae is in at most

one Se-absorber in Fe, the number of Se-absorbers disjoint from X ∪ Y ∪ Z ∪
⋃

e∈E′ Ae is at

least γn − γn/2 = γn/2 > 0 (recall (4.1)). Therefore, we can apply the described procedure

repeatedly until we obtain {Ae}e∈E(B).

Let A = X ∪ Y ∪ Z ∪
⋃

e∈E(B)Ae. Then |A| ≤ γn. We claim that A is an absorbing set

as desired. Consider any subset R ⊆ V (H) \ A such that |R| + |A| ∈ bN and 0 ≤ |R| ≤ ξn.

Suppose for a moment that Q ⊆ X is such that |Q| = βm. Then, setting X ′′ = X \ Q and

noting that |X ′′| = m, from Lemma 4.2, considering X ′
m = φ−1

1 (X ′′), we see that there is a

perfect matching M in B between X ′
m ∪ Ym and Zm. For each edge e = {w1, w2} ∈ M take an

F -factor in H[{φ1(w1)} ∪ φ2(w2) ∪ Ae] and for each e ∈ E(B) \M take an F -factor in H[Ae].

All together, this gives an F -factor of H[A \Q]. Thus, if we can find a Q ⊆ X with |Q| = βm

and such that there is an F -factor in H[Q ∪R], then together with the above argument we get

an F -factor in H[A ∪R], as required.

To find a set Q as above, note first that (b − 1)|R| ≤ (b − 1)ξn = βqn/(2 + 2β) ≤ βm.

We claim that βm − (b − 1)|R| ∈ bN. Indeed, taking disjoint subsets Q1, Q2 ⊆ X such that

|Q1| = βm−(b−1)|R| and |Q2| = (b−1)|R|, we certainly have that |A|+|R|, |Q2|+|R| ∈ bN and,

by virtue of the existence of an F -factor in H[A\(Q1∪Q2)], we have that |A|−|Q1|−|Q2| ∈ bN.

Thus |Q1| = βm − (b − 1)|R| ∈ bN also. Now we take an arbitrary subset X ′ ⊆ X with

|X ′| = (βm− (b− 1)|R|) /b. Next we find a subset Av ∈ F ′
v for each v ∈ R ∪X ′ such that all

these subsets are pairwise vertex-disjoint and do not contain any vertex of X ′. In fact, we can

choose such subsets greedily since |X ′|+ (b− 1)|X ′|+ (b− 1)|R| = βm and

|F ′
v | ≥ qb−1|Fv |/4 ≥ qb−1γn/4 ≥ 2βn ≥ 2βm.

Since Av ∈ F ′
v for every v ∈ R ∪ X ′, there is an F -factor in H[Q ∪ R] if we set Q := X ′ ∪

⋃

v∈R∪X′ Av ⊆ X. Also, note that |Q| = βm as required. This proves that A is indeed the

desired absorbing set. �

Now we introduce the absorbers that we use in this paper.

Definition 4.4. Let F be a k-graph with b vertices and let H be a k-graph with n vertices.

Let S ⊆ V (H) with |S| = b be given. Suppose A ⊆ V (H) \ S is the union of some pairwise

disjoint b-sets A1, . . . , Ab, say Ai = {v1i , . . . , v
b
i } for each i ∈ [b]. Let Ab+1 = {vb1, . . . , v

b
b}. We

call A a simple S-absorber if for some labelling of the elements of S, say S = {s1, . . . , sb}, both

H[Ai] and H[{si} ∪ (Ai \ {vbi })] contain copies of F for all i ∈ [b] and, furthermore, H[Ab+1]

contains a copy of F .

Clearly, simple S-absorbers are S-absorbers. In the next lemma we prove that with appro-

priate conditions on p and on the minimum vertex degree of H, a.a.s. H ∪H(k)(n, p) contains
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many simple S-absorbers for any b-subset S of V (H). This result allows us to apply Lemma 4.3.

Recall the definition of αF from Theorem 1.3.

Lemma 4.5. Let F be a k-graph with b vertices and let 0 < γ ≪ ε, 1/b. Then there is a

constant c = c(αF , ε) > 0 such that the following holds for any k-graph H with n vertices and

minimum degree δ(H) ≥ (αF + ε)
(

n−1
k−1

)

. If p ≥ cn−1/d∗(F ), then a.a.s., for every b-subset S

of V (H), there are at least γn vertex-disjoint simple S-absorbers in H ∪H(k)(n, p).

Proof. Let F be a k-graph on b vertices and f edges. Fix constants 0 < γ ≪ ε, 1/b. Let

ε0 = ε0(ε/2) be the constant given in the definition of αF (applied with ε/2) and write ε′ = ε0/2.

Furthermore, let 1/n ≪ 1/c ≪ ε′, 1/b, 1/f and let H be as in the statement of the lemma.

Let V := V (H).

Suppose p ≥ cn−1/d∗(F ). Fix a b-subset S = {s1, . . . , sb} of V . To find γn vertex-disjoint

simple S-absorbers in V \S in H∪H(k)(n, p), it suffices to show that for every subset W ⊆ V \S

with |W | = b2(γn − 1), there is a simple S-absorber in V \ (S ∪ W ). Fix such a W and let

H ′ = H[V \W ] and n′ = n − |W | ≥ (1 − b2γ)n. Since δ(H) ≥ (αF + ε)
(n−1
k−1

)

and γ ≪ ε, 1/b,

we have that

δ(H ′) ≥ δ(H) − |W |

(

n

k − 2

)

≥ (αF + ε)

(

n− 1

k − 1

)

− b2γn

(

n

k − 2

)

≥ (αF + ε/2)

(

n′ − 1

k − 1

)

.

Since n′ is large enough, by the definition of αF and the choice of ε0, there is some v∗ ∈ V (F )

such that for every w ∈ V (H ′), there are at least ε0(n
′)b−1 embeddings of Fv∗ in H ′ that map v∗

to w. Among such embeddings, at least ε0(n
′)b−1−b(n′)b−2 ≥ ε′nb−1 of them do not intersect S.

Let FS be a family of b2-subsets B ⊆ V ′ with B =
⋃

i∈[b]Bi, where Bi = {v1i , . . . , v
b
i } and

Bi ∩ Bj = ∅ for i 6= j, such that H[(Bi \ {v
b
i }) ∪ {si}] contains a copy of Fv∗ for each i ∈ [b].

We can suppose that |FS | ≥ (ε′nb−1)bnb −
(

b2

2

)

nb2−1 ≥ (ε′)bnb2/2: greedily choose Bi for each i

separately and then ignore sets of choices such that the Bi are not pairwise disjoint.

Now we find a simple S-absorber in V ′ by adding H(k)(n, p) to fill the missing edges in

some B ∈ FS . We shall make use of Lemma 2.5 (ii ) and Lemma 2.3 to prove that this

“filling” of some B happens with very high probability. Fix B ∈ FS and let the notation

be as above: in particular, let B =
⋃

i∈[b]Bi with Bi = {v1i , . . . , v
b
i } for all i ∈ [b]. We now

define AB ∈ A(F ) with V (AB) = B such that, if AB ⊆ H(k)(n, p), then B becomes a simple S-

absorber in H∪AB ⊆ H∪H(k)(n, p). To define AB , we first require that AB [{v
b
1, . . . , v

b
b}] should

be a copy of F , and we further impose that AB [Bi] should be a copy of F for every i ∈ [b] with

the additional requirement that vbi should play the rôle of v∗ in AB [Bi] = F . (The conditions we

have just described do not necessarily define AB uniquely; we let AB denote one such k-graph,

selected arbitrarily.) A moment’s thought now shows that, because B ∈ FS , we have that

(H ∪AB)[{si} ∪ (Bi \ {v
b
i })] contains a copy of F for every i ∈ [b]. Since (H ∪AB)[Bi] (i ∈ [b])

and (H ∪ AB)[{vb1, . . . , v
b
b}] contain a copy of F , we conclude that B is a simple S-absorber

in H ∪AB , as required.

Now, owing to Lemmas 2.3 and 2.4, we have ΦAB
≥ cn. Let XS count the number of B ∈ FS

such that AB ⊆ H(k)(n, p). Applying Lemma 2.5 (ii ) we have

P[XS ≥ (ε′)bnb2p(b+1)f/4] ≥ 1− exp(−n),
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which implies that P[XS = 0] ≤ exp(−n). Since there are
(

n
b

)

possible choices for S and at

most 2n possible choices for W , we have

P

[

there are S ∈

(

V

b

)

and W ⊆ V such that XS = 0

]

≤

(

n

b

)

2n exp(−n) = o(1).

Thus, a.a.s. there is a simple S-absorber in V ′ for every S ∈
(V
b

)

and every W ⊆ V \ S with

|W | = b2(γn− 1). This concludes the proof. �

5. Proof of the main theorem

In this section we use Lemmas 4.3, 4.5 and 2.5 (i ) to prove Theorem 1.3.

Proof of Theorem 1.3. Suppose F is a k-graph with b vertices and f edges and let n ∈ bN be

sufficiently large. Let ε > 0 be given and suppose 1/n ≪ γ ≪ ε, 1/b. Let ξ be the constant

given by Lemma 4.3 and put c′ ≫ c, 1/ξ, where c is the constant given by Lemma 4.5.

Suppose p ≥ 2c′n−1/d∗(F ) and let H be an n-vertex k-graph with vertex set V such that

δ(H) ≥ (αF + ε)
(n−1
k−1

)

. We will expose H ′ := H(k)(n, p) in two rounds: H ′ = H1 ∪ H2,

where H1 and H2 are independent copies of H(k)(n, p′) and (1 − p′)2 = 1 − p. Note that since

(1− p′)2 > 1− 2p′, we have p′ > p/2 ≥ c′n−1/d∗(F ).

The first step is to find an absorbing set in H ∪ H1 using Lemma 4.3. We shall apply

that lemma with V0 = ∅. By Lemma 4.5, a.a.s., for every S ∈
(

V
b

)

, there are at least γn

pairwise vertex-disjoint simple S-absorbers in V \ S in H ∪ H1 and hence hypothesis (i) of

Lemma 4.3 holds. We now note that our simple absorbers have the following additional property.

Suppose A′ is a simple S-absorber. Then

(*) (H ∪H1)[S ∪A′] contains an F -factor {F1, F2, . . . } with each Fi with |V (Fi) ∩ S| ≤ 1.

It follows from this property that the γn vertex-disjoint simple S-absorbers in V \ S in H ∪H1

force the existence of γn copies of F in H ∪H1 that are pairwise vertex-disjoint except for the

vertex v. Thus hypothesis (ii) of Lemma 4.3 holds. Lemma 4.3 implies that H ∪H1 contains

an absorbing set A of size at most γn a.a.s.

The second step is to find an almost F -factor in H2 that covers all of V \ A but at most ξn

vertices. Since p′ > p/2 ≥ c′n−1/d∗(F ), Lemma 2.4 guarantees that ΦF (n, p
′) ≥ c′n. Applying

Lemma 2.5 (i ) to H2 with λ = ξ, a.a.s. every induced subgraph of H2 of order ξn contains a

copy of F . Thus we can greedily find pairwise vertex-disjoint copies of F in V \ A until there

are at most ξn vertices left. Denote by R the set of these remaining vertices of V \ A. Then

|R| ≤ ξn a.a.s.

The last step is to absorb all vertices of R using the absorbing set A. Since b = |V (F )|

divides n and V \ (A ∪ R) is covered by vertex disjoint copies of F , we have that b divides

|A| + |R|. Recall that A is an absorbing set in H ∪ H1, which implies that (H ∪ H1)[A ∪ R]

contains an F -factor. This implies that, a.a.s., we have the desired F -factor in H∪H1∪H2. �

6. Concluding Remarks

We have studied the F -factor problem in the randomly perturbed k-graphs H ∪ H(k)(n, p)

under the vertex degree condition δ(H) ≥ (αF + ε)
(

n−1
k−1

)

and edge probability condition p =

Ω(n−1/d∗(F )). Let us close with a remark concerning the parameter αF . Recall (1.2) and recall

that the definition of ΛF,v involves the object Fv.
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Instead of Fv, we can consider the link F ′
v := {e \ {v} : e ∈ E(Fv)} of v in F . Then

αF = minv∈V (F ) π(F
′
v), where π(F ′

v) is the Turán density threshold of the (k − 1)-graph F ′
v,

namely, π(F ′
v) = limn→∞ ex(n, F ′

v)
(

n
k−1

)−1
. The fact that αF can be expressed in this way

follows from supersaturation [13, Corollary 2]. A related remark is that, while we require ε′nvF−1

embeddings of Fv in our definition of αF , supersaturation tells us that we could require just

one.

To conclude, we leave it as an open question whether or not αF is required (when αF > 0)

in the vertex degree condition δ(H) ≥ (αF + ε)
(n−1
k−1

)

.
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[18] S. Janson, T.  Luczak, and A. Ruciński, Random graphs, Wiley-Interscience, New York, 2000. MR2001k:05180

↑4, 8

12

http://www.ams.org/mathscinet-getitem?mr=1376050
http://arxiv.org/abs/2002.05816
http://www.ams.org/mathscinet-getitem?mr=3922775
http://www.ams.org/mathscinet-getitem?mr=4025389
http://arxiv.org/abs/1710.02716v1
http://www.ams.org/mathscinet-getitem?mr=1943857
http://www.ams.org/mathscinet-getitem?mr=4025392
http://arxiv.org/abs/2007.11775v1
http://www.ams.org/mathscinet-getitem?mr=4052848
http://www.ams.org/mathscinet-getitem?mr=726456
http://www.ams.org/mathscinet-getitem?mr=3312137
http://www.ams.org/mathscinet-getitem?mr=0297607
http://www.ams.org/mathscinet-getitem?mr=4115532
http://www.ams.org/mathscinet-getitem?mr=2001k:05180


[19] A. Johansson, J. Kahn, and V. Vu, Factors in random graphs, Random Structures Algorithms 33 (2008),

no. 1, 1–28. MR2428975 ↑2, 3

[20] F. Joos and J. Kim, Spanning trees in randomly perturbed graphs, Random Structures Algorithms 56 (2020),

no. 1, 169–219. MR4052851 ↑2

[21] D. G. Kirkpatrick and P. Hell, On the complexity of general graph factor problems, SIAM J. Comput. 12

(1983), no. 3, 601–609. MR707416 ↑1
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[35] V. Rödl, A. Ruciński, and E. Szemerédi, A Dirac-type theorem for 3-uniform hypergraphs, Combin. Probab.

Comput. 15 (2006), no. 1-2, 229–251. MR2195584 ↑4

[36] Y. Zhao, Recent advances on Dirac-type problems for hypergraphs, Recent trends in combinatorics, 2016,

pp. 145–165. MR3526407 ↑2

(Y. Chang) School of Mathematics, Shandong University, Jinan, 250100, China

Email address: ylchang93@163.com

(J. Han) Department of Mathematics, University of Rhode Island, Kingston, RI, 02881, USA

Email address: jie han@uri.edu

(Y. Kohayakawa and G. O. Mota) Instituto de Matemática e Estat́ıstica, Universidade de São
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