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Abstract 

In this study we aim to explore users' behaviour when assessing search results relevance based on 

the hypothesis of categorical thinking. In order to investigate how users categorise search engine 

results, we perform several experiments where users are asked to group a list of 20 search results 

into a number of categories, while attaching a relevance judgment to each formed category. 

Moreover, to determine how users change their minds over time, each experiment was repeated 

three times under the same conditions, with a gap of one month between rounds.  The results show 

that on average users form 4-5 categories. Within each round the size of a category decreases with 

the relevance of a category. To measure the agreement between the search engine’s ranking and 

the users’ relevance judgments, we defined two novel similarity measures, the average 

concordance and the MinMax swap ratio. Similarity is shown to be the highest for the third round 

as the users' opinion stabilises. Qualitative analysis uncovered some interesting points, in particular, 

that users tended to categorise results by type and reliability of their source, and particularly, found 

commercial sites less trustworthy, and attached high relevance to Wikipedia when their prior 

domain knowledge was limited. 

Introduction 

Previously, in (Zhitomirsky-Geffet, Bar-Ilan and Levene, 2016a; Zhitomirsky-Geffet, Bar-Ilan & 

Levene, 2016b; Zhitomirsky-Geffet, Bar-Ilan and Levene, 2017), we have demonstrated that when 

assessing the relevance and rankings of query results, users tend to group results into “coarse 

categories” (Mullainathan, 2000). This implies that users assess the relevance of results in the same 

category similarly, without distinguishing between the degree of relevance of results within the 

same category. It was also found that users tend to preserve their category-based judgment over 

time. This was tested on a predefined number of relevance values, i.e.  four, (1 – “irrelevant”, 2 – 

“partially/slightly relevant”, 3 – “quite relevant”, 4 – “very relevant”). However, we did not 

explicitly ask users to classify the results into categories by their degree of relevance to the given 

query, but only to assign each result a relevance value and a rank. In the current study we continue 

this line of enquiry by conducting a series of experiments, in several repetitive rounds, where we 

directly asked two groups of users to classify the results with similar relevance to the query into 

relevance categories, and assign each category a relevance value that assesses the degree of 

relevance of the assigned category to the query. The number, content and size of the categories are 

defined by the user. 
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In an earlier study (Zhitomirsky-Geffet and Daya, 2015) we showed that reranking of search results 

according to the most prominent and discriminative subtopics for a given query improves the mean 

average precision of search results. It transpires that users prefer results focused on/associated with 

certain popular subtopics of the query, and provide lower relevance judgements for the other 

results. In the current study we explore what characterises these preferred subtopics (or categories 

as we refer to them here) may have, and how do users (according to what criteria) make their choice. 

The main research questions we address here are:  

1) Into how many relevance categories do users typically group 20 search engine results they 

are presented with? 

2) What are the sizes of these categories? 

3) How do the number, size and content of the categories change over time, and, if so, how 

does the process of categorisation stabilise? 

4) Are there any differences in categorisation and relevance assessment of the results between 

the experimental rounds and between the queries? 

5) How do users group a list of search engine results into categories, how do they define the 

categories, and how (i.e., by what criteria) do they assess their relevance to the query? 

The above questions pertain to the investigation of the categorical thinking hypothesis in the 

evaluation process of search results relevance from different perspectives. We expect that if 

this hypothesis is valid, then the number, size and content of relevance categories for a given 

set of results should not vary too much when repeating the experimental evaluation, and should 

stabilise after two to three rounds.  

The last research question of this study is: 

6) Is there a match between users’ category-based relevance ranks and Google’s ranking of 

the search results? 

This question is of interest to us, as previous work (reviewed in the Related Literature section) 

demonstrated that there is still a need to reduce the gap between the search engine’s ranking 

and the user’s perception of result relevance. More specifically, here we examine whether this 

gap (detected for an individual result’s relevance) still exists at the category level. Furthermore, 

one of the main practical implications of this research might be improving the ranking and 

presentation of results by search engines (e.g. Google) by adopting the categorical thinking 



4 
 

paradigm. Therefore, in this study we also investigate the relationship between the users' 

category-based relevance ranks and Google’s ranking of these search results. 

   

Related Literature 

Theoretical background – categorical thinking 

As a theoretical grounding for the proposed model we make use of the theory of “coarse beliefs” 

(Mullainathan, 2000,) based on the tendency of people to categorise objects into a coarse rather 

than fine set of categories. Examples of coarse categorisation are the star ratings given to hotels 

and product prices, and, in the context of this paper, the relevance judgements attached to search 

results. In particular, we hypothesise that users tend to distinguish between a small number of 

relevance categories and therefore group results according to these coarse categories.  In addition, 

coarse beliefs often seem more natural than fine-grained beliefs when it comes to modelling human 

preferences. Regarding search engine results, users cannot generally distinguish between results 

that fall into the same coarse category, for example users may consider “relevant” results as being 

part of a coarse category, and thus, will not change their minds concerning the relevance of a results 

between a first round of relevance assessment and a second one occurring at a later time, despite a 

small, “local”, shift in opinion regarding the relevance of the result. This type of local category 

changes does not reflect a change in user opinion regarding the judged search result. To this end, 

the following change patterns were defined and explored (Zhitomirsky-Geffet, Bar-Ilan and 

Levene, 2017): 

1) Coarseness – according to this pattern users distinguish between a few coarse categories 

of relevance (following the principle of "categorical thinking") and do not perceive 

relevance as a continuous fine-grained range of values. This implies that, results are 

grouped into these categories, such that all the results inside a category are evaluated as 

having comparable relevance.  

2) Locality – this pattern holds when change in user opinion tends to be “local”. By this we 

mean that, for example, that a user is more likely to change his/her relevance judgement 

from “relevant” to “somewhat relevant” rather than from “relevant” to “not relevant”. 

To complement the empirical results reported in (Zhitomirsky-Geffet, Bar-Ilan and Levene, 2017), 

we proposed a Markov chain model as a theoretical basis for measuring the change in users’ 

judgements across three experimental rounds (Zhitomirsky-Geffet, Bar-Ilan and Levene, 2016a). 

As was shown in that paper, the Markov chain demonstrates that users’ opinions stabilise and 
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converge, and that a majority of the changes are local to a neighbouring relevance category. In 

further work, we tested how aggregate judgements, known as “wisdom of the crowds” change in 

time (Zhitomirsky-Geffet, Bar-Ilan and Levene, 2016b). Therein, it was found that aggregated 

judgments are more stable than individual user judgments, yet they are quite different from search 

engine rankings.   

Here we augment the above investigation on the grouping of search results into relevance-based 

categories, by asking users from the onset to group the results into relevance categories and 

repeating the process in the course of three experimental rounds. This allows us to address further 

research questions as formulated above. 

Relevance evaluation and ranking of search results by users and search engines 

Here we review the most relevant user studies related to agreement on ranking and relevance 

judgements. According to the information retrieval model of Bates (1989) during the iterative 

process of search the user relevance judgments of the results are influenced by the results of 

previous search. Later, Spink and Dee (2007) defined a web search model as comprising multiple 

tasks and cognitive shifts between tasks (e.g. shifts between topic, result evaluation, document, 

information problem, search strategy). Cognitive shift was defined as a human ability to handle the 

demands of complex and often multiple tasks resulting from changes due to external forces. Du 

and Spink (2011) found that evaluation is one of the three most experienced states during multi-

tasking search process. Also shifts from one evaluation to another were quite frequent among other 

shift types. Saracevic (2007) mentions additional studies where relevance assessments at different 

points in the information seeking task of more than two participants were investigated (Smithson, 

1994; Bruce, 1994; Wang and White, 1995; Bateman, 1998; Vakkari and Hakala, 2000; Vakkari, 

2001; Tang and Solomon, 2001). However, the setting of the above mentioned studies is different 

from the current setting in that in the previous studies the users’ information need changed as the 

task evolved, while in our experiments users’ tasks remain constant over time.  

In another study (Bar-Ilan et al., 2007), users were presented with randomly ordered result sets 

retrieved from Google, Yahoo! and MSN (now Bing) and were asked to choose and rank the top-

10 results. The findings, generally, showed low similarity between the users and the search engines 

rankings. In a follow-up study (Bar-Ilan and Levene, 2011), country-specific search results were 

tested in a similar way. In this case it was shown that at least for Google, the users preferred the 

results and the rankings of the local Google version over other versions. In all these experiments 
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the result set was based on the top-10 or top-20 results of the search engines for a given query. 

These studies only asked the users to rank the results, without asking for their relevance 

judgements, and the users were asked to rank the results only once. In (Hariri, 2011) the authors 

also studied Google rankings, and asked users whether they considered the top results to be more 

relevant.  The study was based on the search results of 34 different queries and the results were 

judged by the user submitting the query. Surprisingly, in this study, the fifth ranked result was 

judged to have the highest relevance, slightly more than the top ranked result. 

Serola and Vakkari (2005) conducted a user study with 22 psychology students comprising two 

sessions (repetitive rounds of the same experiment) involving searching a bibliography regarding 

the expectations of proposals and their assessed contributions. They report that at the beginning of 

their task, the students knew so little about the subject that they based their assessment more on the 

“aboutness”, i.e., on the general topicality of the references. During the second evaluation round, 

after they had learned more about their topic, the students became more open to accepting other 

types of information than they had originally expected, and could more easily change their goals 

during the search process and assess how to use the information types provided by the search 

results.  

In contrast, in our study the participants were explicitly instructed to divide the result set into 

categories. Also, here we explicitly concentrate on the case of web search, and examine what 

happens, in three separate standalone search rounds, when the task and goals are identical; 

moreover, the assessments were made at three different points in time. The only differences in the 

setting between the rounds were different presentation order of the results and that in the second 

and third rounds the users saw the given set of documents (or their snippets) once and twice before, 

respectively.  

Scholer, Turpin and Sanderson studied repeated relevance judgements of TREC evaluators 

(Scholer et al., 2011). They found that quite often (for 15-24% of the documents) the evaluators 

were not consistent in their decisions, and considered these inconsistencies to be errors made by 

the assessors. As opposed to their study, we measure changes in users' rather than experts' 

judgements, and also for assessing the relevance value of one or more categories rather than only 

allowing binary relevance judgments. Our experimental setting is different too, as in our case the 

judged documents are search engine results from the web. 
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Scholer, Kelly, Wu, Lee and Webber (2013) asked their users to evaluate the relevance (on a 4-

point scale) of three documents twice, as part of a larger scale experiment.  The “temporal” aspect 

of the experiment was judged by inserting “duplicate” results within a single round, and the 

reported self-agreement was only about 50%. In this particular study the time interval between the 

two evaluations was less than one hour, as they were part of the same experiment; the authors do 

not interpret this result in their paper.  

In (Ruthven et al., 2007) the authors conducted a two-round experiment of answer assessments to 

the same TREC Question Answering task, considering the top-5 answers to 30 selected questions. 

Each answer consisted of a text fragment and was assessed according to the presence of nuggets, 

i.e. facts or concepts relevant to answering the question. To assess the consistency of the 

assessments a measure was devised to calculate the overlap between the two sets of assessments. 

The overlap values ranged from 0.95 to 0.61 with a mean assessor overlap of 0.85. The task of 

question answering is different from search, since both the questions and their answers are much 

more focused and narrowly formulated, and are thus easier to judge. The setting of the study 

differed from ours as well: the scale was binary, only the top-5 results were assessed for each query, 

there was no analysis of the change patterns over time, and the changes in judgments were 

interpreted by the authors as inconsistencies and errors. 

 

Another related experiment was carried out by Sormunen (2002), who also repeated the relevance 

judgment experiment for the same set of queries and results in order to investigate the change in 

users’ judgments over time. Two rounds of reassessments of TREC-7 and TREC-8 documents with 

a 4-point relevance scale were performed. However, in the second round of assessments the users 

were intentionally exposed to their first round judgments and the TREC’s original judgments for 

the documents, in order to influence their final decision. The analysis of the changes demonstrated 

that in the majority of the cases the users did not change their judgments. Most of the changes were 

for the irrelevant documents.  The ambiguity of the query topic was detected as the main reason for 

inconsistencies. As opposed to our setting, where users were not reminded of their previous 

assessments, in this study there was a direct and intentional influence of the previous judgments on 

the changes in the second round’s decisions.  

 

It is well-known that relevance is subjective and situation dependent (Saracevic, 1996; Mizzaro, 

1998), and therefore a document judged to be relevant in a certain situation and time might not be 

judged to be relevant later on. Therefore, we believe that the changes in ranking and relevance 
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judgements are not necessarily errors (as argued in Scholer et al. (2011)), and aim to record the 

patterns of these changes in order to analyse how users change their minds over time. 

Lewandowski (2008) conducted a user study with 40 subjects who judged relevance (on a binary 

scale) of the top-20 results from five search engines. He reported quite low precision at 20 results, 

ranging from 0.37 to 0.52, with Yahoo! and Google outperforming the other search engines and 

yielding similar results. Vaughan (2004) compared 24 subjects’ ranking of four queries’ search 

results with those of Google, AltaVista and Teoma. In her study, Google outperformed the other 

search engines with 0.72 average correlation between Google’s and subjects’ rankings. Veronis 

(2006) conducted a user study with 14 students as subjects, who judged the relevance of the top-10 

results of six search engines on 14 topics and five queries per topic. He found that Google and 

Yahoo! significantly outperformed the other search engines, but still reached only an average score 

of 2.3 on a 0-5 relevance scale. A later study examined differences in relevance judgments between 

results retrieved by Google, Yahoo!, Bing, Yahoo! Kids, and ask Kids search engines for 30 queries 

formulated by children (Bilal, 2012). Yahoo! and Bing produced a similar percentage in hit overlap 

with Google (nearly 30%), while Google performed best on natural language queries, and Bing 

showed a similar precision score, of 0.69, to Google on two-word queries. In a recent large-scale 

study (Lewandowski, 2015), a sample of 1,000 informational and 1,000 navigational queries from 

a major German search engine was used to compare Google's and Bing's search results. It was 

found that Google slightly outperformed Bing for informational queries, however, there was a 

substantial difference between Google and Bing for navigational queries. Google found the correct 

answer in 95.3% of cases, whereas Bing only found the correct answer 76.6% of the time. These 

studies did not consider ranking of the results but only compared their relevance grades.  

In summary, it has been shown in the literature that there is a substantial difference between users’ 

and search engines’ relevance evaluation of search results; in order to find ways to reduce this gap, 

more research is needed into this field. The main differences between the current research and the 

reviewed literature are as follows. Studies that explored the change in users’ search behaviour over 

time, mostly addressed successive search behaviour and used only one type of evaluation, while 

here we investigate the interplay between ranking and relevance judgments Moreover, the gap 

between rounds in our experiments was one month, and the experimental conditions at each round 

were identical, apart from the order in which results were displayed to the users.   
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Method 

Experimental setup 

Two groups (groups A and B) of graduate (MA) students from the Department of Information 

Science in Bar-Ilan University were provided with two queries: “Atkins diet” and “Cloud 

Computing”, and 20 Google search results for each query. For each query, a set of 20 results was 

constructed: 1) The top-20 Google results for the Atkins diet query (denoted by Google 20); 2) The 

top-10 Google results and the 101-110 ranked Google results for the Cloud Computing query 

(denoted by Google 10&100). Each group of students (denoted by A and B) received two queries 

with the same corresponding set of search results but in different order to neutralize the possible 

influence of presentation bias on their judgments. In total, in this study, there were four separate 

relevance judgment experiments: AtkinsA and AtkinsB received the Google 20 result set, while 

CloudA and CloudB received the Google 10&100 result set. 

The four experiments were run three times (i.e. in three rounds) with a one-month interval between 

each round. The results were presented in a Google form, and in a different random order during 

each round, to prevent the students from memorising and copying their previous answers. Each 

student worked independently and had to create between 2-10 categories for the 20 given results 

per query, and rank these categories according to their degree of relevance to the query. The most 

relevant category was ranked 1, and the higher the relevance value assigned to the category the less 

relevant it is to the query. The task given to the students was to gather information in order to write 

a report/summary of the query topic, although they did not have to submit the summary. The 

relevance criterion was whether, and to what extent, a result contains information which contributes 

to the summary of the topic. Group A originally comprised 28 students, and group B comprised 25 

students. Several students' judgments were excluded, since they were incomplete, yielding 24 

students in 3 experiments (AtkinsA, AtkinsB, CloudB) and 22 students in the 4th experiment 

(CloudA). The students’ age was between 25-40, 42% of the students were male and 58% female 

in each of the groups (except for CloudA, where only 36% were male). 

Since the queries were predefined and not chosen by the students, we wanted to estimate their 

interest and knowledge of these topics. Thus, in the experiment form we also added two 

corresponding questions: “How much are you interested in the presented topics?” and “How do 

you estimate your knowledge of the topics prior to the experiment?”. The possible answers were 

on the Likert 1-5 scale, when 5 is the highest level of interest / knowledge and 1 is the lowest. As 

two open questions, the students were also asked to explain their strategy of grouping results into 
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categories and their method of assessing the relevance of the results' categories. At last, they also 

had to mention whether or not they changed their method of categorisation in different rounds of 

the experiments. The replies were coded as a yes or no answer. The students answered the open 

questions as free text, which was then manually analysed by the authors in order to identify themes 

which appeared in at least two students’ responses.   

Measures and quantitative analysis 

We computed the average number of categories and the average size of each category (the average 

number of results in a category) for each experiment and round. To analyse the results, we also 

calculated the following measures: 

1) The average overlap between the results in each category during different round pairs, i.e. 

the average proportion of the same results in the same category per student in two different 

rounds of an experiment,  

2) The proportion of students who chose the same number of categories for a given query, in 

each round of the same experiment, 

3) The average proportion of categories with the same size, per student in each round, in order 

to estimate the change in categorisation strategy and relevance judgments of the results 

over time. 

To measure the agreement between Google's search results ranks and the subjects' category ranks, 

we calculated the average Google rank of the search results in each user-defined category. It has 

been shown in the literature that there is a substantial gap between Google’s and users’ rank at the 

individual result level. Hence, it is important to estimate the agreement between the search engine 

(Google in our case) rank and users’ categorical relevance rank, in order to explore whether the gap 

between users’ and search engine’s ranks is still present when taking the relevance categories-based 

approach and to what extent. To measure the overall agreement, we devised a novel similarity 

measure, called the average concordance, which is calculated by performing the following steps 

per student: 

1) For a pair of categories c1 and c2 such that relevance(c1) > relevance(c2):  

If the average Google rank for category c1 is higher than that of c2 (i.e. as expected 

there is a match and both student's relevance and average Google's rank are higher for 

c1 than for c2) – assign 1 to the counter, otherwise the counter remains 0; 
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2) Repeat step 1 above for all the pairs of categories for a user; 

3) Sum up the counters for all the pairs and divide by the number of pairs. 

In addition, we present another novel similarity measure, called the MinMax swap ratio, in order 

to calculate more precisely (than the average concordance) the agreement level between Google's 

ranks and the users' category relevance judgements. This is a pairwise measure, returning a number 

between 0 and 1, which computes the degree to which a category of higher relevance, c1, agrees 

with a category, c2, of lower relevance. The algorithm basically computes the proportion of swaps 

required for a pair of categories to make the more relevant category contain higher ranked Google 

results than the less relevant category, defined more precisely as follows: 

1) For each pair of user constructed categories c1 and c2 such that relevance(c1) > 

relevance(c2) according to the user’s judgment: 

a. Find the result with the top Google rank for c2 (max2) and the result with the 

lowest Google rank for c1 (min1); 

b. If max2>min1 then swap these results (the result of max2 moves to category c1 

and the result of min1 moves to category c2); 

c. Add 1 to the count of swaps; 

d. Repeat steps a-c for c1 and c2 after the initial swap until the condition in step b is 

false;  

e. Normalise the resulting count of swaps by dividing it by the size of the smaller 

category out of the two categories in the examined pair.  

 

2) Repeat step 1 for all the pairs of categories for the user; 

3) Calculate the average swap ratio for all the pairs of categories and then subtract it from 1 

to get a similarity score instead of the distance. 

We also qualitatively analysed and summarised the students' replies to the open questions regarding 

their method of work during the experiments. 

 

Results 

Quantitative analysis 
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Table 1: Descriptive analysis for the four experiments. 

 
User interest in the topic 

(on a Likert scale 1-5) – 

average and standard 

deviation 

User knowledge of the topic 

(on a Likert scale 1-5)  – average 

and standard deviation 

AtkinsA 3.63(1.28) 3.88(1.08) 

AtkinsB 3.54(1.10) 3.71(0.95) 

CloudA 3.41(0.96) 3.68(1.04) 

CloudB 2.58(1.02) 3.17(1.17) 

Average 3.29(1.09) 3.61(1.06) 

As can be seen in Table 1, the users had considerable interest and knowledge of both topics, 

although less interest and knowledge for Cloud Computing, which was more pronounced in group 

CloudB. Overall, there is a very high (r=0.989) statistically significant (p<0.01) Pearson correlation 

between user interest in the topic and their knowledge of the topic for all the queries and groups.  

Table 2: Descriptive analysis for the number of categories in the four experiments. 
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4.42 
(1.12) 

CloudA 32% 2 3 2 9 6 6 4.45 
(1.50) 
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3.86 
(0.99) 

CloudB 29% 3 2 2 10 5 6 4.46 
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3.88 
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4.0 
(1.24) 

Average 30% 2.75 2.25 2.00 9.25 6.25 6.50 4.80   
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4.17 
(1.21) 
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Figure 1: The average number of categories for different experiments and rounds. 

As can be seen in Table 2, the majority of the students in both groups created 4-5 categories in each 

experiment and round. Moreover, as shown in Figure 1 the number of categories is the highest in 

round 1, decreases for the 2P

nd
P round and stabilises in the 3P

rd
P round. This result is consistent with the 

Markov chain model defined in (Zhitomirsky-Geffet, Bar-Ilan, & Levene, 2016a), for determining 

how users change their minds from round to round until their assessments become stable and 

converge. Over 80% of the changes between the rounds were the result of adding or removing a 

single category. There were consistently more categories created for the Atkins diet query by both 

groups than for the Cloud Computing query, which might be attributed to a wider knowledge and 

understanding of the former query. Group A chose less categories than Group B for both queries. 
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Figure 2a: The average size of the categories for all the experiments. 

As can be seen in Figure 2a the category size decreases approximately linearly as the number of 

category increases (the category becomes less relevant). The R-squared measure for the linear 

regression is 0.979 and significant at p<0.0001.  
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Figure 2b: The size of the categories for different experiments and rounds averaged over all 

the students (1 – the most relevant category, 10 - the least relevant category; (r1 – round1, r2 

– round 2, r3 – round 3). 

For the Cloud Computing query, the size of the top (most relevant according to student's judgments) 

category was always larger than of the other categories as can be seen in Figure 2b. It can be 

observed from the embedded figures that, for the Cloud Computing query, the gap between the top, 

most relevant category, and the rest of the categories is much larger than for the Atkins diet query. 

However, for the Atkins diet query, the distribution of category sizes is, on average, more evenly 

spread, i.e. the average gap between the sizes of adjacent pairs of categories is 0.42 for Atkins diet 

query, and it is 0.67 on average for Cloud Computing query.  Also, for Atkins diet, in some cases 

the top category is not even the largest category. In general, the sizes of the categories and the 

number of the categories were quite stable over time. 
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Figure 3: The average level of overlap (in %) between the content of the categories in different 

rounds (compared for round1 vs. round2 and round 2 vs. round 3) for different experiments. 

As can be seen in Figures 3, 4 and 5, the highest overlap in categories' contents, numbers and sizes 

is usually between rounds 2 and 3, supporting our claim that the assessment tends to stabilise over 

time.  

 

Figure 4: The overlap in category sizes (in %) in different rounds (compared for round1 vs 

round2 and round 2 vs round 3) for different experiments. 
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Figure 5: The percentage of students who chose the same number of categories in each pair 

of rounds (in %) (compared for round1 vs round2 and round 2 vs round 3) for different 

experiments. 

Comparison between subjects' category-based and Google rank-based relevance scores 

Here we assess how closely subjects' category-based relevance judgements match the relevance 

scores implied by Google’s ranking using our novel similarity measures – the average concordance 

and the MinMax swap ratio. 
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Figure 6: The similarity between Google's ranks and users' relevance judgments as measured 

by the average concordance for various experiments and rounds. 

 

Figure 7: The similarity between Google's ranks and users' relevance judgments as measured 

by the MinMax swap ratio for various experiments and rounds. 

From Figures 6 and 7, it can be observed that the highest agreement according to both measures 

between the users' category-based relevance and Google's ranking-based relevance, were for the 

third round of the experiment, virtually for all queries and results sets. This might be explained by 

the fact that during the first and second rounds the users are learning the topic and the results and 

more interested in the basic information about it, while in the third round they have already acquired 

the understanding of the topic as reported in previous work (Serola and Vakkari, 2005), and thus 

can better assess the quality and relative relevance of the results. We also note that the average 

concordance leads to a higher similarity than the MinMax swap ratio in all cases, which is due to 

the fact that the MinMax swap ratio is a finer grained measure. 
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Figure 8: The average number of Google top-10 (1st page) and 10th page (101-110) results in 

each category for the Cloud Computing query. 

 

Figure 9: The average number of Google top-10 (1st page) and 2nd page (11-20) results for the 

Atkins diet query. 
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categories than Google’s 11-20 ranked results for the former query. This expectation proved to be 

correct according to our findings, as shown in Figures 8 and 9 for the first (top-ranked) category. 

For the Cloud Computing query, the top two categories contained more Google top-10 results than 

Google 101-110 results, and the next (less relevant) categories contained more Google 101-110 

results than Google top-10 results. In contrast, for the Atkins diet query there is no clear pattern, as 

there were less Google top-10 results in the top category and more Google top-10 results in some 

less relevant categories (category 4 and 6). A reasonable explanation is that, as one would expect, 

Google’s 11-20 results are more relevant than its 101-110 results.  

Qualitative analysis 

In this section we present the main findings from the qualitative analysis of the subjects' replies to 

the open questions on their working strategy for dividing the results into categories and judging the 

relevance of these groups to the query. This analysis complements the quantitative analysis of the 

results and sheds light on the users’ way of thinking when classifying the results into relevance 

categories. This type of analysis is important, since it uncovers the intrinsic reasons and cognitive 

processes for categorical relevance judgments, while quantitative analysis shows the results of this 

type of thinking and processing. 

The main findings for the Atkins diet query 

The students mentioned the following criteria for assessing the relevance of the results: 1) The level 

of focus on the topic; 2) the level of coverage (the broader the better); and 3) the level of objectivity, 

trust and professionalism of the source/author. The results were divided into categories according 

to their content and source type. For content-based classification according to the level of focus 

and coverage criteria, the categories’ relevance decreases from specific to more general: 1) Sites 

directly concentrating on and explaining the main aspects of Atkins diet only, what to eat / how to 

do this diet in practice; 2) Sites concentrating only on some specified aspects of the Atkins diet, 

indirectly leading to more pages on Atkins; 3) Pros and cons the Atkins diet, people stories, anti-

Atkins opinions, brief mention of Atkins; and 4) Diets in general and alternative diets; 

For the source type-based classification strategy, the results were divided into categories according 

to their objectivity/professional level and level of trust/authority. The category of professional 

unbiased sites, e.g. medical sites, presenting the advantages and disadvantages of this diet with a 

lot of references to scientific literature were ranked as the most relevant.  This was followed by the 

category of personal and social sites, such as blogs, forums with people experiences and opinions.; 
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Finally, the categories of biased ideological sites with agenda, e.g. sites of vegetarian organizations 

and commercial sites representing products having their commercial interests, were evaluated as 

the least trustworthy and thus least relevant. 

Interestingly, students expressed a negative attitude to Wikipedia results. Wikipedia was 

considered as insufficient in terms of authority, coverage and professionalism. Also, the result 

presenting a video on the topic was not, generally, appreciated by the students and was considered 

a non-direct source. 

The main findings for Cloud Computing query 

The criteria for assessing the relevance of the results for this query were as follows. Simplicity of 

the explanation, briefness, examples in the explanation of the concept, coverage and 

comprehensiveness of the explanation, easiness of access and visualisation of the website, 

quality/trust/objectivity of the source. The results were divided into categories according to their 

content and source type, as well as by audience to which they are addressed and their being up-to-

date. According to the content type the following categories were composed in decreasing order of 

relevance: 1) Sites with brief and clear definition and explanation of the concept; 2) 

Complementary/enriching information beyond the basic definition; and 3) Sites with information 

mostly non-relevant to the topic. According to their source type and their objectivity/professional 

level and level of trust/authority the following categories were created in decreasing order of 

relevance: 1) Wiki and dictionaries, objective sources; 2) Academic sites; 3) News sites, blogs, 

critical opinions; and 4) Commercial sites of companies and services - biased to their own interests. 

From the audience-oriented perspective, the sites comprehensible for laymen/non-

professionals/beginners were ranked higher than those addressed to professionals in students’ 

opinion, thus complying with the simplicity and briefness criteria. The sites with most recent and 

directly related to the topic information were ranked higher than those with less recent or outdated 

information.  

The attitude to Wikipedia results was quite positive for this query. A few subjects used Wikipedia 

as the baseline for comparison - if the site provides information related to the topic, which is not 

present in Wikipedia, then it is judged as relevant, otherwise if does not supply any new information 

compared to Wikipedia - it is considered less relevant. Many students mentioned that the topic was 

perceived as complicated and new to them, most of them preferred Wikis and dictionaries as the 
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most relevant category of results; several subjects mentioned that all the results were quite closely 

relevant to the query topic. 

Comparative analysis of the findings for the two queries 

As can be observed from the findings above, for both queries users divided the results into 

categories according to their trust and perceived objectivity of the source, and by the specific/direct 

relatedness of the content to the query. As opposed to the Cloud Computing topic, which was a 

new topic for most of the users and relatively difficult to learn (according to their feedback), the 

Atkins diet topic was easier for them to comprehend; even if they were unfamiliar with this specific 

diet they were quite familiar with the concept of diet in general. In addition, Atkins diet is a 

controversial topic in its nature, while Cloud Computing is not.  

These differences had some influence on the subjects' relevance judgement criteria.  For Cloud 

Computing one of the repeating narratives was choosing the clearest and simplest 

description/definition of the concept as the most relevant, and consequently putting 

dictionaries/encyclopaedia/wiki sites into the top category, while for Atkins diet, Wikipedia was 

ranked lower, and the medical/professional sites with the most broad and comprehensive 

information representing both positive and negative evidence on the topic were chosen as the most 

relevant.  In other words, simplicity of definition for a layman and short summarisation as criteria 

for relevance for Cloud Computing versus comprehensiveness and professionalism of the 

information for Atkins diet. In addition, for Atkins private users' information sources telling their 

experience/s stories when doing the diet, were ranked quite highly by the subjects (as a second-top 

category), while this kind of information source was not relevant in judging the relevance of Cloud 

Computing search results. For Cloud Computing the examples of usage of this technology were 

highly appreciated by our subjects. For Cloud Computing only, the issues of the source being up-

to-date, the sites' visual/GUI attractiveness, and simplicity of explanation, including examples, 

were considered as important criteria for relevance assessment.   

For both queries, users divided the results into groups and then assigned each group a relevance 

rank. Users wanted first to see the category with results explaining the topic objectively, then they 

wanted to get more general/complimentary/subjective the opinion information, and there was 

virtually a complete consensus regarding low ranking of commercial sites and sites with a clear or 

hidden agenda/bias. For both queries, 3-4 categories were frequently argued to be the most optimal 

number of categories. For both queries, about 33% reported not changing the method of category 

choice strategy and relevance judgment in different rounds. The reason for changing the strategy 



23 
 

in further rounds was due to learning and gaining more knowledge about the topic from the previous 

rounds.  

In summary, for both queries, the subjects demonstrated a natural ability to divide the results 

according to their content specification,  with direct focus on the topic of the query only, coverage 

and comprehensiveness, or according to its source type and trustworthiness. Finally, few students 

tended to combine several criteria in their relevance judgments of the results. 

Discussion and Conclusion 

In this study we systematically explored the hypothesis of categorical judgment of search results. 

Our findings show that users typically form 3-5 categories as the optimal number of categories 

when grouping 20 search engine results. At the beginning of the process they tend to choose more 

categories, and thereafter the numbers decrease and stabilise during the 2nd and 3rd rounds. The 

figures for the Atkins diet query results were always higher than for the Cloud Computing results, 

which might be explained by the controversy surrounding the Atkins diet. In addition, since users' 

background knowledge and understanding of the search results for the Atkins diet query were 

better, their categorisation of the results was more fine-grained and more evenly distributed 

between the categories than for the Cloud Computing query, where most of the results were classed 

into the top categories. 

 

Moreover, users tend to put more results into the top relevant categories (the average category size 

for the top category is 5.9) and leave only few results for the less relevant categories (the average 

category size for the 6th ranked category is only 2.8). For the Cloud Computing query, the top 

category was larger than for the Atkins diet query in all of the experiments.  This might be explained 

by the fact that, especially for the Cloud Computing query, most of the search results were quite 

relevant to the query, as was explicitly shown in the users' answers to the open questions, even 

though half of the results were ranked above 100 by Google.  From the analysis of changes over 

time it seems that for all the parameters the least change was obtained between rounds 2 and 3 thus 

implying that the assessment process tends to stabilise over time, in agreement with the Markov 

chain model for how users’ change their minds when assessing search engine results (Zhitomirsky-

Geffet, Bar-Ilan, & Levene, 2016a). The changes in users' behaviour over time can be attributed to 

the learning process they experience during the first rounds (Vakkari, 2016).  

From the qualitative analysis of the user comments on the open questions, the grouping of results 

into categories seemed to be very natural and clear for the users, as well as the assignment of a 
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relevance to each category. We found that the main criteria were direct focus, clear definition and 

coverage of the specified subject matter of the query, the source being objective and unbiased, and 

presenting a variety of opinions on the subject of the query, which supports previous findings in 

(An et al., 2013). Commercial sites were typically considered as unreliable and were categorised 

as the least relevant. Interestingly, the users' attitude to Wikipedia was different for the two queries.  

It was ranked higher for the Cloud Computing query, which was perceived as less familiar and 

more complicated by the users, than for the Atkins diet query. This finding might imply that when 

users have enough knowledge and understanding of the query topic they prefer more academic and 

professional information sources, however, when their prior knowledge is limited they prefer 

Wikipedia and other online encyclopaedic sources. 

The significance of this study is that its results provide a proof-of-concept for validity of the 

categorical thinking hypothesis in search result evaluation. Both quantitative and qualitative 

analysis support the hypothesis and suggest that users’ intrinsically divide the results into categories 

of similarly relevant results. Furthermore, our work on applying categorical thinking to the 

grouping of search results into relevance categories according to their content and type of 

information source, may advise search engines on a sensible categorisation strategy of the top 

results presented to the user. The outcomes of this research imply that for the top-20 results, 4-5 

categories of decreasing size, may help users sift through the information, since each category is 

“coarse” in the sense that all results in the same category are considered to be of the same relevance 

to the query. Whether commercial or encyclopaedic knowledge is preferred will, of course, depend 

on the information goal of the user.  

This research also has some limitations. First, this is a user study based on manual evaluation of 

search results. Second, the study was based on only two queries, due to the fact that asking each 

user to evaluate more than 40 results for three times (120 results overall) would have been 

impractical in our case. However, the study provides helpful insights into users’ categorical 

relevance evaluation process, but in order to generalise the conclusions more empirical evidence is 

required. For instance, as discussed above the sizes of the categories and criteria for their creation 

may depend on the topic of the query. 
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