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Summary

Predicting and improving Radio propagation conditions has been a major topic of
research since wireless communications started to emerge. The aim is to increase signal coverage
and reliability, meet the increased traffic demands and provide high quality signal to the higher
levels of the OSI model. Moreover, the coexistence of various wireless networks in a wireless
communication environment, operating on various frequency bands increases the need for a
frequency selective solution for improving radio propagation conditions of the various networks.
For this reason, this work proposes a novel way to improve and controllably manipulate radio
propagation by transforming the building interfaces into frequency selective. Naturally, buildings
can present some natural frequency selectivity. The web and void design of the individual blocks
and their arrangement within a building wall/interface, creates a periodic structure, which exhibits
frequency dependent transmission and reflection characteristics. This behaviour as well as the
scattering behaviour of conventional periodic building structures have been studied through the
RCWA method. However, since the internal structure and the parameters of the building
interfaces are usually unknown, it is not currently very practical to utilise this natural frequency
selectivity. This may change if an easy way is found to “x-ray” the wall. Therefore, the novel way
proposed, is to artificially transform the building interfaces into frequency selective ones, tuneable

at a desired frequency through the deployment of Frequency Selective Surfaces (FSS).

FSS are planar periodic structures consisting of identical thin conducting elements,
usually printed on dielectric substrates. They behave as spatial electromagnetic filters selectively
reflecting or attenuating a desired frequency band. Investigation was focused on studying through
CFDTD simulations and anechoic chamber measurements the behaviour of FSS when these are
attached on conventional building materials. It was found that beyond a certain distance (one tenth

of the wavelength) away from the wall, the frequency response of the FSS remains unchanged.

The potential benefits in signal coverage, interference reduction and capacity increase
through a MIMO system have been studied through a custom written Hybrid Ray Tracing model,
which incorporates the behaviour of frequency selective surfaces. It is to the author best

knowledge that such a hybrid Ray Tracing model has never been proposed in open literature.

Key words: Radio Wave Propagation, Frequency Selective Surfaces, Passive Repeaters, Ray

Tracing, Periodic Structures.
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1 Introduction

1.1 General

In recent years the wireless communication market has experienced an explosive growth. The
first analogue wireless communication system, which utilised FM modulation, appeared in the
1980s leading to the first digital cellular (2G) system in the early 1990s. The introduction of this
system significantly improved the spectral efficiency through the use of the cellular concept
which is based on the frequency reuse idea. Nowadays, third generation (3G) mobile
communication systems are starting to evolve offering a range of voice, data and multimedia
services. In addition to that, research is being currently carried out for fourth generation (4G)
systems [1], which will provide an all-IP network that integrates the current services and provides

new broadcast, cellular, cordless, WLAN and short-range communication.

In the highly competitive communication industry such networks need to be designed and
implemented very quickly and at the lowest cost. Too much effort is put by researchers in order to
improve the radio propagation conditions in such a way as to increase radio coverage and
reliability, meet the increased traffic demands and provide a high-quality signal to the higher
layers of the OSI model. Several techniques have been proposed over the years for improving
radio propagation in indoor and outdoor communication. However, it is common practice that
such methods are first of all simulated before they are put in place. Thus, developing an accurate

propagation tool is extremely important in terms of system planning.

A large number of empirical and semi-empirical models have been proposed or deployed
over the years in order to predict radio coverage for indoor and outdoor communications.
However these models do not always provide accurate results in cases where the cell size is
relatively small and the channel behaviour is unpredictable due to the frequently changing
propagation clutter. This would mean that empirical or semi-empirical models, which apply only
for scenarios which are very similar to the ones that the original measurements have been
performed in [4], would fail to provide a sufficient prediction. In addition to that, and since
microcellular and indoor communication systems continue to evolve very rapidly there is a
growing demand for accurate propagation models. The deployment of high speed WLANS in

modern office buildings has enhanced the need for this kind of models, where detailed radio
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coverage is necessary to assure complete coverage without interference between adjacent
networks and effectively assure good Quality of Service (QoS) and efficient use of the available
spectrum. Such models are called deterministic or site-specific since they take into account all the
possible contributions arising from a vast number of propagated rays. This means that all the
geometrical and electrical properties of a particular propagation environment are taken into
consideration. Ray tracing is the dominant technique for developing deterministic (two-
dimensional or three dimensional) propagation models. This technique identifies the dominant ray
paths reaching the receiver location and determines their field strength using electromagnetic

theory.

It is possible that in modern office buildings two or more collocated (not necessarily in the
same building) WLANs operate at the same time and on the same frequency channel. In such
cases, what needs to be assured is that the interference between these networks is minimised. A
way to achieve this is to deploy Frequency Selective Surfaces (FSS) on different interfaces. These
surfaces can act as spatially deployed RF filters, providing isolation between different areas while
at the same time can channel the signal to other areas. This leads to the novel idea of frequency
selective buildings and the investigation of radio propagation in such frequency selective

environments.

Prior to any FSS investigation it would be wise to study the “natural frequency building
behaviour”, Building interfaces can be non-homogeneous leading to the generation of non-
specular components after an interaction of the propagating wave with the respective interface. In
fact, in many cases, building interfaces exhibit a periodic behaviour (i.e. reinforced concrete and
masonry block walls with air-pockets ) which gives rise to the propagation of higher order modes
(harmonics) under various non-specular directions and also present some frequency selectivity (or

frequency tuning).

Various factors need to be considered when designing a Frequency Selective environment by
using Frequency Selective Surfaces. These include polarisation issues, angular sensitivity and
factors accounting the actual deployment of FSS on the building walls. It has been shown that
when a periodic surface such an FSS is deployed directly on any dielectric medium, there is a
shift of its resonance frequency which seems to depend on the dielectric properties of the medium
that the surface is deployed on [65]. A way to overcome this problem is to increase the airgap
between the FSS and the building material, so that the two (FSS and wall) behave as independent
facets, affecting the propagation of waves that interact with them in an independent way as two

separate processes.
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1.2 Aims and Objectives

The aim of this research was to propose novel techniques for improving radio propagation
in indoor and outdoor wireless environments in such a way as to increase radio coverage and
reduce interference from systems operating in the close vicinity of our system. The basic idea was
to transform the buildings’ interfaces into- frequency selective ones, which have special
characteristics in terms of reflection and refraction of the propagating waves at the frequency of
interest. This research investigates the use of Frequency Selective Surfaces in wireless
environments, their modelling behaviour and the effect of periodic structures in an outdoor and/or

indoor environment.

A sequential approach was used to carry out this investigation, where the following

intermediate objectives were identified, corresponding to the different stages of the investigation.

To study the radio wave propagation mechanisms in a wireless propagation channel and

to carry out a comprehensive literature survey on the existing radio propagation models.

e To review radio propagation modelling and develop a deterministic ray-tracing model,
looking into the fundamental limitations of existing algorithms and the main factors

influencing its accuracy.

e To characterise the building natural behaviour when interacting with electromagnetic
waves considering that the building walls exhibit an internal periodic behaviour by
utilising the Rigorous Coupled Wave Analysis (RCWA).

e To theoretically and experimentally study the various factors governing the operation of
Frequency Selective Surfaces and investigate the effect on their radio propagation
characteristics when they are deployed on conventional homogeneous and non-

homogeneous (periodic) building materials.

* Modify the developed Ray-Tracing model to incorporate the FSS behaviour and verify it
in a small scale controlled environment (i.e. anechoic chamber). Examine FSS
deployment in indoor and outdoor wireless environments in terms of signal coverage,

isolation, and wave guiding effects at the frequency of interest.




Chapter 1. Introduction

1.3 Structure of Thesis

This thesis consists of 8 chapters:

Chapter 2 gives an introductive review of the basic electromagnetic wave propagation
principles, covering the various radio wave propagation mechanisms such as path loss, reflection,
refraction, diffraction and scattering. It also gives a brief introduction into the basic radio

propagation modelling techniques.

Chapter 3 reviews the basic principles and algorithms of Ray Tracing, and the high
frequency methods used to reduce the complexity of the electromagnetic problem to be solved
(Geometrical Optics GO and its extensions: Geometrical theory of Diffraction GTD and Uniform
Theory of Diffraction UTD).

Chapter 4 presents the theory and development of the RCWA method to study the
“natural building frequency behaviour” when the building interfaces exhibit a periodic behaviour

which can give rise to higher propagation modes and resonances.

Chapter 5 deals with the basic principles governing the operation and analysis of FSS. It
also presents, through simulations and anechoic chamber measurements, the interaction of FSS
with typical building materials. This interaction plays an important role in the design of

frequency selective wireless environments through the use of Frequency Selective Surfaces.

Chapter 6 presents the implemented Ray-Tracing algorithm and compares its results with
results obtained using a commercial simulator and measurements carried out in an indoor office
environment (CCSR). It also verifies the applicability of the modified Ray Tracing model which
incorporates the FSS behaviour through measurements carried out in a small-scale indoor

environment constructed in an anechoic chamber.

Chapter 7 presents FSS Ray-Tracing simulations results for various indoor and outdoor
scenarios that show that frequency selective surfaces can be utilised as passive repeaters to
achieve various objectives regarding signal coverage and interference reduction. For these
simulation results various factors governing the FSS propagation characteristics such as the angle
of incidence, polarisation and the interaction of FSS with the building materials have been taken
into account. Also an initial flavour of the capacity increase from utilising FSS in an indoor

MIMO and SISO wireless environment is demonstrated.

Chapter 8 draws some conclusions on this particular research work and presents some

future steps.
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1.4 Achievements and contributions

Investigation of the effect of periodic structure of typical building walls on radio wave
propagation, through a custom written RCWA method for predicting plane wave
propagation through periodic building structures.

Extensive theoretical and experimental investigation of the effect of deploying FSS on
conventional homogeneous and periodic structures.

Proposal of the “safe” air-gap distance that FSS can be deployed away from building
materials so that their frequency response is not affected.

Development and verification of a modified Ray-Tracing model to account for the
deployment of FSS on building interfaces.

Suggestion of the potential advantages from deploying FSS in indoor and outdoor
wireless environments.

The results have been published in journals and one international conference.

Journals/Transactions

M. Raspopoulos, F. A. Chaudhry, S. Stavrou, “Radio Propagation in Frequency Selective
Buildings”, Euro. Trans. Telecoms, Vol. 17, pp. 407-413, March 2006. (Invited Paper)

M. Raspopoulos, S. Stavrou, “Frequency Selective Surfaces on Building Materials — Air
gap Ilmpact”, IET Electronic Letters, Vol. 43, Issue 13, pp. 700-702, June 2007.
M.Raspopoulos, S.Stavrou, “On the capacity of MIMO Systems in FSS environments”,
IET Electronic Letters, Accepted to be published.

M. Raspopoulos, S. Stavrou, “Frequency Selective Buildings through Frequency
Selective Surfaces”, Submitted to IEEE Trams. Antennas Propag, Accepted, to be
published.

Conferences

F. A. Chaudhry, M. Raspopoulos, S. Stavrou, “Effect of Frequency Selective Surfaces on
radio wave propagation in indoor environments”, 17" European Wireless Conf. 2005,

Nicosia, Cyprus, Vol. 2, pp. 732-736, April 2005. (Best Paper Award)

Book Contribution

M. Raspopoulos, a co-author in e-book, “Influence of the propagation channel on satellite
communications — channel dynamic effects on mobile, fixed and optical multimedia
applications”, written as final deliverable for joint activity group on satellite propagation

during EU IST FP6 SatNex project: Satellite Communications Network of Excellence.
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1.5 Other Contributions

Contributed in the following work and reports:

e “Optimizing radio tactical positions,” a project sponsored by Defence Science and
Technology Laboratory (DSTL), Ministry of Defence, UK, Mar. 2006.

e “WLAN deployment in complex aircraft environments”, a project sponsored by Rolls-
Royce plc.

® “Investigating radio interference between MSS and ATC”, a project sponsored by
INMARSAT Ltd.
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2 Radio Wave Propagation Basics

When considering antennas and radio wave propagation problems, some basic knowledge of
the properties of electromagnetic waves, which travel either in free space or in any other uniform
media, is required in order to establish the key parameters and relationships. Four types of
propagation mechanisms exist that can describe the interaction of the electromagnetic waves with
features of the environment. These are reflection, refraction (or transmission), scattering and
diffraction and they all affect the amplitude, direction and phase of the propagating waves. This
chapter gives a brief introduction into these principles, starting from the most fundamental

electromagnetic wave laws also known as Maxwell’s Equations.

2.1 Maxwell’s Equations

In 1865, Maxwell combined the theoretical concepts described by a set of basic laws during
the 19" century by many scientists; Faraday, Ampere, Gauss and others, into a consistent set of
vector equations. These four fundamental equations specify the relationships between the
variations of the vector electric field E (Volts/metre) and the vector magnetic field H
(Amperes/metre) at any point in space at any time. These equations can be expressed in either

differential or integral form as follows [2][3],

Differential Form Integral Form

oB dB
e i 2.1 vl ] 2.1b
UXE = @.12) jchdl LatdA @.1b)

aD aD

UXH=—+] (2.2a) f H-dl:f —-dA+f]-dA (2.2)
B (2.34) 3§ D-dA=q=—j p-dV  (2.3b)

5 v
V:B=0 (2.4a) 35 B-dA=0 (2.4b)
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where Eis the electric field (V/m), H the magnetic field (A/m), B the magnetic flux density
(weber/metre or tesla), J the current density (A/m?), p the electric charge density (coulomb/m®), D
the electric displacement field (coulomb/m?), dA the differential vector element of surface area A
with very small magnitude and direction normal to surface S, dV the differential element volume
V enclosed by S and dl is the differential vector element of path length tangential to contour C
enclosed by surface S. Also V - is the divergence operator and V X is the curl operator. The above

equations can be read as follows [4]:

Eq.(2.1)  Anelectric field is produced by a time-varying magnetic field
Eq.(2.2) A magnetic field is produced by a time-varying electric field or by a current
Eq. (2.3) Electric field lines either start or end on charges, or are continuous.

Eq.(2.4) Magnetic field lines are continuous

2.1.1 Plane wave solution and its properties

Several solutions of the aforementioned Maxwell’s Equations exist which can represent a
field that can be actually produced in practice. These can all be represented as a sum of constant
frequency waves also known as plare waves. The general behaviour of a wave as a function of
time can be expressed as a superposition of waves at different frequencies through Fourier
transform. Therefore, a convenient and sufficient solution is to examine the characteristics of a
wave at a single frequency; also known as time-harmonic or monochromatic wave [3]. In a
rectangular coordinate system, it can be shown that the plane wave solution satisfies [2]:

(V2 —y)Ezyz =0
(2.5)
EL, . is the scalar component of the electric field in any direction (x, y or z) and v is the
propagation constant which satisfies the following equation,

Y =+Jjou(o + jwe) = a + jp 26)
where a and B are the attenuation constant (Np/m) and phase constant (rad/m) respectively. The
terms p, ¢ and & are the propagating medium constitutive parameters at the frequency of operation
(see next section). The choice of the conjugate solution of y depends on the phase variation along
the direction of propagation; + for increasing phase and — for decreasing phase. For the rest of this

thesis propagation constant will be assumed to be y = a + jB.

The plane wave solution can be found by using a separation of variables method [2]. This
solution represents a uniform plane wave, propagating along the z-axis; also known as poynting
vector, as shown in Figure 2-1, A uniform plane wave is the one that the field is not a function of

the coordinates that form the equiphase and equiamplitude plane [2]. For such a plane wave the E-
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field and H-field are perpendicular to each other and are both perpendicular to the poynting vector
which describes the magnitude and direction of the power flow carried by the wave. Both fields
are in phase at any point in space or time. The term plane wave arises from the fact that the

wavefront (a surface of constant phase) forms a plane parallel to the xy plane.

A
X

Eo

Figure 2-1: Plane wave

The electric field can be expressed using a complex expression,
E, = E,e7V?% = E,e~%e~JP28
e ? 2.7)
where E, the electric field amplitude and £ is a unit vector that describes the alignment of the
electric field, relative to the direction of propagation, known as polarisation of the wave. For this
particular example the wave is linearly polarised since the electric field vector has a single

direction parallel to the x-axis. Similarly the magnetic field can be expressed as:

H, = H,e7*§ = H,e~%¢~1F39

(2.8)
The wave impedance for the propagating medium can be found as,
|E l Eo M
Z=—Z=—= [— 2.9

It is of special interest to calculate the wave impedance in free space since it will be used in the

calculation of the electric field in free space.

Ho

36
7= [Fn j4n X 10~7 X —— = 1207 ~ 3770 (2.10)

£ 10=2
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2.2 Lossy media and constitutive parameters

When a wave interacts with a lossy medium, its energy diminishes with distance travelled
through the medium. This necessitates the morphological specification of the medium properties
by means of a set of unambiguous parameters. These parameters are called electrical or
constitutive parameters. These parameters are: the electrical permittivity £ (F/m), the permeability
p (H/m) and the conductivity o (S/m). A very close, if not exact, knowledge of these parameters is
essential to accurately model a radio propagation environment. Permittivity and permeability are
normally expressed relative to the free space values as,

£ =&,

(2.11)

K= Urlo
(2.12)

where &, is the relative permittivity, u, is the relative permeability with &, = 8.854 X 107'2F /m
and p, =47 X 10~7 H/m to be their respective free space values. It becomes essential when
dealing with radio propagation modelling to define the complex value of the relative permittivity.
This is calculated as,
Ecomplex = & (1 — jtand)
(2.13)
where tané is the loss tangent defined as:
o
tand = m @.14)
The constitutive parameters can also be used to classify the material as good conductor or as good
dielectric (insulator). When (o/we)? > 1 the material is classified as good insulator whereas
when (0/we)? K 1 the material is classified as good dielectric. w = 2mf is the angular

frequency.

2.3 Polarisation

Polarisation is defined as the alignment of the electric field, relative to the direction of
propagation. Referring back to Figure 2-1 the electric field is parallel to the x-axis which means
that the wave is x-polarised or vertically polarised. In the same way if the electric field was
parallel to the y-axis, then the wave would be y-polarised or horizontally polarised. In these two
cases the electric field has a single direction along the direction of propagation and the waves are
described as linearly polarised. If two plane waves of equal magnitude are combined with 90°
phase difference the resulting wave will be circularly polarised. If the two components are of

unequal amplitudes then the result is an elliptically polarised wave. Typical examples of waves

10
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propagating along the z-axis are shown in Figure 2-2. All these states can be represented by a
compound electric field EE composed of x- and y-linearly polarised plane waves with amplitudes
EyE and E,E as [4]:

(2.15)
y: y
............. _._’. T Linear
x-polarised 'y-polarised
SN o
- - % Circular
* Right hand * Left hand
Y N %
S « Eliptical
Right hand 'Left hand

Figure 2-2: Polarisation states for waves propagating along the z-axis

2.4 Radio Propagation Mechanisms

Whenever a propagating wave impinges on an obstruction (or boundary) with different
material parameters than the propagating medium, its amplitude, phase, direction and polarisation
will change. The understanding of these mechanisms is of major importance in the

implementation of a deterministic radio propagation prediction model.

At any obstruction, the electric and magnetic field quantities must satisfy certain boundary
conditions [3]. That is, the tangential components of the electric and magnetic field must be

continuous across the boundary. Mathematically, this can be expressed as,

AxE =AxE, B

AixH =AxH, —

11
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where A is the unit vector normal to the interface and (Ei,ﬁl) and (E'z,ﬁz) are the fields in
mediums with €, and &, respectively. These boundary conditions define the effects of reflection

and refraction (most commonly known as transmission).

2.4.1 Reflection and Transmission

Whenever a propagating wave impinges on an obstruction with different material
parameters than the propagation medium, having also greater dimensions than the wavelength,
reflection and transmission (through the material) will occur. For these propagation mechanisms,

the basic rule that the wave follows is called Snell’s Law of reflection and refraction.

&9
/ \'&\
Medium 1 Medium 2
ELML,0) E242,02

Figure 2-3: Reflection and Transmission form a plane interface

With reference to Figure 2-3, the Snell’s Law of reflection states that the angle of the reflected
field is equal to the angle of the incident field to the interface. That is:

(2.18)

The Snell’s Law of refraction states that the refracted angle is a function of the incidence angle
and the materials of the two media:

sin(6) m _
sin(8;) n, 2 (2.19)

Where n, and n, are the refractive indices for the two propagating media. The refractive index is
defined as:

12
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e (2.20)

Snell’s laws mentioned above describe only the kinematic properties of the reflected and
transmitted waves. In order to account for their dynamic properties, such as their amplitude, phase
and polarisation the Fresnel Reflection and Transmission Coefficients need to be considered (R
and T respectively). Using these coefficients the following equations apply,

E. = RE; and E; =TE;
(2.21)
where E; is the incident electric field, E, is the reflected electric field and E, is the transmitted
electric field. There exist three mechanisms for calculating the reflection and transmission

coefficients; the Boundary model [4], the Layer model [5] [6] and the Multi-layer model [8].

2.4.1.1 The Boundary Model

This model assumes that the two media are semi-infinite; medium 1 and medium 2
infinitely extent in the —x and +x direction respectively as shown in Figure 2-4. In order to
calculate the reflected and the transmitted field, the Fresnel Coefficients of reflection and
refraction can be used. These coefficients depend on the constitutive parameters of the materials,
the angle of incidence and the polarisation of the incident wave. There are two possible
polarisations of the incident plane wave that must be considered separately. One polarisation has
the electric field vector perpendicular to the plane of incidence (perpendicular polarisation),
sometimes called horizontal or transverse electric (TE) polarisation. The other has the electric
field vector parallel to the plane of incidence (parallel polarisation), sometimes called vertical or
transverse magnetic (TM) polarisation. The Fresnel reflection and transmission coefficients are

different for cases when the incident plane wave is parallel or perpendicularly polarised.

(a) Perpendicular polarisation

13
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Ept, 0 K E 2,02

(b) Parallel polarisation

Figure 2-4: Boundary Model for both polarisations for an incident plane wave

For lossless media satisfying (o/we)? < 1, the Fresnel reflection coefficients can be

found by [2]:
cos(8;) — cos(6;)
I o s -
J;z—cos(ei)+ \/; cos(6;)
2J7c05(9) (2.23)
J_cos(9)+\/-cos(9t)
\F; cos(8;) + \/7 cos(6;) (2.24)
J_ cos(B) + J_ cos(0,)
ZJ’_COS(B) (2‘25)
J— cos(0;) + \/7 cos(6;)

14
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Since most dielectric materials have u; = pu, = pu, (excluding ferromagnetic ones) and

using equations 2.19 and 2.20, the Fresnel equations 2.22-2.25 can be written as a function of 6;:

cos(6;) — J‘Z:j /1 —%Sinz(gi) (2.26)

R, =
. & ’ — & izt
cos(B,)+\/:1 1 Ezsm ;)
2 0;
T cos(6;)

= 2.29
cos(6;) + Jiz ’1 —-E—lsinz(ei) westih
1 2

. —cos(8;) + \[g— /1 - i—;sinz (6:) (2.28)
In=
cos(6;) + E /1 - E—;sinz((h)

& :
. ZJ;COS(G,) (2.29)
=
cos(6;) + \[E ’1 —flsinz(ﬂi)
&2 &2
1 - . ¢ B R

—— Rpar : . : ,’ :

— = ~Rperp| & : : : 2

: -+ Tpar ; : : - i 2 :

= 0.8
2 :
£ :
3 E
(&) :
S 0.6 :
2 ?
E %
g :
§ 0.4
2 :
@ :
S :
«02 :
o i i i i i i Il \ 1
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Incident angle 60i (degrees)

Figure 2-5: Fresnel Reflection and Transmission coefficients for a plane wave incident on a half space

dielectric medium with relative permittivity £,=3

Figure 2-5 shows the magnitude of the Fresnel coefficients for a wave propagating in free space

and impinging onto a dielectric half-space with relative permittivity (¢=3) for both polarisations.
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0 . . .
It can be observed that total reflection occurs at @ = 90 for both polarisations. This situation is
known as grazing incidence and is the case where the incident wave is tangential to the interface.
Zero reflection occurs for parallel polarisation at one incident angle, which is known as

‘Brewster’s angle’ and can be calculated from:

0y = tan-t| |2 (2.30)
&1
As already mentioned all the above formulation (2.22-2.29) apply for lossless media. However,
the same formulation can be used for lossy media, where (o/we)? > 1 ,if gis replaced by its

complex value £comprex of equation (2.13).

2.4.1.2 Layer model (single slab model)

The layer model provides more realistic results than the boundary one because it can take
into consideration the thickness of the plane and is very well suited for deterministic radio

propagation modelling. The single layer model (air-medium-air) is going to be presented here for

simplicity.
Y A
Rfs 1T Transmitted
: Power
Rf, 5Az
Reflected ry
Power K Rf
ér
6; 5%
X
Incident
Power

2.6a

2.6Db

Figure 2-6: (a) Single layer model (b) Difference in ray paths lengths for various rays emerging from

the layer

As it can be observed from Figure 2-6, multiple interactions exist between the incident
ray and the two interfaces of the obstruction. In order to develop a solution for reflection and

transmission coefficients the following definitions are made [6]: R, and R; are the interior and

16
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exterior to the layer reflection coefficients (based on the boundary model in section 2.4.1.1).
Similarly T, and T, are the exterior and interior transmission coefficients. Also Py is the phase
delay of the field in a single crossing of the layer and P, is the phase difference between adjacent
rays leaving the layer. These two can be calculated as:
Pyineipmr
(2.31)

Pa = g~ ¥2m sin(0;)sin(8;)
(2.32)

Where ¥’ and y are the propagation constants (Eq. 2.6) in the dielectric medium and in free space
respectively while, m is the distance covered by each ray for a single crossing inside the layer.
Assuming an infinite dielectric slab (projects to infinity along the +y and —y axis as shown in
Figure 2-6) the total transmission coefficient considering the internal reflections inside the slab

can be written as:

T = TT1 + Trz + TT3 + "'+Trn
T = TyTyP, + TyTyP3P; R} + TyToPSPIRE + - + Ty T, P2~V +1pn-ipan

T, S (PP RE)

T
FaR3

(2.33)
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Figure 2-7: Magnitude and Phase of the Transmission coefficient as a function of the internal to the

slab number of reflections for both polarisations (8;=30)
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Solving equation (2.33) for both perpendicular and parallel polarisations (using egs. 2.26 - 2.29),
it is observed that the complex transmission coefficients converge to a fixed value for large
number of internal reflections n. This is illustrated in Figure 2-7. This happens because
contributions from high order reflections inside the slab diminish and do not affect the overall
sum. By recognising the geometrical series in (eq. 2.33), for » going to infinity, and replacing
R' =R, =—Rland T = 1 — R, it can be proven that [5]:
(1 — R'?)e~i(6~Kod)
T=——F—rm. s (2.34)

Similarly the overall reflection coefficient can be proven to be,

1-—e/28
ey (2.35)

2 ; ; 5
where § = —:—d \/ Ecompiex — SiN?(0y), ko = 2m/2, 2 is the free space wavelength, and Ecomplex 1S

the complex relative permittivity given by (eq.2.13) and d is the thickness. R’ is either replaced
with Ry (eq 2.26) or Rj; (eq 2.28) to account for perpendicular or parallel polarisations

respectively.

2.4.1.3 Multilayer Model

It is sometimes the case that the transverse walls/interfaces consist of more than one layer
of dielectric mediums (e.g. double glazed windows). In these cases a multi-layer model needs to
be utilised. Such a model is briefly presented here but much more information and more detailed
formulations can be found in [7] and [8]. Figure 2-8 shows a multilayer dielectric structure of n-
layers, illustrating the forward and reverse propagating waves (c; and b; respectively). By

utilising the wave-chain-matrix theory [9] the solution to this problem takes the following form,

i1 T4 1 [ el Re~ividi Rior cn+1

b1] B DT‘T_"“ [Riemdi e Jvidi ] [ Rys1 ] [bn+1 (236)
where d; (m) is the thickness and y; is the propagation constant of the i layer (see eq. 2.6). The
Fresnel reflection and transmission coefficients of the i layer (R; and T;) are derived from the
layers’ wave impedances Z; as:

Zy—Zj_q

e e
T g

and T[ =1- Ri (237)
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Cp+2

dne; dx82 i GupEng  dytn

Figure 2-8: Boundary value solution for an n-layer dielectric wall

To account for the incident wave polarisation Z; is either defined for parallel or perpendicular

polarisation as,

gperp _ cosf
: & — Sin?0 (2.38)
par V& — sin?6
;P e (2.39)
&q;cos0

where @ is the angle of incidence and &,; is the complex relative permittivity (eq. 2.13) of the "

layer.

After carrying out the matrix multiplications in (eq. 2.36), it can be shown that,

P e[ el (.40

The total reflection and transmission coefficients are then given by

B b_l. == .‘42_1
b At (2.41)
o Cn+2 _ i _
1 Ajs (2.42)
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2.4.1.4 Ray Fixed Coordinate System

The formulation for reflection and transmission presented so far are valid for linear
polarisations. For circular or elliptical polarisation the incident plane wave can be represented as a
vector sum of two waves having orthogonal linear polarisations. Therefore the reflected wave will

also consist of two orthogonal waves with perpendicular and parallel polarisation and their fields
can be obtained as follows [4],

-0 2] o
EY 0 Ry a2

where E, and E,, are the reflected field components for parallel and perpendicular polarisation.
Likewise Ey and Ej, are the incident field components for parallel and perpendicular polarisation
respectively. Similarly the total transmitted field is given by,

-1 21

Figure 2-9: Three Dimensional Reflection and Transmission

The system presented here is the local ray-fixed coordinate system since it is inextricably linked

with the ray directions §;, §,, and fi which are all unit vectors as shown in Figure 2-9. This, can be
written as follows [9] [10],

20




Chapter 2. Radio Wave Propagation Basics

L SIX(AXS)

A= xGxa)] @ LA f)=axg (2.45)
é = I—g:—:—%:———:i:;l , eI(-5)=17xé| (2.46)
Ej=¢& E' , E{ =¢f F A5
E" = &) Efj +é] E] = &) R &{E' +¢] R.é\E' = RE! )

where R is the dyadic reflection coefficient given by:
R= e} &(R +eléiR, G

Similarly, it can be proven that,

T=eéfeim +ereéir, i

where R), R, ,Tjand T can be obtained using any of the aforementioned models (boundary,

single or multi-layer).

In the 3D Cartesian system the reflected and transmitted electric fields at point P can be calculated

as follows:

=

E}b(x,y,2) = REL(x,y,2)

(2.52)

_‘t _ =:;i
p(x,y,2) =TEp(x,y,2) (2.53)

Now it becomes obvious from equations 2.52 and 2.53 that the incident electric field needs to be

decomposed into x, y and z components.

2.4.1.5 Electric Field decomposition

In order to decompose the incident electric field into x, y and z components the antenna
radiation pattern need to be taken into account. The incident electric field can be then written as

(11,

= e~ Jir
E(x,y,Z) = EOP(B) \/4_'757'9 (2‘54)

where

E, =+[2Z,P,Gr

(2.55)
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Z, is the free space wave impedance, P, is the transmitted power, and Gy is the transmitter gain.
Also r is the distance travelled by the wave and P(8) is the antenna radiation pattern. For a

vertical dipole this is P(8) = sin(#). 8 is a unit vector which can be determined by [11],

7 sin(@) cos (@) sin(@)sin (@) cos(®@) |12
9‘ = [cos(e) cos (¢) cos(f)sin (@) - sin(B)‘ [57] (2.56)
@ —sin(p) cos (¢) 0 2

where 8 and ¢ are the elevation and azimuth angles respectively in the antenna radiation pattern

as shown in Figure 2-10 (the antenna is located in the centre of the coordinate system).

..............

Figure 2-10: Coordinate System for antenna calculations

2.4.2 Scattering
The reflection mechanism discussed so far, assumed that the surface is smooth (specular

reflection). In cases where the surface becomes rougher, the incident ray will be scattered from a
large number of positions on the surface, which means that too many rays will follow arbitrary
directions. This broadens the scattered energy as shown in Figure 2-11, which effectively means
that the energy in the specular direction is reduced. The degree of scattering depends on the
incidence angle and on the roughness of the surface, compared to the wavelength of transmission.
The surface can be considered smooth when the phase difference between different waves

reflected from the surfaces are less than 90°. This can be written as,

4tAhcos;
A = T‘ < 90° (2.57)

which leads to the Rayleigh criterion that states that a smooth surface is the one that Ah is

(2.58)

AR <
4 8cos0;

22




Chapter 2. Radio Wave Propagation Basics
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Figure 2-11: Rough surface scattering
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Figure 2-12: Rayleigh Criterion for surface roughness

Figure 2-12 illustrates an implementation of the Rayleigh criterion (eq. 2-58). It is
observed that any surface is susceptible to scattering for smaller angles of incidence and/or for
higher frequencies. A typical UK brick (CCSR external wall) wall has Ah = 1cm(obtained by
measuring the step that the brick makes with the dried mortar). As shown in the figure, up to 4
GHz, the surface can be considered smooth, but for higher frequencies and small angles of
incidence the surface becomes rough. This means that WLAN 802.11a and WiMAX systems
would suffer scattering from typical UK brick Walls.

To account for scattering, the specular reflection coefficient R needs to be multiplied by a
roughness factor f(o;), which is less than unity and depends exponentially on the standard

deviation of the surface height o5 and the angle of incidence 8;. This is given by
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i _1(40, cos 01)
2 i

flo) =e

However, this factor multiplication accounts only for the field reduction along the specular

(2.59)

direction and does not consider the scattered components. The rest of the energy that is not
reflected to the specular direction is carried by non-specular propagating modes which begin to
propagate at higher frequencies. It is often the case that significant amount of the propagating
energy is carried by a non-specular reflection. In such cases, conventional Ray Tracing techniques
{based on Geometric Optics) would fail to provide accurate predictions. Surface roughness cannot
be modelled using Ray-Tracing techniques since one of the basic GO assumptions is that surfaces
are large compared to the wavelength. For such cases, Ray Tracing can be enhanced by full-wave

electromagnetic techniques to account for rough surface scattering.

2.4.3 Diffraction

During the discussion of the reflection and transmission propagation mechanisms it has
been assumed that there is an infinitely sharp transition between the shadow and the illumination
regions. If this is the case then no energy propagates into the shadow regions. However, in
practice transitions are never infinitely sharp and as a consequence of this some energy does

propagate into the shadow region.

This propagation mechanism is called Diffraction and can be described by Huygen's
principle [4], illustrated in Figure 2-13, which states that:

= Every point at the advancing wavefront of the primary wave can be considered as a
source of secondary spherical wavelets which have the same frequency and velocity as
the primary wave.

= The position of the wavefront at any later time is the envelope of all such wavelets.

Secondary
" Sources

,' Wavelets
1* Wavefront ..
2 Wavefront ~

Figure 2-13: Huygen's Principle

Huygen’s principle can be used to predict diffraction of a plane wave over an absorbing

plane, or knife edge. Figure 2-14 shows how the diffracted field propagates into the shadow region
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when applying Huygens’s principle to a plane wave incident on a knife-edge. The incident plane
wavefronts impinge on the edge from the left and become curved by the edge, so that wave
propagates into the shadowed region. Mathematically, the contributions from an infinite number
of secondary sources in the region above the edge are summed with respect to their amplitude and

phase in order to calculate the diffracted field.

Knife-edge diffraction can be also considered in terms of the Fresnel Zone obstruction

around the direct ray. Fresnel zones are formed by a number of concentric ellipsoids around the

direct path and can be thought of as containing the propagated energy in the wave. The nm Fresnel
zone is the region inside an ellipsoid defined by the locus of points where the distance is larger
than the direct path between transmitter and receiver by n half-wavelength [4]. Contributions
within the first zone are all in phase, so any obstructions, which do not enter this zone, will have
little effect on the received signal [13]. When 60% of the first Fresnel zone is kept clear of
obstructions, then the total path attenuation will be practically the same as in the unobstructed
case. Details on the Fresnel zone concept, the single knife-edge diffraction approach and its

extension to the multiple knife-edge approaches, can be found in [12], [13].

wavefronts

vy

Incident wave

Yyvy

P
ene’

-
oo’

Absorbing
screen

Figure 2-14: Huygen's Principle for knife-edge diffraction
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It is usually the case in deterministic radio propagation modelling, that it is necessary to model the
exact shape and the morphological description of the obstructions. This can be done using the
Geometrical Theory of Diffraction (GTD) and its extension the Uniform Theory of Diffraction.

Details and formulation of these approaches will be presented later on this thesis. (see section 3.2)

2.5 Radio Propagation modelling

Radio propagation modelling is a well established technique for analysing radio coverage
in a wireless scenario by predicting the received field (or power) at all the possible receiver
locations. Propagation models are classified into three categories based on the way they calculate
path loss or the received signal strength. These are empirical, semi-empirical and deterministic (or
site-specific) models. This section presents these three categories and describes their potential

advantages and disadvantages.

2.5.1 Path loss

Path loss is an essential information for determining the radio coverage of a transmitting
antenna (Base Station or access point) [32]. It is defined as the ratio of the received power B. to

the transmitted power P;, usually expressed in dB [3].

R
L(dB) = 101log (Ft) (2.60)

In free space, where there is a Line of Sight (LOS) between the transmitting and receiving
antennas, the path loss is considered to follow an inverse square law with respect to the distance
travelled by the waves [14]. It also depends on the frequency of transmission. Therefore the free
space loss can be written as:

GG, A*
Lfree(dB) = 10log (W (2.61)
Where G, and G, are the gains of the transmitter and the receiver antennas respectively, A is the
wavelength and R is the distance away from the transmitter. For G, and G, equal to unity the
above equation can also be written as [4],
Lree(dB) = 32.4 + 20log Ryyy + 20l0gFyp,
2.62)
which clearly shows that by doubling either the distance or the frequency, the free space loss

increases by 6dB (inverse square law).
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2.5.2 Empirical and Semi-Empirical Models

Empirical Models are described by a set of equations fitted to the results obtained from
extensive number of path loss measurements [4][11]. They are simple and efficient (fast) to use
since the estimation is usually calculated from this set of equations. They are relatively accurate
for environments which have the same characteristics as the one where the measurements were
originally performed but error standard deviation tends to be large. The input parameters for such
models are usually qualitative and not so specific. Their main disadvantage is that they are not
applicable for different environments without modifications and may be considered as non-
applicable for indoor environments [32] due to their inability to provide accurate results for
disparate scenarios (in other words they are hard to generalise). They do not provide any physical
insight into the propagation mechanisms discussed in section 2.4 and this could lead to wrong

predictions when the environmental clutter becomes increasingly complex (indoor environments).

Semi-Empirical Models are based on equations derived from partly the application of
deterministic methods [11]. These equations are based on the characteristics surrounding the
transmitter and the environmental characteristics of a particular scenario. They require more
detailed information about the environment than empirical models but less than deterministic
ones. Again, as for empirical models, it is hard to use these kinds of models for different

scenarios.

Several Empirical and Semi-Empirical Models have been proposed in literature. These
models are more or less environment and frequency range specific. Some of the better known

ones are:

o  Okumura-Hata Model [15]. This is a fully empirical model, which is based on an
extensive series of measurements carried out in Tokyo city between 150MHz-1.5GHz.
The predictions are made through a series of graphs, the most important of which have
been approximated by Hata [16]. These model can be used for open, urban and suburban
area predictions.

o Ibrahim and Parsons Model [17] is intended as a first step in quantifying urban
propagation loss. It is based upon measurements made around London, UK.

e Allsebrook and Parsons Model [18] is a semi-empirical model for suburban predictions. It
is based on measurements made in three British cities (Bradford, Bath and Birmingham)
at 86, 167 and 44 1MHz.

e Jkegami Model [19] is a semi-deterministic model which attempts to produce
deterministic predictions at specific points. It uses a detailed description of the

environment and calculates only reflections from the surrounding clutter with the
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reflection loss being constant at a fixed value. Diffraction is calculated using single edge
approximation.

e  Walfish-Bertoni Model [20] is a semi-deterministic model which can be used to predict
multiple diffraction over building rooftops.

o Cost-231-Hata model [21] is an extension of the Qkumura-Hata Model to cover the 1500-
2000MHz band.

o Lee Model [22] is an empirical power law model with path loss exponents derived from
measurements at 900MHz. It can be also applied for other frequencies if correction

factors are used,

All the above models deal with outdoor propagation predictions. In fact, empirical and semi-
empirical models exist for indoor or outdoor-indoor propagation. COST231 LOS and NLOS [4],
[21] models can be used for predicting indoor radio propagation in floors and between floors, and
ITU-R P.1238-2 can be used for predicting indoor radio communication in the frequency range
900MHz-100GHz. Nevertheless, for increased accuracy, deterministic or site-specific models
should be employed.

2.5.3 Deterministic or Site-Specific Models

Deterministic or Site-specific Models are based on the application of well-known
electromagnetic techniques and numerical methods (such as Ray Tracing) to a site-specific
environmental description which is obtained from the particular environment (building) database
[11] or the finite-difference-time-domain (FDTD) method. The main advantage of these models is
that they are generic for arbitrary environments. For a given environmental description they use
electromagnetic theory to estimate the field strength at every possible receiver location. They
provide the ability to the engineer to define the two-dimensional or three-dimensional geometry of
the environment by means of facets specifying the location of the buildings’ walls, the electrical
properties of these walls (constitutive parameters such as permittivity and conductivity), the
transmitter location, the antenna patterns and polarisations and the frequency of transmission.
Considering all these properties of deterministic models, it can be concluded that they are very
well suited for indoor environments since they can provide relatively highly accurate predictions.
The main drawback of this way of modelling is the large computational overhead required which
effectively means extremely high computational power is required (sufficient memory and fast

processing).
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2.6 Summary

The basic electromagnetic theory which establishes the required key parameters and
equations for determining the electric field through radio propagation modelling has been
presented in this chapter. This has included the fundamental Maxwell’s equations, their plane
wave solution and the various radio propagation mechanisms which define the interaction of radio
waves with various environment obstructions. Parameters, such as polarisation and constitutive
parameters which are essential into the calculation of the various radio propagating mechanisms
have also been presented.

This chapter briefly presented radio propagation modelling by classifying the various
approaches into three categories; empirical, semi-empirical and deterministic modelling. The
potential advantages and disadvantages of these three categories have been outlined. It has been
identified that when accuracy is preferred over simulation time and computational load
deterministic modelling is the preferred category. The next chapter presents in detail this

deterministic modelling approach through the use of Ray Tracing and Geometric Optics (GO).
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Chapter 3

3 Deterministic Modelling using Ray Tracing

Ray Tracing is the dominant deterministic technique used to predict propagation effects in
mobile and personal communication environments. It is based on Geometrical Optics (GO),
which is an easily applied approximate method for predicting a high-frequency electromagnetic
field. Ray Tracing is used to identify all the possible ray paths between the transmitter and
possible receiver locations and uses high-frequency electromagnetic theory to calculate the
amplitude, phase, delay and polarisation of each ray. Two main algorithms exist for the

implementation of Ray-Tracing; the ray launching and the image method.

This chapter presents the basic principles and algorithms of Ray Tracing, and the high
frequency methods used to reduce the complexity of the electromagnetic problem to be solved
(Geometrical Optics GO and its extensions: Geometrical theory of Diffraction GTD and Uniform
Theory of Diffraction UTD).

3.1 Geometric Optics (GO)

As already mentioned, Geometric Optics represent a simple way for predicting
approximately the electric field at any possible receiver location. It assumes an infinite frequency
for the propagating signal in such as way as to consider all the propagating energy to be contained
inside very thin tubes, called rays [24]. Using this theory the reflected and transmitted fields can

be determined. However, this theory is subject to the following assumptions [4]:

=  Waves are locally plane to the points of interaction
= Wavelength is small compared to the distance between the source and the first
interactions along each ray path and the distance between individual interactions.
= Surfaces are large compared to the wavelength of transmission
= Curvature of Surfaces is small compared to the wavelength.
In GO the electric field is given by [11],

S
R E(O)\[ (o1 + )z +5) e ik
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which is the GO electric field at a point, at a distance s away from the reference point s = 0. E (0)

is the electric field at the reference point. k is the wavenumber of the medium (free space). PP,

are the principal radii of curvature of the wavefront associated with the ray at the reference point
which depends on the caustic lines as shown in Figure 3-1. The field at a caustic line is infinite, in
principle, because an infinite number of rays pass through it. It is apparent that (3.1) becomes

infinite when s = —p,Ors=—p.. Energy is spread over a bigger area across the second wavefront

and hence, for the conservation of energy theorem to apply, the field strength across the second

wavefront can be calculated from (3.1).

S$=-p2
\ :-p1
\p2 s=0

Figure 3-1: Ray propagating through two successive wavefronts

For spherical wavefronts both caustics degenerate at the same point (caustic or focal
point) , hence p; = p, = p, Therefore equation (3.1) becomes,
E(s) = E(0)—20— ¢=Jks
(po +5) (3.2)
.where p,, is the radius of curvature in any direction. When the caustic (focal) point is taken as

reference then equation (3.2) becomes,

1
E(s) = E(0)se™/* (3.3)

Similar formulation exists for cylindrical waves where one of the caustic lines approaches infinity

[11].
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In GO the free-space far-field electric field of a spherical wave at distance r can be then
approximated as,

e—jkr

—‘/4—; 3.4
where E, is the transmitted electric field given by E, = 2Z,B,G; (eq. 2.55). When the 3D

antenna radiation pattern needs to be included equation (2.54) should be utilised.

E(s) =E,

The first step of GO is to calculate all the important ray paths (based on predefined
criteria) between the transmitter and all the possible receiver locations, which are consistent with
Snell’s Laws of Reflection and Transmission. This step usually requires high computational costs
in order to identify all the possible rays. For these reason only the rays that have the highest
impact on the overall result are considered; these are usually the rays that suffer less interactions
between the transmitter and the field points. Once the most important ray paths have been
identified, electromagnetic theory is used to calculate the Fresnel’s coefficients at each interaction
point as if incident waves were plane and boundaries were plane and infinite [4]. Thirdly, the
amplitude of each ray path should be corrected to account for the wavefront curvature from the
source and the curvature of the boundaries. Finally all ray paths are summed up with regard to

phase and amplitude. The following equation is used to formulate this procedure.

Nri Ny
E =ZEO A; [—[Rl,j l—]Ti‘m e Jkrt (3.5)
i j=1 m=1

where Np; , Np; are the number of reflections and transmissions of each ray path i respectively.
R;; and T;,, are the corresponding reflection and transmission coefficients. ry is the total path
length and the factor A; accounts for the wavefront curvature as well as the curvature of the
reflection and transmission boundaries (i.e. walls) also known as spreading factor. E, is the
reference field at the transmitter. Finally the exponential term corresponds to the phase difference
due to propagation delay of each ray. It needs to be noted that for grazing incidence (i.e. 900
degrees) the reflected component grazes the surfaces and GO will fail to provide a sufficient

solution for the Reflection coefficient and therefore this case needs to be treated separately [10].

By utilising the Geometric Optics theory it becomes impossible to predict diffraction over
obstructions because it ignores that energy does propagate into the shadowing region as seen in
section 2.4.3. For this reason the method has included to the Geometrical Theory of Diffraction
(GTD) in order to include diffraction.
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3.2 GTD and UTD

Geometrical Theory of Diffraction (GTD) which was developed by Keller [25], is based
on Fermat's principle which is used to predict the existence of any diffracted rays. This theory is
of particular importance in many cases and scenarios where diffraction might be the dominant
propagation mechanism. It overcomes the GO inability to calculate the diffracted fields in the
shadowed region. According to Keller, a ray obliquely incident upon the edge of an obstruction at
an angle B to the edge produces a cone (Keller cone) of diffracted rays having a semi-angle B.

This is illustrated in Figure 3-2. When $=90° the cone becomes a disc.

Keller Cone
-

"* ...... K....

Incident Ray, P

Figure 3-2: Generation of edge-diffracted rays

Now consider the situation in Figure 3-3. In Region I the field is the sum of direct and
reflected rays, plus diffracted rays of negligible amplitude. In Region 2 there is no reflection,
whereas in Region 3, which is the shadowed region, there is only a diffracted field. The
diffraction coefficients calculated by GTD are discontinuous around the transition boundaries
leading to incorrect field predictions close to those boundaries. In order to solve the problem of
these discontinuities and predict the field correctly close to the transition boundaries, the original
formulation of GTD was extended to the Uniform Theory of Diffraction (UTD). The extended

theory yields continuous coefficients and is valid for all points in space.

Figure 3-3: Regions around a wedge
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In 1974 Kouyoumjian and Pathak [26] used an asymptotic analysis (asymptotic solution
of the Maxwell Equations) and found that by multiplying the diffraction coefficients by a
transition function the diffracted fields remain bounded across the shadow boundaries. This
transition function approaches zero as the diffraction coefficients approach singularity at the
shadow boundaries eliminating the singularities. Their solution reduces to known asymptotic
solutions for the wedge, and it was found to yield the first two or three terms in the asymptotic

expansion of the diffracted fields.

n-face

¥ Observation point

“N® Source point

Figure 3-4: Three dimensional wedge diffraction Geometry

Figure 3-4 illustrates the three dimensional geometry and parameters used for calculating
UTD coefficients. For any random observation point the diffracted field is given by,
Eg=D-A-Epeiks
(3.6)
where Ep is the electric field at point P prior the diffraction, k is the wavenumber, s is the
distance between the point P and the observation point, A is the spreading factor describing the

field variation along the diffracted ray given by:

i
— for plane and cylindrical waves G.7)

Vs

A= .
S .
“_s' TR for spherical waves
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D is the dyadic diffraction coefficient obtained by [10],

D= “‘ﬁ’aﬁoDs . ‘FoésoDh. (.8)
where the vectors are components of the edge coordinate system which is introduced for
simplicity. These are defined as,

T —éX§' Al T~ r
¢—|é><§'| Bo=0¢'x$ (3.9)
~ —éX%X$§ L

eyl s (3.10)

§" and $ are unit vectors in the direction of the incident and diffracted ray respectively.
Dg and Dy, are the soft and hard diffraction coefficients defined as,

DS,IL = D1 + Dz + Rg"hDg + Rso‘h_D4

(3.11)
i m+ (¢ - ¢’)]
D= cot FlkLa*(¢p — ¢’
e =y [ o™ [kLa™ (¢ — ¢1)] (3.12)
—emin/4 [n — (@ -
D, = cot FlkLa™ (¢ — ¢’
i ey 5 | [ LR D) (3.13)
—g I [n + (¢ + 9]
D, i cot FlkLa* (¢ + ¢")]
T o2k sinf, 2n J [ ey G149
—g e m— (¢ +¢)]
D, = cot FlkLa= (¢ + ¢’
Sy [ &% | [kLa™(¢ + ¢")] (3.15)
where n = (2m — a)/a is the wedge factor with a being the wedge interior angle
B, is the incident (or the diffracted ray) and the edge and
F(x) is the transition integral given by:
F(x) =2 '«/J—cef"f e 7 dr
J o (3.16)
' 2nnNE — (¢ + ¢")
at(p,¢") = Zcosz[ > ¢ (3.17)
N#* is the integer that most nearly satisfies,
2mnN* —(p+ @) =m or 2nnN~ - (p £ ¢) =—-=n
(3.18)
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7

R sin? 8, for spherical wave incidence (3.19)
L=4 7'r e -r
- for cylindrical wave incidence
LA
s sin? B, for plane wave incidence

where the cylindrical wave of radius 7' is normaly incident on the edge, and r is the perpendicular

distance of the field point from the edge.

R2,, and R¥y are the reflection coefficients for perpendicular and parallel polarisation for the o-
face with an incident angle ¢’ and for the n-face for an incident angle nm — ¢ respectively. They

can be calculated using the boundary Fresnel coefficients in equations (2.26) and (2.28)

When diffraction coefficients are calculated they can be included in the calculation of the total

electric field. Hence equation (3.5) becomes,

NRi Ny Npj
E= Z E, 4, n Ri; H T H Dy | ek (3.20)
i j=1 m=1 n=1

where, Np; diffractions of each ray path i respectively and D; ,, are the corresponding diffraction
coefficients. A4; is the spreading factor that accounts for the wavefront curvature as well as the
curvature of the reflection and transmission boundaries. This formulation applies for paths that
only one diffraction is encountered. For multiple-diffraction, the spreading factor of the individual

diffracted components will change and requires special treatment [27].

3.2.1 UTD Limitations

Although the UTD provides a more accurate solution compared to the GTD by eliminating the
singularities of the latter across the Incident Shadow boundary (ISB) and the Reflection Shadow
Boundary (RSB), it still suffers from inaccuracies due to the fact that his asymptotic solution was
derived for perfectly conducting infinite wedges. Wedges are usually formed by lossy dielectric
interfaces which cannot be considered as infinite. Heuristic solutions have been derived by several

authors [6][28](29] to handle lossy and finite-size wedges.

Also, UTD becomes inaccurate for lossy wedges in the deep shadow regions due to the
fact that a transmitted ray exists across the wedge from another shadow boundary called the
Transmission Shadow Boundary. Therefore, UTD can be considered as incomplete since it
rectifies field singularities across the ISB and RSB but not TSB which is significant, since
transmission is significant for hollow wedges as shown in Figure 3-5. The authors of [30] have
developed and proposed an improved formulation of the diffraction coefficient in which appear

two additional terms weighted by the transmission coefficients of each dielectric interface,
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Figure 3-5: Hollow Wedge diffraction

3.3 Environment Description

The first step in a Ray Tracing Technique is to geometrically and morphologically
represent the particular environment. Every deterministic propagation model requires geometric
and morphological description of the environment. The more details that are included in the

environment description the more accurate the model’s predictions are,

3.3.1 Geometric Description

The geometric description of the environment is a description of geometry of the scenario
under investigation in terms of the location and size of the obstructions (walls, windows, doors
etc). It should be noted here that the more complex the geometric description is, the more
computational overhead and more time will be required. Therefore, it is usually the case that
depth of detail is traded for computation and time which means that only the most important
features of the environment are described such as building and terrain data, where as small and
mobile objects tend to be ignored. In the developed Ray Tracing model, objects which are large
compared to the wavelength (like doors, windows etc) are taken into account (see Figure 6-1).
The most common form of representing the objects in the environment is by using plane facets

(polygonal plane facets).

37




Chapter 3. Deterministic Modelling using Ray Tracing

3.3.2 Morphological Description

The morphological description aims to describe the materials used in the particular
scenario. For each geometrically described facet, the building material properties are defined since
they significantly affect the reflection and transmission coefficients. These properties can be
obtained by measurements or by simply providing the constitutive parameters of each material;

these are:

= Relative permittivity &
" Relative permeability j,
= Conductivity o
The above parameters are used to characterise smooth surfaces. In cases where the surface
is characterised as rough, according to the Rayleigh criterion in (equation 2-58), the surface

roughness parameter Ah should be specified as well [11].

3.3.3 Faceted model

Both the geometric and morphological descriptions will form the database for the model
which can be stored in a separate file and loaded upon execution. This data might be either in
raster or vector form. In the raster form the environment is subdivided into cells and each cell
includes the corresponding information. In vector form the environment information is associated
with geometric entities (lines or polygons). In case of deterministic modelling this information
must be in a suitable vector form and if not, it should be transformed into one. All the data should
be stored into a database structure using a facet model [11]. This means that every wall is
represented by a polygon-shape (usually four-sided) facet which includes its geometric
description (Cartesian coordinates of its vertices), its morphological description (constitutive
parameters) and any other parameters that might be useful during the execution of the algorithm
(e.g. if the facet contains other ‘children’ facets such as doors or windows which are defined as

patches).

3.4 Ray Tracing Algorithms

The ray-tracing algorithms that have been proposed for high frequency propagation prediction

mainly fall into two categories [11]. These are:

= Direct algorithms known as Ray Launching (or Shooting and Bouncing Rays Method
SBR) and

= [Inverse algorithms known as Image methods
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3.4.1 Ray Launching Algorithm

Ray launching, which can also be referred as Shooting and Bouncing Rays Method (SBR) is
considered to be a direct (or forward) algorithm since it is considered to follow the ray’s actual
path from the transmitter to the receiver location. Actually, for a given transmitter location a large

number of rays is transmitted in all directions which only exist if they satisfy a number of criteria.

These criteria are:

e The ray exists only if its field strength has not fallen below the receiver’s sensitivity

e The ray exists only if it has encountered a number of interactions (reflections, refractions,
diffractions) that is less than a user predefined threshold.

e A ray exists only if it can be received by a certain receiver location. In other words if the

ray escapes the scene then it is discarded.

Received ray

Reception
sphere

Figure 3-6: Ray Launching Concept

Every ray is a ray cone which occupies the same solid angle and as the tube advances its
cross section increases. In this way the ray cones overlap and cover the whole spherical wavefront

at the receiving location [32].

If we consider the receiver as a single point then the probability of rays leaving the
transmitter to reach that point would be considerably small. For this reason the receiver is
considered as a sphere (reception sphere), as shown in Figure 3-7, so as to increase the probability

for capturing more rays. When a ray intersects the sphere, it is considered to be received and it
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contributes to the overall field strength of that point. The radius of the sphere is given by [11]
[31]:

R

V3 (3.21)
The ability to vary the radius of the reception sphere according to the receiver distance from the
transmitter (d), accounts for the divergence of the rays from the transmitter and ensures the
uniqueness of the captured rays. From simple geometry, one can observe that at distance d from

the transmitter, adjacent rays are separated by distance 26d/v/3. Therefore the radius of the
reception sphere is set to be one-half of that distance [31].

adjacent ray
\ ~

Perpendicular to the
received ray

Received ray

Reception sphere of

i radius R

adjacent ray

Figure 3-7: Reception Sphere

As the rays propagate they encounter a number of obstructions. When an object is hit,
reflection, refraction, diffraction or scattering will occur depending on the geometry and
morphology of the obstacle and the ray will follow different directions with different amplitude,
phase and polarisation as described in section 2.4. This process continues for every ray as long as

the aforementioned criteria are satisfied.

In indoor environments the number of ray traces increases significantly taking up CPU
power and time. A convenient way is to arrange and store the whole propagation process in a
“ray-tracing tree” [11]. In this tree, the branches correspond to emitted (launched) rays and the

tree knots represent interactions with the environment obstacles (facets). An example is shown in

Figure 3-8.
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Figure 3-8: Ray-tracing tree example

The example above illustrates how the ray-tracing tree is constructed by considering
reflections only. However in a practical situation, at every node of each ray branch the ray is
decomposed into two children rays; the reflected and transmitted one; in order to consider
refraction as well. Finally the total field strength at every receiver location can be obtained by

summing up all the individual contributions.

3.4.2 Image Method

Compared to Ray-Launching, which is a direct method, the Image Method is referred as
an inverse method. Instead of following the ray propagation path between the transmitter and the
field points, this method tries to solve an inverse propagation problem. It is based on the image
theory, where, for a given source point (7x) and a facet, the reflected rays in the facet can be
considered as being directly radiated from a virtual source called the image source (/m) which is

symmetrical to the source with respect to the facet. This image theory is illustrated in Figure 3-9.

- facet

<~
L

Figure 3-9:Image method for ray reflections
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Referring to the figure above, for a given receiver location Rx, the point of interaction
with the facet Q can be easily calculated as the intersection of the line Im-Rx and the facet. The

facet can be either described in 2D as a line or in 3D as a polygon.

If we consider a scenario where only first order reflections are considered in an
environment of N facets then the maximum number of rays that can reach the receiver location is
equal to N. However this is almost never the case in practical scenarios because of the following

reasons [11]:

= Only observers that are located inside the reflection region of a given facet can
receive reflections from it, as shown in Figure 3-10. In other words, when the point of
intersection between the image source and the receiver location lies inside the facet.

= The reflected ray or the incident ray may be hidden by another facet.

/
/
/

Tx >
® 7 Reflection
i /.’ Region .
| 3 -
| / ////
| / =
I / facet el
! 7" =
L Y e
|
|
|

/ =
o

Im

Figure 3-10: Reflection Region of a facet

Considering the same example as above, the N first order images are considered as the
transmitting sources for double-reflected rays. The images of the first order images are called
second order images. The number of these images is N(N-1) since the facets from which the
parent first order images were derived are not considered. The case of double reflection is

illustrated in Figure 3-11.
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Figure 3-11: Image method for double reflections

For the above example the image of Tx due to Facet I is first determined (fmage I). Then the
image of /mage 1 due to Facet 2 is determined (fmage 2). By connecting the Rx and Image 2 we
can find the reflection point P,. Now by connecting P, and Tx, P, is determined. This process
demonstrates why this method is referred as “backward” method since in order to find the
reflection points one starts from the receiver and by using the image sources goes back to the

transmitter. For double reflections to exist the following three conditions should be satisfied [11]:

1. The observation points should lie inside the reflection region of the second facet.
2. The second reflection point P, should be inside the reflection region of the first
facet
3. None of the three paths (7x-P,,P,-P,, P,-Rx) should be hidden by any other facets.
The same procedure followed here for double reflections, is followed for multiple

reflections. For X reflections then the number of K”-order images will be N(N — 1)K-1,

These images are arranged in a tree graph called the images tree, in a similar way as the
ray-tracing tree in the ray-launching method. The first branching contains the A first order images
and for each branch N-/ second order images exist. The (N-1)-branching continues to account for

multiple reflections.

However, not all of these images exist in practice. Therefore in order to reduce
computation and save time, these rays should be discarded. Images are discarded if they satisfy

the following criteria:

1. When a facet (Facet 2) is completely hidden by another facet (Face 1), as shown in
Figure 3-12a, then its image can be discarded and therefore is not considered for
further reflections (all its ‘children’ images are discarded as well).

2. If a facet (Facet 2) is completely outside the reflection region of another facet

(Facet 1), as shown in Figure 3-12b, then its image can be discarded as well. By
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inspection we can see that this criterion fulfils the first one therefore for the purpose

of simplicity the developed algorithm will use only this criterion.

O
Tx 02000
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Image 1 Image 2

Figure 3-12: (a) Image discarded by hiding (b) Facet 2 out of reflection space of Facet 1

Using the above criteria the image tree can therefore be simplified by removing the
images that do not exist in practice. The following figure illustrates an example of how the image

tree is generated:

Im9

Im3

First order images

/\ Second order

ImS images

Third order images
Im3 Im8 Im10 Im5 Im5 Im3 Im4 ImS

Figure 3-13: Image tree generation example
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Considering the example in Figure 3-13, for a given receiver position the tree is searched

in a reverse manner. Referring to the receiver position shown in the example:

e The algorithm starts by considering one bottom level image (Im3) and determines the

reflection point on the respective facet (facet 3). If the reflection point lies outside the
facet limits, no valid path with the last interaction been reflection from this facet

exists; thus the path is rejected and the next 3™ order image is examined.

If the reflection point lies inside the facet limits, a shadowing test is performed. If the
path segment is shadowed by any other facet, the path is rejected and the next 3™

order image is examined.

If the path segment is not shadowed, the algorithm follows the branch to the previous
level image. That is the case for the example, so the 2™ order image Im9 is now

considered.

For the new image the same tests are performed. If any of these fail, the algorithm
moves again to the next bottom level image. Otherwise the algorithm moves another
level up and so on, until it reaches the transmitter. In that case the corresponding ray

path is valid.

The image method is accurate for indoor propagation prediction but it becomes

computationally inefficient if the number of facets included in the environment description is

high, and the number of reflections considered is high as well [33]. This increases the amount of

computation required and consequently the time to produce results. For these reason special

acceleration techniques are most commonly used to increase the efficiency of this method.

3.4.3 Acceleration Techniques

Ray-Tracing acceleration algorithms are used to improve the efficiency of simulations with

respect to computational power and time required to produce results, when the environmental

descriptions of the scenarios under test become very complex. There are several ways to achieve

acceleration which are classified into four categories.

i

Reducing the cost of intersecting a ray with the primitives used in the model. For this
reason the faceted model discussed earlier is used, since the polygonal shaped polygon is
a very simple primitive and hence the intersection test cost is reduced.

Reducing the total number of ray-facet intersection tests. Since shadowing tests must be
carried out several times in the propagation model the total number of the required

intersection tests increases dramatically. For this reason the number of shadowing tests
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can be reduced by discarding facets (or images if the image method is used as discussed
in section 3.4.2) and therefore the number of ray-facet intersection tests is reduced.

3. Reduce the number of rays which are intersected with the environment. This technique
which is more suitable for the Ray-Launching method aims to reduce the number of rays
which are intersected with the environment by setting up a threshold related to the
contribution of the ray to the overall result. If the contribution is less than the threshold
then the ray is discarded.

4. Replacing individual rays with more general entities. The basic idea of such a technique
is to trace many rays simultaneously. The problem of this technique is that it is not
compatible with Geometrical Theory of Diffraction (GTD).

Some of the most common acceleration techniques are:
= The Binary Space Partitioning (BSP) Algorithm
= The Space Volumetric Partitioning (SVP) Algorithm
= The Angular Z-Buffer (AZB) Algorithm
= The Hlumination Zones algorithm

Detailed information regarding these algorithms can be found in [11] [32]and [34].

3.5 Factors influencing Ray-Tracing accuracy

3.5.1 GO and UTD Approximation

As already mentioned Ray-Tracing is based on GO optics which is subject to some
assumptions (see section 3.1), which yield to approximations in the calculation of the electric
field. GO provide fairly good results for electrically large objects. However for scatterers having
dimensions approaching the wavelength of operation Ray tracing will not provide accurate field
predictions. This is also the reason why Ray-Tracing is usually referred as a high frequency
approximation method [35]. This approximation might cause Ray-Tracing to fail, most probably
for indoor environments where the internal clutter might consist of objects with small dimensions.
To overcome this problem, the authors of [36] have proposed a hybrid Ray-Tracing FDTD (Finite
Difference Time Domain) method to provide accurate results for small objects. The problem is
that FDTD is computationally inefficient for large computational domains. In [36], FDTD was
applied for small portions of the entire domain and near-to-near or near-to-far field transformation

techniques were used to combine it with Ray-Tracing.
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In addition to the GO approximation, the original GTD and UTD diffraction coefficients
presented by the authors of [25] and [26] are established for perfectly conducting wedges.
However extensions of the UTD for wedges of finite conductivity have been introduced for a

limited range of applications [37][38].

3.5.2 Algorithm Implementation and Propagation mechanism factors

Some inaccuracy factors arise from the algorithm implementation. For example, image
method imposes large computation overhead when the environment clutter becomes increasing
dense, thus practically not allowing the consideration of large number of rays or propagation
mechanisms (reflections, refractions, diffractions). In [39], the relationship between the received
power and different ray combinations and interactions are presented. In addition, the Ray-
Launching method may suffer from multiple receptions of unnecessary rays if the reception

sphere becomes larger than its recommended size.

3.5.3 Environment Description factors

One of the most common sources of errors or inaccuracies in Ray-Tracing is due to the
luck of sufficient environment description (both geometric and morphological). It is usually the
case that only the most important features of the environment are described, neglecting small
obstructions such as furniture, computers and small metallic obstructions which might have
significant effect on radio propagation in indoor environments. Also, for outdoor environments,
features that are difficult to geometrically describe, like trees and other moving objects such as
cars are not considered to avoid computational overhead. These, in addition to rough surfaces
which are usually approximated as smooth, give rise to scattering which might have significant

effect on radio propagation prediction accuracy.

Apart from the obstructions geometric description, the morphological descriptions of their
materials plays an important role on the accuracy of ray-tracing predictions. Since detailed
morphological description of the environment’s facets is not usually available standard materials
are often assumed which is more likely that they electrically differ from the ones actually used in
the building [52].

Finally, another important factor that significantly affects radio propagation modelling
accuracy is that the environment interfaces are made of non-homogeneous materials. It is usually
the case that building interfaces present some kind of periodicity which gives rise to a frequency
selectivity and scattering. This natural building frequency selective behaviour is going to be

presented in the next chapter.
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3.6 Summary

Deterministic techniques, especially through Ray Tracing, are the dominant techniques in
predicting radio propagation in wireless environments. This chapter has dealt in detail with Ray

Tracing, explaining its origins and evolution as well as the fundamental algorithms used.

Ray tracing is based on GO which is used to identify all the possible Rays from the
transmitter to the receivers by utilising the previously presented Snell’s Laws. However GO failed
to predict the diffracted field into the shadow region therefore the Geometrical Theory of
Diffraction has been proposed as its immediate solution. GTD however, presented discontinuities
on the shadow boundary and hence its extension; the Uniform theory of Diffraction (UTD) has
been proposed. UTD utilises a transition function that eliminates this discontinuity and correctly
predicts the diffracted field on the shadow boundary.

The ray-tracing algorithms that have been proposed for high frequency propagation
prediction mainly fall into two categories. These are the direct method (shooting and bouncing
rays SBR) and the inverse method (image method). Each method has its advantages and
disadvantages over the other, but they both have one common disadvantage; they can be both
computationally inefficient and time-consuming. Therefore, special acceleration techniques exists

that aim to minimise this computation.

Various factors exists that might affect radio propagation prediction through ray tracing.
These include the fact that Ray Tracing is based on approximate methods (Geometric optics)
which are subject to various limitations and assumptions. Also factors that relate to the algorithm
implementation and the number and type of propagation mechanisms considered by the
simulation may give rise to inaccuracies. Finally, but not least the level of detail that the
environment description defines will produce some errors, since it is common practice that only
the most important parts of the environment are defined in order to achieve lower computation
load and time. Also all the walls are assumed to be homogeneous which is not usually the case,
since most interfaces in a building environment are made of non-homogeneous materials. More
specifically most walls have a periodic internal structure which gives rise to frequency dependent
characteristics and propagation of higher modes at non-specular directions. This natural periodic

behaviour of building interfaces is presented in the next chapter.
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Chapter 4

4 Natural Building Frequency Selectivity

The radio propagation theory and formulation presented so far was mainly concerned with
smooth homogeneous wall structures, which are modelled as half space materials or slab and
layered models assuming that transmission and reflection by building walls have a substantial
specular component. However, in some cases, building interfaces are not homogeneous but can
present some periodic variations that give rise to reflections in non-specular directions. The web
and void design of the individual blocks and their arrangement within a building wall/interface
creates a periodic structure, which exhibits frequency dependent transmission and reflection
characteristics [40]. In their work, the authors of [40] have derived reflection and transmission
characteristics of a typical concrete block wall for TE polarization. They have found out that at
900 MHz only specular component exist but for frequencies above 1.2 GHz they have observed

the generation of non-specular components due to the excitation of first and second harmonics.

In addition to brick walls, reinforced concrete walls have significant impact on radio wave
propagation in wireless environments. Such walls are typically made of a metallic mesh
embedded in a thick layer of concrete. This mesh consists of straight bars joined perpendicularly
to a give a planar periodic array of square grid for structural reinforcement. The authors of [41]
and [42] have used electromagnetic (EM) methods (FEM and FDTD respectively) to study the
reflections and transmission characteristics from such structures. They have observed resonances
to occur in the reflection and transmission characteristics which depend on the mesh geometry,

the wall thickness and the electrical properties of the materials used.

For higher frequencies of operation the standard ray tracing presented so far would be
insufficient to provide accurate results for building interfaces that exhibit periodic variations.
Higher order harmonics should be incorporated into prediction algorithms to account for this
periodic behaviour. As already mentioned, hard EM methods such as FEM [41] and FDTD [42]
can be used for this purpose. However, such methods currently make the analysis complicated,
time-consuming and hard to follow large problems or areas of study. Holloway in his paper [43],
has suggested a method of homogenization of the periodic structure in order to determine the
effective material properties of composite structures. He assumes that a periodic wall has an
equivalent N-layer homogeneous medium which can be easily solved for reflection and

transmission coefficients using the multilayer model presented in section 2.4.1.3. However this
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method is only valid where the wavelength is larger or similar to the periodicity of the structure.
Savov [44] has proposed a 2D Modal Transmission Line (2D-MTL) method to analyse both
reinforced concrete and concrete block walls. His work shows that MTL is a simple, accurate and
computationally efficient method to study the transmission and reflection characteristics of a
periodic wall structure, However, only the TE polarised incident plane wave has been investigated
in 2D incidence. Yang [45] has extended Savov’s model for the more general 3D case. The
formulation presented in [46] has been utilised to develop an RCWA model in order to illustrate
the natural frequency selectivity that typical buildings might exhibit. This chapter presents
simulation results from typical concrete masonry blocks as well as typical reinforced concrete
walls. The occurrence of resonances in the reflection and transmission characteristics and the

generation of non-specular components are presented.

4.1 Rigorous Coupled Wave Analysis (RCWA) for periodic structures

4.1.1 Model Description

The Rigorous Coupled-Wave Analysis (RCWA) was first proposed by Moharam and
Gaylord in [47] for the analysis of planar grating diffraction. It is based on a state-space
representation of the Maxwell differential equations. For the analysis of periodic building
structures they suggested the utilisation of this method to calculate reflection and transmission
characteristics as well as the scattering behaviour of the various propagating modes. For
simplicity, a three-layer periodic structure, representing periodic concrete block is shown in

Figure 4-1
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Figure 4-1: Geometry of 3D oblique incidence on a three-layer periodic structure
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The above figure represents a periodic slab, sandwiched between two homogeneous layers with
dielectric constants &, and ¢; respectively. This layer, consists of two alternating homogeneous
bars with dielectric constants &, and &,,, and widths d; and d, therefore exhibiting a permittivity
£(x) = g(x + d) along the x-axis with periodicity d = d; + d,. For an L number of layers (L=3
in this example), the overall structure thickness is H, = Y, h; where h; is the thickness of the /th
layer. Region I and III (free space for this case) are the incident and exit regions where as Region
II is the multilayer structure region. 8 and ¢ are the elevation and azimuth angles of incidence for
a linearly polarized time-harmonic plane wave obliquely incident on the structure. ¥ is the angle
formed between the electric field vector and the incidence plane denoting the polarization of the
incident wave (3 = 0° for TM and i = 90° for TE polarization).

Following the formulation presented in[47]-[49] an RCWA model has been developed to simulate
structures which exhibit single periodicity (only along the x-axis) such as concrete masonry block

and reinforced concrete walls

4.1.1.1 Regions I and III

The incident electric field in Region I is given by:

ginc = fe—iki(x2+y9+22)

4.1)
, where 1 is the incident wave electric field vector given by:
@t = (cosycosBcosp — sinpsing)2 + (cospcosfsing — sinpcosp)P — (cosypsing)2
4.2)
E, is the wave vector given by:
k; = kony(sinBcosd® + sinfsing9 + coso?2) 03

n, is the Region I refractive index and k, = 2m/A is the free space wave number. According to

[49] the electric field in regions I and III are expressed as:

B =E +z R, e~/ Gexix tkyy—ki zi2)
I inc : i (4.4)

Eul = ZiTie—f[kxiXMyY-km i (2=Hg)} (4.5)

, where R; and T; are the electric field amplitudes of the ith reflected wave in region I and the ith
transmitted wave in region I1I respectively, and,
_ . i2m -
kyi = konysinfcos¢ — ¥y for (i =+—2,-1,0,+1,+2 ) (4.6)
ky = k,n;sinfsing

4.7
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J (kony)? — kZ; — k3 for (k% — k2) < (komy)? (4.8)
kl,zi =

—ij,%‘ +kE — (konp)? for (k% — k2) > (kony)?

Equation 4.8 calculates k; ; in regions /=I and /=III for a propagating mode (real positive) or an
evanescent mode (negative imaginary).

The corresponding magnetic fields can be obtained using:

ﬁ:(L)vXE
wi

» where w is the angular frequency and y is the permeability of the region. In order to calculate the

4.9

direction of the various reflected and transmitted propagating modes (i) the following equations
apply:

k
@; = tan™! (—y (4.10)
: w i @.11)
;i = tan‘
‘ Re(kl Zl)

» where ¢; and 9; represent the inclination of the ith mode with respect to the x axis and z axis
respectively.
4.1.1.2 Region II

In Region I, the electric and magnetic field in each /th layer can be expressed as a series of space

harmonics as:

B = Zt(sm- (2)x + Siyi(2)y + Siz(2)z) e/ Fxixhy) “.12)

Hyrg /%Z(um @)x + Upyi(2)y + Upz(2)z) e~z ) Gl
0
L

, where §;;(z) and Uy;(z) are the space harmonic field amplitudes which are used so that the

Maxwell equations in the /th layer are satisfied

V X E; = —jwp,H; and V x H, = jwey & (x)E, “.14)

, where & (x) is the /th layer relative permittivity. It is a periodic function expandable in a Fourier

series for a periodic layer as:

- j2rnx/d _1 rd/2 —j2nnx/d
g(x) =X, ne and &= [ g, 8(x)e dx @.15)
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Similarly the inverse permittivity is defined as:

81—1(7() =%, al,neﬂ’mxld f d/z —1 (x)e—jZme/d dx “.16)

For the geometry shown in Figure 4-1 the coefficients of the Fourier series of the relative
permittivity are obtained by:

(£21d; + £22d;)

d forn=i (4.16)
——
"7 ) (g1 — £22)sin (E%dj‘) 30
= forn

Substituting Eq. (4.12) and (4.13) into (4.14), and eliminating the z-axis components, results in an
infinite set of 1* order coupled wave equations, which can be written in matrix form by truncating

infinite sums in order to numerically solve the following set of coupled differential equations:

0 0 Pii1 Prazi[Suy
d 5 Lx 00 P21 Praz||Six (4.17)
dx|Uiy| " | Qa1 Qa2 0 0 Uy

Ul Q21 Q22 00 Upx

,where for I being an identity matrix,

P Pl,ll Pl,lZ] o kysl—ikx 11— kySl—lky
YT lPa P lcxsfikx -1 —kxsl‘lky (4.18)
Byt [Ql,ll Ql,12] kz
Q2 Q2 k2 - el (4.19)

ky and ki, are diagonal matrices with elements k, /k, and k,a- [k, respectively. g and a; are
matrices formed by permittivity and inverse permittivity &, = &, and a4, = ayi-p » (Where
p = i —n) respectively. I, ky, ky, & and a; are N X N matrices where N is the number of the

space harmonics retained in the field. Also, the 4N X 4N matrix in equation (4.17) can be further
reduced to two N X N matrices as:

155 = LK+ AllU4] (4.20)

d?S, .

Td_ZT = [k)z, + Bal'l][Sl,x]

4.21)

, where A=kZ—¢ and B =k, g 'k, —I. This reduces the computational time of the
eigenvalue problem by a factor of 8 [49].Also, z’ = k,z. When the layer / is homogeneous (e.g.

layer 1 and 3 in Figure 4-1), & and a; become diagonal matrices with elements & and 1/
respectively.
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4.1.1.3 Truncation of Matrix Computation

The matrices involved must be truncated to finite ones when carrying out the numerical
computations. The truncated finite matrices should allow for accurate calculation of reflected and

transmitted waves and to be tractable for numerical calculation.

Regarding the truncation process, it is generally accepted that more modes are needed for
TM than TE polarisation [50]. A periodic layer with larger dimensions compared to the
wavelength, and larger differences between the dielectric constants of the materials forming the
periodic layer, needs a larger number of modes. Also, a metallic periodic layer needs a larger
number of modes than a dielectric periodic layer. Therefore, a study of convergence is suggested
to be performed for each particular case, to decide on the required number of modes to be retained

in the computation.

4.1.1.4 Boundary Conditions, Reflection and Transmission Coefficients

In order to calculate the reflection and transmission coefficients in Regions I and 1II, the
tangential electric and magnetic fields are matched to each boundary. The field equations at each
boundary can be solved simultaneously for the TE and TM components of the reflected field in
Region I (Rg;, Rp;) and the transmitted field in Region III (T, Tp,;). The standard transmittance
matrix approach for propagating the field matching is known to produce numerical instability
because of the presence of evanescent fields, even in the case of simple uniform multilayer
systems. These evanescent fields which are associated with total internal reflection or losses,
result in “ill-conditioned” transmittance matrices. The inversion of such an “ill-conditioned”
matrix will result in a matrix with numerically large diagonal elements that cannot be represented
with sufficient numerical accuracy because of the finite precision (truncation error) of digital
computers. This numerical inaccuracy will produce numerical instability in the calculated
transmitted and reflected fields. Moharam and Gaylord have proposed an enhanced transmittance
approach [48] to overcome this instability. In this approach, the matrix to be inverted is written as
a product of two matrices and with proper manipulation the numerical instability is eliminated.
This approach [48] has been used in the developed RCWA model to provide efficient and stable

numerical calculation for the reflection and transmission characteristics in periodic structures.

After computing Rg;, Rp; and Ty;, Tp; the reflection and transmission coefficients can be

computed using:

Ky zi 2 ki zi
= | R..[? (___) ; St ]
Ry Rglme k;cos8 + | Rl Re(n,zk,cose (4.20)
kit zi ) 2 Kz
o .12 bR e Rt
= gliRe (k,cose + | Tl Re n#,k;cos8 4.21)

54



Chapter 4. Natural Building Behaviour

4.1.2 Model Verification

In order to verify the validity of the developed RCWA model, results produced for a
simple single periodic structure have been compared with results obtained from a commercial EM
simulator; the Microwave Studio by CST. The parameters used in this case are: h; = hy =
13.5mm, h, =126mm, d; =40mm, d, = 110mm, d =150mm, & =& =&, =3 +
j0.03 and &;, = 1. Reflection and Transmission coefficients for a frequency range between 0.5-2
GHz have been simulated for two angles of incidence (6 = 0%,¢p = 0° and 6 = 45%,¢ = 0°) for
TE polarization (3 = 90°). Prior to that, a convergence study was carried out to decide the
required number of modes to be used in the calculation of the reflection and transmission
coefficients. Results in Figure 4-2 suggest that more than 15 modes need to be considered for
transmission coefficient convergence. Figure 4-3 demonstrates a perfect agreement between the
results obtained with the 1D-RCWA model and Microwave Studio. This comparison has provided
the first indication of the frequency selectivity of periodic structures. The first step into this

investigation was to study commonly used building periodic structures. One of them is the

masonry block.
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Figure 4-2: Convergence study of transmission loss versus the number of modes for the structure

used for model verification at 2GHz
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Figure 4-3: Transmission/Reflection Coefficients obtained with 1D-RCWA model and CST MWS
(8=0°, $=0° and 6=45°, ¢$=0°, TE pol.)
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4.2 Concrete Masonry Block Structures

Masonry blocks include holes (air pockets), set towards either end of the block, a central
thin rectangular slot and a cutout on one end usually used for window frame setting. A typical
masonry block is shown in Figure 4-4. The thin rectangular slot and the cutout have been
neglected for simplicity. Figure 4-5 demonstrates through CST simulations, the minor effect that
this simplification has on the transmission loss through an 8-inch masonry block wall at normal
incidence. This structure falls into the category of single periodicity structures since it is periodic
only in the x-axis direction.

Standardisation includes five sizes of the above masonry block. These are shown in Table
4-1. According to BS 6073-2:1981 the cross sectional area of the cavity of a masonry block
should not be less than 25% of the overall block cross sectional area. The values shown in Table

4-1 refer to masonry blocks with 40% cavity.

Figure 4-4: Masonry Block

Type h1(mm) h2(mm) h3(mm) d(mm) d1(mm) d2(mm)
4 inch 21 43 21 198 43 155
6 inch 29 85 29 198 58 140
8 inch 34 126 34 198 70 128
10 inch 39 168 39 198 76 122
12 inch 41 213 41 198 82 116

Table 4-1: Typical sizes of concrete masonry blocks

The first question that someone would ask is: does this structure periodicity cause
significant change on the propagation characteristics of an impinging propagating wave? This
question is going to be answered through various simulations carried out for an 8-inch masonry
block interface. The dielectric constant for concrete was set to &, = & = £,1 = 7 — 0.3j where as

the cavity was left empty, hence &,, = 1. All the simulations have been carried out using a fixed
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complex dielectric permittivity, assuming that the material dispersion in the constitutive
parameters for a frequency range of 0.5-3GHz has min effect on the results. 21 modes have been
considered into the calculation of the reflection and transmission coefficients as suggested by the

convergence study shown in Figure 4-6.
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Figure 4-5: Effect of neglecting the slot and cutout for an 8-inch masonry block at normal incidence.
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Figure 4-6: Convergence Study for an 8-inch masonry Concrete block at 3GHz

Figure 4-7 illustrates a comparison between the reflection/transmission characteristics of
a periodic concrete masonry block wall and a homogeneous concrete wall for TE polarization
under an oblique angle of incidence (6 = 377, ¢ = 0°9). It is obvious that strong resonances arise
when the structure becomes periodic. For this particular example the effect is more significant for

the transmission characteristics, where resonances up to -40dB occur. In some cases, masonry
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blocks are also filled with mortar for higher strength and insulation. The dielectric constant of
mature mortar is &, = 5.2 — j1.2 [51]. Figure 4-7 also shows the effect of filling the air pockets
with mortar. It is observed that unlike the case where the pockets are left empty, the frequency
response is not changed significantly compared to the homogeneous brick. This happens because

the dielectric constant of mortar is similar to brick.
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Figure 4-7: Transmission/Reflection Coefficients for an 8-inch masonry block (6=37°, $=0°, TE pol.)
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Following the findings of other researchers [41], [42], when the frequency increases,

higher modes will begin to propagate in the air regions in either side of a periodic structure.

Figure 4-8 illustrates the transmission loss of various propagating modes as a function of
frequency. For frequencies below 950MHz only the specular component propagates (mode 0). At
950 MHz mode -1 is excited where as mode -2 and -3 start to propagate at 1.9 GHz and 2.85 GHz
respectively. It is also observed that, for this angle of incidence, mode -1 carries more power than
the specular component, for frequencies up to 2.46GHz. Propagation of mode 0 is always along
the specular direction (37°) where as higher order modes propagate in different directions. This is

shown in Figure 4-9 which shows the transmitted angles of various modes for various frequencies.
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Figure 4-8: Transmission loss of various propagating modes, (6=37°, ¢=0°, TE pol.) for a masonry

block wall
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Figure 4-9: Transmission angles of various modes for various frequencies for masonry block wall
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Figure 4-10 shows the reflected and transmitted waves for each mode for (8 = 379,¢ =
09) at 2 GHz. The thick black line is the incident wave. It is clear, that the higher order modes
have significant impact on the radio propagation since they give rise to scattering. It is interesting
that the dominant transmitted-through component is not along its specular direction (i.e mode 0)

but along the direction of mode -1.

Figure 4-10: Transmitted and reflected modes for (8=37°, ¢=0° TE pol.) at 2GHz

4.3 Reinforced Concrete Structures

Reinforced concrete is used in various civil engineering applications such as the
construction of structural frames, foundations, retaining walls, highways and bridges. It is a
composite material consisting of steel reinforcing bars embedded in concrete, which takes
advantage of the high compressive strength of concrete and the ability of steel to resist high
tensile stresses. Since the steel bars which are embedded into the concrete usually follow a
periodic pattern, similar frequency selective and scattering behaviour observed in masonry block
structures walls is expected to be observed in reinforced concrete as well. They are normally
designed according to recommendation given in British Standards (BS 5400, BS 8007 and BS
8110) based on the requirements in strength and tension. Figure 4-11 shows a typical concrete
reinforcement with vertical steel bars. These bars present an x-axis periodicity which can be easily
simulated with the developed RCWA model. For the model geometry shown in Figure 4-1 to
apply, the steel bars circumference has been approximated with squares with side equal to the
diameter of the steel bar. For the purpose of this investigation a reinforced concrete wall with

thinkness H = 200mm, reinforced with 20mm (diameter) steel bars placed vertically in an x-axis
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periodic pattern with periodicity d = 15¢m is considered. Therefore, the RCWA model
parameters are: h, = 20mm, hy = h3 = (H — hy),dy = h,,d, =d —d;. The concrete
dielectric permittivity was set to & = &3 = &, = 7 + 0.3 and the one for steel to &, =
—jo/2nfe, where the o is the conductivity (¢ = 1.11 X 10%5/m) f is the frequency and &, is
the free space permittivity. 41 modes have been considered into the calculation of the reflection

and transmission coefficients as suggested by the convergence study shown in Figure 4-12
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Figure 4-11: Reinforced Concrete
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Figure 4-12: Convergence Study for a 20cm thick reinforced concrete wall at 3GHz (steel bar
periodicity=15cm)
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Figure 4-13: Transmission/Reflection Coefficients for a 20cm-thick Reinforced Concrete wall (8=37°,
$=0°, TE pol.)

Figure 4-13 shows a comparison between the reflection/transmission characteristics of a
20cm reinforced concrete wall and a homogeneous concrete wall for TE polarization under an
oblique angle of incidence (68 = 37%,¢ = 0°). Similarly to the masonry case, resonances arise
when the structure becomes periodic. This effect is again more significant on the transmission

characteristics.
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Figure 4-14: Effect of steel rod periodicity (d) on the transmission loss of a 20cm-thick Reinforced

concrete (6=37°, $=0° ,TE pol.)
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Figure 4-15: Effect of a reinforced concrete wall thickness (H) on the transmission loss (6=37°, $=0°,

TE pol., d=15¢m)
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Figure 4-14 illustrates the effect of varying the periodicity of the steel bars for a 20cm thick
reinforced concrete wall on the transmission loss frequency response. It is observed that the
resonances are slightly shifted in frequency making the interface to present different frequency
selectivity on the incident waves for various periodicities. Similar behaviour is observed in Figure
4-15 which illustrates the effect of varying the reinforced concrete wall thickness for a fixed

periodicity (d=15cm).

As in the case of masonry block walls, as the frequency increases, higher modes can
begin to propagate in the air regions in either side of a periodic structure. Figure 4-16 illustrates
the transmission loss of various propagating modes as a function of frequency. For frequencies
below 1.25GHz only the specular component propagates (mode 0). At 1.25GHz mode -1 is
excited where as mode -2 starts to propagate at 2.5 GHz. Figure 4-17 demonstrates the angle of
departure of these modes at various frequencies as soon as they start propagating. The minus sign
on the angles means that the propagating mode propagates in the opposite x-direction compared to
the specular one. At 2 GHz the mode -1 carries significant power and it propagates in a very
different direction from the specular transmitted mode. This is shown in Figure 4-17. It can be
also observed that at this frequency most of the reflected energy propagates along the specular

reflection direction with mode -1 carries insignificant contributions.
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Figure 4-16: Transmission loss of various propagating modes, (0=37°, ¢$=0° TE pol.) for a reinforced

concrete wall
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Figure 4-18: Transmitted and reflected modes for (8=37°, ¢=0° TE pol.) at 2GHz from a reinforced

concrete wall
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4.4 Summary

The natural building behavior has been examined in this chapter through the use of a
custom-written RCWA model. This model has been verified, by comparing it with results
obtained from a commercial EM simulator; the CST Microwave Studio and has been used to
examine the frequency selectivity and scattering behaviour of typical periodic structures such as
the masonry block and reinforced concrete walls. It has been observed that such structures exhibit
resonances in their transmission and reflection characteristics which seem to depend on the angle
of incidence, the periodicity of the structure, the wall thickness and the constitutive parameters of
the walls’ materials. They also give rise to the propagation of various higher order modes
(harmonics) in various angles of departure, which sometimes can carry more energy than the

specular ones.

Low correlation scattering behaviour can be useful in single-input multiple-output (SIMO)
systems, in which the presence of various copies of the transmitted signal arriving at the receiver
with various phases and amplitudes is beneficial. Low correlation between the received rays
enables this kind of systems to achieve high capacities. However, the utilisation of this scattering

behaviour is beyond the scope of this research.

The frequency selectivity exhibited by building structures has raised the idea of
transforming the building into a frequency selective one, where signals of specific frequencies are
not allowed to enter and/or escape the building. However, since the internal structure and
parameters of building periodic interfaces are usually unknown, it would be more or less
impossible to utilise this natural frequency selectivity. A way to easily transform building
interfaces into frequency selective, tuneable at a desired frequency range, is to deploy surfaces on
those interfaces which have frequency selective characteristics. These surfaces are called
frequency selective surfaces whose principles and deployment on building walls are studied in the

next chapter,
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Chapter 5

S Frequency Selective Surfaces

Frequency Selective Surfaces (FSS) are planar periodic structures, which consist of identical
thin conducting elements, usually printed on dielectric substrates (see Figure 5-1) for support.
They behave as electromagnetic filters (passive or active), selectively reflecting or attenuating a
desired frequency band. This selectivity emerges from the periodicity that the conducting
elements have between each other. This can be readily understood by inspecting the equivalent
circuit of a simple periodic structure. Figure 5-2 presents the equivalent circuits of a periodic
surface of infinitely long rods and a periodic surface of finite conducting elements [56]. The
infinitely long rods result in an inductive circuit which tunes only at DC, where as the gaps in the
finite elements result in series capacitors, which together with the inductors form a series LC

circuit exhibiting a resonant frequency f,.

Figure 5-1: Typical Frequency Selective Surface (Cross Dipole Design)

This chapter deals with the basic principles governing the operation and analysis of FSS. It also
presents, through simulations and anechoic chamber measurements the interaction of FSS with
typical building materials. This interaction plays an important role in the design of frequency

selective wireless environments through the use of Frequency Selective Surfaces.
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Figure 5-2: Equivalent Circuits of (a) a periodic surface of infinitely long rods and (b) a periodic

surface of finite conducting elements

5.1 Basic FSS characteristics

5.1.1 Band-pass and Band-stop operation

FSS can act as band-pass and band-stop filters. Figure 5-3 presents a typical example of a
FSS that has this behaviour. In this example, the band-stop FSS is made of an array of circular
loops where as the band-pass is made of an array of slot circular loops. This is a simple case of the
general Babinet Principle of complementary arrays [57]. When the two FSS arrays are placed on
top of each other, a complete perfectly conducting plane is obtained. Based on this principle, if the
conducting plane is perfectly conducting and infinitely thin, then the reflection coefficient of the
one array equals to the transmission coefficient of the other. It has to be noted that, for dielectric

thicknesses greater than A/4 this principle does not stand.

0000
0000
0000
0000

Band-Stop Band-Pass

Figure 5-3: Complementary arrays of Circular Loop FSS

5.1.2 Active FSS

So far the discussion was about passive FSS. However, active FSS have also been
proposed in literature [58]. In this case the frequency properties can be varied by either using
semiconductor devices (i.e. PIN diodes) placed into the elements [59]-[60], or by printing the

elements on substrates whose dielectric properties can be varied [61]. A typical example could be
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the switching of a totally reflecting surface (at a particular frequency) to totally transparent one.
Figure 5-4 shows an active square loop FSS [62]. When the diodes are forward biased (ON) a
resistive load is added between the half squares forcing the structure to act as a normal square
loop FSS. On the other hand, when the diodes are reversed biased (OFF), a gap is inserted
between the half squares, which acts as a capacitive component in series, changing the FSS
resonant frequency, The CFDTD (Conformal Finite Difference Time Domain) simulation results
verify that by switching ON and OFF the diodes the FSS becomes totally reflecting or totally
transparent at 13 GHz respectively. The other way to make the FSS active is to make the
supporting substrate active. As it will be discussed later on, the dielectric properties of the
substrate have significant impact on the tuning frequency of the FSS. The authors of [63] have
suggested ferrite substrate, whose permeability changes with DC magnetic bias. Also, the authors

of [64] have proposed a substrate whose effective permittivity changes by exchanging the
dielectric liquids within it.
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Figure 5-4: Active Square Loop FSS with PIN diodes (d=7mm, g=3.2mm, w=1mm on FR4 diclectric
with £=4.55)

5.1.3 The supporting dielectric

As already mentioned, a FSS includes a dielectric substrate, which is used for mechanical
support. This substrate has significant effect on the transmission and reflection response of the
FSS [65]. Luebbers and Munk [66] have investigated the effect of cladding an array of rectangular

slots in dielectric slabs. They have noted a shift of the resonant frequency by approximately the

square root of the dielectric constant. They havebrb

also noted that the surface waves can be ‘trapped’ into the substrate giving rising to
additional resonances. The authors of [67]-[69] have investigated the decrease of the resonant
frequency by increasing the dielectric substrate thickness. Their results suggest that there exists a
rapid decrease of the resonant frequency as the dielectric thickness is increased from zero to A/8.

They also noted that the resonant frequency converges to an asymptotic value which differs
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amongst the different authors. Figure 5-5 presents a CFDTD simulation of the substrate (¢,=2.775)
thickness as a function of the resonant frequency of a cross-dipole FSS. The result verifies that

there is a rapid change of the resonant frequency for thicknesses up to A/8. The resonant frequency

Jo

V(er+1)/2

frequency of the FSS without the substrate. Likewise when the cross-dipole element is enclosed in

seems to converge for thicknesses beyond A/4 to a value equal to where £, is the resonant

two dielectric substrates, the resonant frequency decays rapidly up to A/8 and converges to —fle for
r

thickness beyond A/4 as Luebbers and Munk suggest in [66].
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Figure 5-5: Effect of the dielectric thickness on a cross dipole FSS. (a) Dielectric only on one side (b)

dielectric on both sides of the elements

5.1.4 Element Types

Another important factor that needs to be considered when designing a FSS is the selection of the
element geometry. Some element shapes have a more broadband response than others; some are
more sensitive to the angle of incidence, whereas some are more suited for cross-polarised waves.
Figure 5-6 presents a basic selection of the most commonly studied element geometries. Table 5-1

presented by Wu in [70] presents a typical comparison between these different elements.
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Figure 5-6: Unit cells of the basic FSS element geometries

Element Angular Cross- Larger Smail Band

Type Insensitivity | Polarization | Bandwidth | Separation
Jerusalem Cross 2 3 2 2
Rings 1 2 1 1
Tripole 3 3 3 2
Cross dipole 3 3 3 3
Square Loop 1 | ] ]
Dipole 4 1 4 1

Ratings: 1=best, 2=second best, elc.

Table 5-1: Performance of various element geometries

5.1.5 Brief history and applications

FSS applications have been proposed in literature including but not limited to the
modification of the characteristics of antenna systems. For example FSS sub-reflectors can be
used in dual-reflector antenna configurations. These sub-reflectors are mainly used to enhance the
multi-frequency capabilities of such antenna systems. Figure 5-7 shows the Cassegrain Antenna
System [71] [72] where an FSS sub-reflector is placed in front of the main reflector, This sub-
reflector is transparent at a frequency f; and opaque at a frequency /5. This enables the use of two
horn antennas; one antenna placed at the focal point of the main reflector transmitting f; and the
other one placed at the Cassegrain focal point transmitting f;. The net result is that two

frequencies (f; and f3) can be accommodated at the main-reflector.

72




Chapter 5. Frequency Selective Surfaces

FSS are exploited also in military applications. A typical example is the radome in the
nose of an air-fighter. In this case the radome has to ensure a total reflection of all frequencies

expect of the operation frequency band of the radar.

FSS have also been used as polarization transformers in antenna systems that rotate the
polarization of a linearly polarized wave or convert the linear polarization into circular
[73][74][75]. For example if a linearly polarized wave is incident on the FSS, it can be
decomposed into vertical and horizontal components where the one is delayed and the other one is
advanced in phase. If the phase difference between the two components is 90° then the two

components will recombine into a circularly polarized wave.

Another application includes antennas that are mounted on a mast. The entire assembly is
covered with FSS which behave as band-stop filters in order to deflect out of band signal and

allow desired signals to go through. This ensures that low Radar Cross Section (RCS) is obtained.

- Main Rellecor

S

FSS stab-reﬁeclm

A

Figure 5-7: Use of FSS as a Cassegrain Sub-reflector

Apart from applications in antenna design, FSS have found use in other areas. An
example is their application in circuit analog absorbers [56], [76]. The reflectivity/bandwidth of
conventional microwave absorbers, such us the Salisbury Screen, can be enhanced by adding a
reactive component on their resistive layer. By incorporating a FSS into the layered structure of
the absorber this reactive impedance component can be achieved. This ensures that larger

bandwidths can be achieved especially if more FSS layers are added.
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5.2 Techniques for analyzing Frequency Selective Surfaces

Many approaches have been proposed in literature for analyzing and designing frequency
selective surfaces [77]. Some of the more important are, the Periodic Moment Method (PMM)
[56],[78] the Finite Element Method (FEM) [79][80], the finite-difference time-domain (FDTD)
method [81][82] and its conformal version (CFDTD) [83] [84], the Spectral Domain Method
(SDM) [85] [86], the recursive T-matrix Algorithm (RTMA) [87] [88], and the equivalent circuit
method (ECM) [89].

5.2.1 Periodic Moment Method (PMM)

The Periodic Moment Method was developed by Ben Munk [56] and his colleagues [78]
in Ohio State University and serves as one of the more powerful numerical analysis techniques in
FSS. In this method, the mutual impedance between the array elements and an arbitrary selected
element are evaluated using the plane wave expansion. Using the induced voltages (by an incident
plane wave) on the reference element, the terminal current on this element can be derived using
the mutual impedance approach. Assuming that we know the shape of this current, then the
current on the whole structure can be known as well and the scattered field can be easily
calculated. However, the mutual impedance approach has been considered as inaccurate. The
problem arises from the fact that in general we do not know very well the current distributions
along this element. In order to overcome this problem the elements are split into mathematical
segments, which are so small so that the current distribution on each segment is not so significant.

More details and complete formulation for this method can be found in [56] and [78].

5.2.2 Finite Element method (FEM)

The Finite Element Method is a frequency domain computational method for
electromagnetic simulations. However, it was originated from the need of solving civil and
mechanical engineering problems. It combines the geometrical adaptability and the material
generality for solving arbitrary and very complex shapes of any composition. The latter is of
significant importance in electromagnetics since many applications require simulation of non-
metallic/composite structures. Mathematically, is used for finding approximate solutions to partial
differential (PDE) equations and integral equations (IE). The computational domain is broken
down into finite elements of simple shapes. Suitable interpolation polynomials (also known as
basis or shape functions) are used to approximate the unknown function within each element.
These shape functions can be node-based or edge-based. In the node-based elements, the form of
the shape function at each element is controlled by the function values at its nodes. Since in

electromagnetic simulations, the vector electric and magnetic fields need to be represented, node-
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based elements impose serious problems. Firstly, spurious modes are observed when modelling
cavity structures. Node-based functions impose continuity in all three spatial components. On the
other hand edge-based functions guarantee continuity only along the tangential component. This
feature of the edge-based functions mimics the behaviour of field components along
discontinuous boundaries and they are extensively used to solve complex electromagnetic

problems. More information on FEM and its application in FSS can be found in [79] and [80].

5.2.3 Finite-Difference Time-Domain method (FDTD)

The FDTD method was firstly introduced by Yee [92] in 1966. Since then, it has been
widely used in the analysis of electromagnetic scattering, radiation and propagation problems.
This method does not rely on the solution of the traditional complex frequency domain
techniques. Yee has replaced the original Maxwell equations with a set of finite difference
equations. These equations are solved in a “leapfrog” manner, i.e. the electric field equations are
solved in one instance in time where as the magnetic field ones are solved in the next instance in
time. This is done because if we examine the Maxwell equations, we can observe that the change
in the E-field in time is depended on the change of the H-field across the space (curl). This results
in the basic FDTD time-stepping relation, the updated value of the E-field in time, depends on the
stored value of the E-field and the numerical curl of the local distribution of the H-field in space.
Similarly the H-field is time-stepped as well; the updated value of the H-field depends on the
stored value of the H-field and the numerical curl of the local distribution of the E-field in space.
In order to account for multidimensional computations of the field, the computational domain is
subdivided by using an orthogonal mesh in the Cartesian coordinate system. The vector
components of the E and H-fields are arranged on these unit cells in such a way so that an E-field
vector component always lies between two H-field vector components, and vice versa. This
scheme is known as Yee Lartice and is shown in Figure 5-8. The E-components are in the middle

of the edges and the H-components are in the centres of the faces.

Since the FDTD method requires computation of the field components for all the points in
the computation domain, this domain needs to be made finite in order to minimise the computer
memory tequirements of the simulation. This is achieved by adding artificial radiation or
absorbing boundaries (ABC) into the computation domain [93]. For the case that the structures of
interest have periodicity in one or two dimensions, such as Frequency Selective Surfaces, periodic
boundary conditions (PBC) should be used. For such cases the periodic structures are truncated
into single-period structures with PBC in one or two dimensions [82]. The other sides of the

computational domain must be truncated with ABC to avoid reflections.
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Figure 5-8: Yee Lattice.

5.2.3.1 Conformal Finite-Difference Time-Domain Method (CFDTD)

As already mentioned the original Yee-Lattice is based on the subdivision of the
computational domain using an orthogonal mesh in the Cartesian coordinate system. The problem
that arises from this is that it does not produce accurate results for curved edges or surfaces unless
the mesh is made very fine to mitigate the error due to the stair-casing approximation. This
however, would require more and heavier computation. The CFDTD techniques offer an
alternative to fine discretization by using a more complex mesh generation to better describe
curved surfaces without resorting to stair-casing. More information on the CFDTD method can be
found in [83], [84].

5.2.4 Spectral Domain Method (SDM)

The basic idea of the Spectral Domain Method is to transform the partial differential
equations (PDE) into the spectral domain. It uses Fourier Transform to formulate the tangential
components of spatial domain scattered field from scatterers in the reference unit cells, as the
Fourier integral of the tangential spectral domain scattered field. In this domain the PDEs can be
reduced by one or more dimensions into an ordinary differential equation which can be easily
solved using elementary functions. By using the Floquet theorem, these tangential components of
the scattered field from the FSS are obtained by converting the Fourier integral into a summation
of Floquet modes. One of the most important disadvantages of the SDM is that it cannot handle

normal incidence. This happens because the tangential incident electric field vanishes at normal
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incidence. More information and complete formulation of the SDM and its application for FSS
can be found in [85], [86].

5.2.5 Recursive T-Matrix Algorithm (RTMA)

The RTMA method [87], [88] does not require an absorbing boundary condition (ABC)
like the conventional Finite-Difference techniques discussed above. Also, the discretization of the
space is replaced by harmonic expansions of the fields and hence the number of unknown is
significantly reduced. These methods are based on the tessellation of electrically large objects into
small sub-scatterers whose individual transition matrices (T-matrices) can be represented by using
low-order harmonic expansions. Once this is done, a recursive formula is used to sum up the

effects of all the sub-scatterers to compute the fields.

5.2.6 Equivalent Circuit Method (ECM)

Despite the fact that Equivalent Circuit Method (ECM) can only be used for linear
polarisation, and it is limited to certain element shapes, it is often a preferred modelling technique
due to its implementation simplicity and quick evaluation. ECM is usually used as the initial tool
in FSS design followed by any of the aforementioned electromagnetic simulation methods, to
fine-tune the initial design or to simulate more complex structures. This method relies on the
mapping of the FSS to its equivalent circuit which comprises of inductive and capacitive
components. A typical example for a square loop FSS [89] is shown in Figure 5-9. The square
loop FSS is broken down into vertical and horizontal strips. For TE incident wave the vertical
strips contribute to the inductive component (X,/Z,) and the horizontal strips contribute to the
capacitive component (B./Z,). The capacitive component (Eq. 5.1) is multiplied by the effective
permittivity (g.55) of the dielectric substrate which supports the elements. According to [56] and
[89], if one side of the FSS is backed by a dielectric substrate which has a thickness gréater than
A4, the dielectric substrate will have g.¢f = (& + 1)/2. Equations 5.1-5.7 can be used for the
calculation of the reflection and transmission coefficients for a square loop FSS. In these
equations A represents the wavelength in air at the operating frequency and 0 is the angle of
incidence. It has to be noted that this approximation is only valid if p(sinf + 1)/ < 1 [90]. The
square loop FSS formulation presented here was initially presented by Langley in [89] using the
waveguide theory in [90]. However the initial formulation suffered from problems with varying
angles of incidence. Sung in his paper [91] has added the sec(0) term in equations 5.1 and 5.2 to
consider the effects of the varying angle of incidence. His simulation results had a very good

agreement with measurements up an angle of 60 degrees.
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Figure 5-9: Equivalent Circuit Model of a square loop FSS
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Figure 5-10: Comparison between the Equivalent Circuit method (ECM) and the CFDTD method for
a square loop FSS at normal incidence

Figure 5-10 demonstrates a comparison between ECM and the CFDTD method under
normal angle of incidence. Both the free standing case (FSS are assumed to be on the air) and the
case where the square loop FSS is supported with FR4 material (¢,=4.55, tan8=0.0175) which has
thickness greater than A/4 are presented. As already mentioned in Section 5.1.3 when the

supporting dielectric has thickness greater than A/4 the FSS tuning frequency converges to to a

value equal to ‘/ﬁ where £, is the resonant frequency of the free standing case. This is

verified once more in Figure 5-10. For the free standing case the square loop FSS tunes at 2.7GHz

where as for the case where the FSS is backed with FR4 material it tunes at 1.65GHz.

5.3 Frequency Selective Surfaces on Building Materials

5.3.1 Free-Standing Case

For the purpose of this investigation a square-loop FSS was designed and fabricated on
FR4 dielectric (£~4.55, tan6=0.0175). In this work the square loop design was selected mainly
because of its superiority with regards to its angular insensitivity over the other element shapes

[70] (see Table 5-1). The simulations were performed using the CFDTD method. For simulation
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purposes, the FR4 effective dielectric constant was set to 2.775 as suggested by g.q=(1+¢.)/2
[83][96].

5.3.1.1 Experiment Setup

To characterize the FSS response, measurements were carried out in the anechoic
chamber of the Centre for Communication Systems Research in the University of Surrey. Double-
Ridged Waveguide Horn antennas (see Appendix 1) have been used for transmission and
reception and a Vector Network Analyzer (Rohde and Schwarz VNA ZVCE 20KHz-8GHz) was
used to sweep the frequency between 1-4 GHz. The measurement setup is shown in Figure 5-11.
It consists of a wooden board, covered with aluminium foil and absorbing material, which has a

72c¢m X 72c¢m hole in the middle for FSS placement.

Figure 5-11: Anechoic Chamber setup for FSS transmission loss measurements

It was ensured that the FSS lies in the far field region of the two antennas. The minimum antenna
far field distance is given by,

dmin FarField = 2DZ/ 2 (5.8)
where D is the diameter of the antenna or of the smallest sphere which completely encloses the
antenna. The horn antennas used have D=0.22m, hence the minimum distance that these antennas
can be placed away from the FSS structure, for a frequency range 1-4GHz is d,in rarrield =
d; = d, = 1.3m. In order to ensure that all the contributions arriving at the receiving antenna are

all in phase, the 60% of the 1* Fresnel Zone should be kept unobstructed [4]. This is done by
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ensuring that : h/2 = 156 and w/2 = 1y ¢ Where 13, is the radius of the nth Fresnel Zone as shown

in Figure 5-12 and given by [4]:

nid,d,

(5.9)
d,+d,

=

Where 7;, is the radius of the nth Fresnel Zone as shown in Figure 5-12.

Figure 5-12: Fresnel Zones
For this setup 1y ¢ = 0.34m which satisfies the aforementioned conditions.

It has to be noted that all the results presented in this chapter have been time-gated with a Sns
timing window to eliminate any possible unwanted contributions (e.g. diffractions around the

edges of the wooden board).

Figure 5-13 presents the simulated and measured transmission characteristics of the
square-loop FSS under normal angle of incidence. The measurement result is in close agreement

with the simulated result which verifies the validity of the CFDTD method used.

- Square-Loop FSS Measurement
—— Square-Loop FSS Sl
L 1

40— — : ‘

285 38 4
Frequency (GHz)

Figure 5-13: Transmission through a square-loop FSS under normal angle of incidence
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Figure 5-14 presents CFDTD simulation results of the transmission (S21) and reflection (S11)
characteristics of the square-loop FSS, under four angles of incidence (0°, 18°, 36° and 54°), for
TE and TM polarisations respectively. It is clear that as the angle of incidence is varied, the
transmission and reflection characteristics will vary as well. Thus, when designing a FSS for a
particular scenario, this angular sensitivity has to be taken into account in order to correctly model

the appropriated radio wave interaction in the modelled environment.

.
L 1 1 1
1 15 2 25 3 35 4
Frequency (GHz)

(a)

$11 (dB)

L L N | )
1 15 2 25 3 35 4
Frequncy (GHz)

-20 T
(b)

Figure 5-14 : Transmission (S21) and Reflection (S11) loss of the square loop FSS for various angles

of incidence. (a) TE polarisation (b) TM polarisation

82




Chapter 5. Frequency Selective Surfaces

5.3.2 Deployment on Building materials

So far the discussion was concerned with the FSS free standing case. For the application
suggested, the FSS need to be deployed on building materials. Literature reports that when a FSS
is placed on a dielectric medium, its standalone frequency response will change [65], [96].
Therefore, the interaction of building walls and FSS has to be investigated when considering this
kind of application. The first step into this investigation was to measure the constitutive

parameters of typical homogeneous building materials used for this study.

The real and imaginary parts of the complex dielectric constant &, = &’ — j&'' have been
calculated through the use of a multiple pass technique [97] where, an insertion transfer function
H(jw) that accounts for multiple reflections inside the dielectric slab is required. This function is
defined as the ratio of the frequency domain signals in the presence Vi,,:(jw) and absence
Vfree (jw) of the materials under test.

Vinae o)

H(jw) = Vorea ) (2.10)

The insertion transfer function is linked to the transmission coefficient S27 as,

Sy167Pe% = H(jw)
(2.11)
where 8, = 2rf /c and d is the thickness of the dielectric slab. The S21 parameter which can be
directly measured in the anechoic chamber using the setup shown in Figure 5-11 can be cast into

the following equation:

2
Sl (2.12)

where x = /& , Sy (jw) = H(jw)e /®%, 1, =c/d and P = jB,d. This equation is solved

numerically for the complex dielectric constant &. = &' — j&" using two dimensional search

1
(x + ;) sinh(xP) + 2 cosh(xP) —

algorithms.

For the purpose of this research two materials have been characterised in terms of their
electrical properties; a 9mm plaster board and a 9mm MDF (wooden) board. Figure 5-15 and
Figure 5-16 show the obtained relative permittivity and loss tangent respectively for these two

materials as a function of frequency.

To obtain an initial indication of the effect on the FSS response when the latter are
deployed on building materials, the square loop FSS presented in section 5.3.1 was attached on

these two materials.
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Figure 5-15: Relative permittivity of plaster and MDF (wooden) boards
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Figure 5-16: Loss Tangent of plaster and MDF (wooden) boards

Figure 5-17 presents through both CFDTD simulations and measurements the effect of a 9mm-
thick plaster board and a 9mm-thick MDF board on the frequency response of the square loop
FSS. The results indicate a decrease on the tuning frequency of the FSS when the latter is attached
onto the building material. This is due to the fact that low-order evanescent Floquet modes, which
decay exponentially with distance away from the elements, still have significant amplitudes at the
boundary, hence modifying their relative amplitudes and the energy stored close to the array
(FSS) and thus affecting the resonant frequency. Similar behaviour has been observed in [65]
where the effect thickness of the supporting dielectric layer has been investigated (see section
5.1:3)
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Figure 5-17: Effect of wood and plaster when these are attached on the square loop FSS

To further investigate this effect, simulations and measurements have been performed by varying

the distance between the FSS and the material.
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Figure 5-18: Effect of varying the air gap distance between the square loop FSS and a 9mm wooden

board at normal incidence
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Figure 5-18 presents simulations and measurement results after varying the air gap
between the FSS and a wooden building wall. It is observed that by moving the FSS away from
the building interface, the frequency response approaches the free standing case. The first finding
was that when the FSS was placed at 12.5 mm away from the wooden board, the tuning frequency
of the FSS has reached its free-standing value. To further study this effect, simulations and
measurements have been carried out so as to obtain a “break-point™ air gap, beyond which the

FSS frequency response is not affected.
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235

Tuning Frequency (GHz)
N
w
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21
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Airgap distance in wavelengths (1)

Figure 5-19: Simulation and measurement of the effect of the air gap between the square-loop FSS

and a 9mm-thick wooden (MDF) board on the tuning frequency.

Figure 5-19 indicates that the FSS tuning frequency increases rapidly as the air-gap
increases from 0 to A/20 and converges to the free-standing value for air-gaps beyond A/10,
eliminating any detuning effects. Further investigation has been carried out through CFDTD
simulations to study this air-gap relevance to the frequency, the building material electrical

parameters and thickness as well as the FSS design [94].

Figures 5-20 to 5-22 present CFDTD simulation results obtained by changing the
thickness and electrical properties of the building wall, the FSS element shape and FSS standalone
frequency. These results suggest that these parameters do not have any effect on the “safe-break-
point” (A/10) distance that the FSS can be deployed away from the building wall, so as its free-

standing FSS response is not affected.
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Figure 5-20: Air gap effect for various MDF thicknesses on the square loop FSS response
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Figure 5-21: Air gap effect for various 20mm-thick building materials
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Figure 5-22: Air gap effect for various FSS designs at 2.4 and 5.2 GHz deployed on 20mm-thick MDF

5.3.2.1 Deployment on periodic structures

The investigation so far was concerned with the deployment of FSS on homogeneous
building materials. It would be interesting to study whether the safe break-point distance
examined earlier for homogeneous structures applies for building walls which their internal
structure exhibits a certain periodic pattern. For this reason, CST Microwave Studio simulations
have been carried out for the square loop FSS used in the previous investigation, deployed on a
reinforced concrete wall, the geometrical parameters of which are shown in Figure 5-23. The

concrete permittivity was set to € = 7 — j0.3.

Figure 5-23: Reinforced concrete geometry for FSS deployment
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Figure 5-24: Effect of a reinforced concrete wall on the square-loop FSS frequency response
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Figure 5-25: Effect of the air gap between a reinforced concrete wall and a square loop FSS on the

tuning frequency

Figure 5-24 and Figure 5-25 demonstrate that like in the homogeneous building materials case, a
periodic structure has similar effect on the frequency response of the FSS. The same safe “break

point™ air gap (A/10) obtained for the homogeneous structures applies for periodic ones as well.
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5.4 Summary

The basic principles governing the operation and analysis of FSS have been presented in
this chapter. This has included a brief overview of the FSS basic characteristics, the various types
of element shapes, the role and effect of the supporting dielectric substrate, some typical
applications of FSS reported in literature, as well as a brief talk about the most commonly used
FSS analysis techniques. Practical considerations regarding the deployment of FSS in wireless
environments, such as the angle of incidence, and polarisation of the incident wave have been

demonstrated.

Extensive investigation has been carried out through both CFDTD simulations and
anechoic chamber measurements to study the effect of deploying frequency selective surfaces on
conventional building materials. It was observed that once the FSS are attached on building walls
detuning effects take place, which depend on the electrical parameters and dimensions of the
supporting walls. For the proposed FSS application in wireless environments, it would be
currently difficult, if not impossible, to precisely know the wall characteristics. In addition, it is
usually the case in indoor and outdoor environments that walls have different morphological and
geometrical properties. This would necessitate fabrication of various FSS designs so as the overall
structure (FSS-wall) be tuneable to the desired frequency considering also the different effects of
the different supporting walls. Therefore the investigation was concentrated on finding a “break-
point” air-gap, beyond which the FSS response is not affected by the presence of any building
wall. It was observed that for air-gaps greater than A/10, the FSS standalone tuning frequency is
not affected by any homogeneous or periodic structure that exists behind it [94]. This air-gap
appears to be dependent only on the wavelength of transmission and is not affected by the FSS
design and the morphological/geometrical properties of the building walls. This would effectively
give the flexibility to the designer to fabricate a single FSS design and safely deploy it on any

building wall without worrying about any possible detuning effects.

It is common practice that prior to the implementation of any wireless system, a radio
prediction tool is used to predict radio coverage in order to optimise the design. For the proposed
application such a tool needs to incorporate the FSS behaviour as well. The next chapter presents

a deterministic 3D Ray Tracing model which incorporates this FSS behaviour.
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Chapter 6

6 Modified Ray Tracing Model to account for
FSS behaviour

To study the effect of FSS when these are deployed in wireless communication
environments, a Ray Tracing model has been developed in MATLAB and modified to incorporate
the FSS frequency characteristics. As previously discussed, Ray-Tracing algorithms are classified
either as direct (ray-Launching) or inverse (Image method). Image method imposes high
computation due to the increased number of shadowing tests required. However, since using the
image method, the entire computation domain of receivers can be handled on the same time using
a matrix and since MATLAB offers the ability and flexibility to easily manipulate large matrices,
this method has been used for the implementation of the propagation model. To improve
performance, some image-method-specific acceleration techniques have been utilised. Since, in
this model, the geometry of each ray is examined in 3D space, both the azimuth and elevation
angles of arrival at the receiver or any other interaction point are available, and hence, the model
is also capable of using 3D antenna radiation pattern. The FSS behaviour has been incorporated
into the model as a form of angle of incidence dependent reflection and transmission coefficients

obtained using CFDTD analysis.

This chapter presents the implemented Ray-Tracing algorithm and compares its results with
and measurements carried out in an indoor office environment. It also verifies the applicability of
the modified FSS-Ray Tracing model through measurements carried out in a small-scale indoor

environment constructed in an anechoic chamber [98].

6.1 Environment Modelling

The first step, during the implementation of the algorithm was to develop an unambiguous
way for defining the environment. For this reason an environment database was developed which
allows the definition of the transmitter location and the geometrical and morphological
description of the environment facets. The MATLAB structure was utilised for this purpose,

which allows the organisation of the data in a hierarchical manner for easier manipulation. The
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variable Building was defined as the root of the structure, which contains all the other

information as illustrated in the figure below:

Building

.Facet

: (1x4]

Tx

s (1x1

——

.coordinates : (1x4)
L acet (4) power T (1x1)
- .gain @ (1x1)
-
Facet (1
M)
.coordinates 1 (4x3) ~—
type : ‘internal_wall’
rel_permitivity  : 4.5
.conductivity : 0.018
: 0.156
.child ¢ (1x2)
fss : ‘yes'
.Fss_files : CFDTD_fss.txt
child (1) - ) chid2 )
.coordinates : (4x3) .coordinates : (4x3)
type : ‘wooden_door’ type : ‘window’
.rel_permitivity  : 2 .rel_permitivity  : 5.2
.conductivity : 0.008 .conductivity : 0.0035
.thickness : 0.1 .thickness : 0.05

Figure 6-1: Ray Tracing Algorithm Environment Description

The structure Building is thought to logically contain two other structures; the first one
is the transmitter (structure Tx) and the second one is the Facet structure. The Tx structure
contains three properties; the 3D Cartesian coordinates (.coordinates) of the transmitter’s
location, its transmitting power (.power) and its gain (.gain). The Facet structure contains all
the defined facets inside the environment. Each Facet is a structure itself containing eight
properties; the 3D Cartesian coordinates of the facet’s vertices (.coordinates), the facet’s type
(.type), relative permittivity (.rel permitivity), conductivity (.conductivity) and
thickness (.thickness), a flag that indicates whether an FSS is attached to it, a string that
contains the file name of the CFDTD reflection and transmission coefficients of the deployed
FSS. The .child property provides a link to other facets that are contained within the current
facet (e.g. doors or windows). By using this child relationship we avoid the case of defining new
facets for which the image to be calculated will be the same as the parent image. This saves

computation load and time.

Based on this scene modelling, the environmental description of a given indoor scenario

can be saved into a separate file and loaded upon execution.
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6.2 The image tree algorithm

Once the environmental description of a given indoor scenario is loaded the first step of the
algorithm is to construct an image tree, with as many levels of images as needed to compute the
field strength to the desired level of accuracy [99]. Basic computer graphic techniques based on
3D transformations such as translation, rotation and reflection matrices have been utilised to
compute the image point of a source with respect to an arbitrary placed and arbitrary shaped facet
[100]. In order to discard the images that do not exist in practice, shadowing tests are performed
during the calculation of the image tree. According to Figure 3-12(b) when a facet is completely
outside the reflection region of a source (or image) point, then the image that corresponds to that
facet can be discarded. Implementing this condition has showed that the number of images was
reduced by approximately 25-40% according to the geometry of the modelled environment,
considerably reducing the computation overhead and time to produce results. The image tree is
calculated and stored in a two dimensional array images (a,b) where a represents the order of
each image and b is a counter for every image. Every element of the array is a structure with a

number of properties as shown in the example in Figure 6-2 which shows a 3" order image:

7~ =
images(3,17)
.coordinates 1 (4x3)
ref_facet : 3

.parent_source_index1 : 2
.parent_source_index2 : 3
.exists &1

Figure 6-2: Image structure example

The following properties are defined:

®* .coordinates which identifies the 3D Cartesian coordinates of the image

» ., exists states whether the image actually exists or not (1=exists, 0=does not exist).

" .ref facet specifies the facet that the image was calculated from.

* .parent_source_indexl and .parent_source index2 which identify
the indices of the parent image in the image tree. '

The algorithm for the calculation of the image tree is shown in Figure 6-3:
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N=Number of facets;
Depth=order of reflections;

l
First order BT . . estcoms

Images

v
Calculate image(1,i) w.r.t facet(i) and the Tx;
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Figure 6-3: The image tree algorithm flowchart
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6.3 Transmission Algorithm

The transmission algorithm is a standalone algorithm that calculates only the refraction
losses that a ray encounters as if refraction was the only propagation mechanism. For every
observation point on the prediction plane (grid), which is defined by three 3D Cartesian
coordinate matrices (x, y and z), a ray is traced back to the transmitter and the transmission
coefficients associated with every facet the ray encounters on its way back to the transmitter are
calculated using equations (2-45) to (2-51). This results into a matrix that contains the
transmission coefficients for every point in the grid as if the facet was the only one present in the
scene, Since polarisation and the antenna pattern are taken into consideration three transmission
coefficient matrices are calculated which correspond to x, y and z direction respectively. The same
procedure is followed for every facet in the environment and all the transmission coefficient
matrices are multiplied together so that the contribution of transmission losses through all the
facets in the scene for all the grid points is calculated. For Line of Sight (LoS) receiving points the
transmission coefficients are equal to unity. For the calculation of the transmission coefficients
the angle of incidence is required. This is calculated by finding the dot product between the unit

ray vector and the facet unit normal vector.

Once the transmission coefficient matrices are calculated then these are multiplied by the
spreading factor and phase delay matrices (obtained by calculating the overall distance between
the transmitter and all the possible receiver location in the prediction plane). Finally, the result is
multiplied by the transmitted electric field in order to obtain the electric field for every point in
the grid taking into consideration transmission losses only. The flowchart of the transmission

algorithm is shown in Figure 6-4.

6.4 Reflection algorithm

One of the most complex and time consuming part of the propagation model is the
algorithm that calculates the electric field due to reflections on the scene’s facets and the
transmission losses that are encountered when at least one reflection occurs. Once all the
realisable images have been determined using the image tree algorithm, a reflection algorithm has
been implemented to calculate the reflection coefficients of all possible interactions for the given
scenario. Starting from the image at the deepest level of the image tree, the ray is traced back to
its parent in the image tree, and then the parent to its parent and so on until the transmitter is
reached. If the path exists, then the reflection coefficients associated with all the possible
reflections that the ray encounters on its way to the transmitter are calculated. On its way to the

transmitter the ray may encounter a number of facets which will attenuate the electric field of the
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observation point under test. Any grid points that are outside the reflection region of any image

have reflection coefficients equal to zero.

N=Number of facets
encountered by ray
A=3x10%frequency
K=2m/A
Z,=1201
E0=2Z,P,Gt

Y

Calculate the Distance R between the
transmitter and the receiver location

v

Calculate the Transmitted Electric Field

E,(x,y,z) = E, sin(@)(e ™ / Jax R)E

Calculate the Electric Field at the
point of interest <

E(x,y,2)=E (x,9,2)xT

Yes

Calculate the dyadic transmission coefficient Teoen
3 using eq. 2-45 to 2-51

end

Figure 6-4 : Transmission Algorithm Flowchart

While tracing the reflected ray back to the transmitter, the ray will probably encounter
some facets which will attenuate the reflected electric field. The way that the algorithm was built,
ensures that all the intermediate transmission coefficients are calculated. However some of these

coefficients are equal to unity which means that the corresponding facet is not encountered by the
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traced reflected ray. Therefore in order to avoid the computation of the unnecessary intermediate
transmission coefficients, the facets that are not encountered by the traced ray are not considered.
In order to do that the shadowing test discussed earlier is used here as well. This discards facets
that do not lie between the transmitting antenna and the first reflection facet (Region 1 in Figure
6-5), and facets that do not lie between the receiver location and the last reflection facet (Region
3 in Figure 6-5).

/7

acet 1
% T
SRR
KX

Image2_-~
3

Figure 6-5: Reflection regions

The distance travelled by each ray is also determined in order to allow for the calculation
of the path loss and the phase difference from the transmitter to the destination point. As in the
case of the transmission coefficients, three reflection coefficient matrices are calculated using
equations 2-45 to 2-51 in order to account for polarisation and antenna pattern. Once all the
Fresnel coefficients for all the points inside the reflection region of the corresponding image are
calculated they are multiplied together and the result is multiplied by the corresponding spreading
factor (to account for path loss) and the overall phase delay and the resultant coefficients are

stored.

The ray-tracing procedure outlined above is repeated for all the images at the deepest
level and then the algorithm moves up until all the images in the image tree are taken into
account. The coefficients of each image are stored in matrix form (if a ray is not feasible then the
coefficient of this observation point is equal to 0). All the matrices are finally summed together to
obtain the overall coefficients for all the possible observation points in the grid. What is only
needed now is to multiply the accumulated coefficients by the transmitted electric field to obtain

the electric field of each point in the grid due to reflections which is returned by the algorithm.

The Reflection Algorithm flowchart is presented in Figure 6-6.
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Figure 6-6: Reflection Algorithm flowchart
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6.5 The Final Model

The final step in the propagation prediction model is to bind all the previously explained
algorithms and procedures so that the power coverage of a transmitting antenna is predicted. The
flowchart of the final algorithm is shown in Figure 6-8. It starts with the definition of the various

parameters and the loading of the environment description.

(c)

Figure 6-7: Diffraction effect. (a)Only reflection/refraction considered, (b) diffraction contribution,
(c)reflection/refraction/diffraction considered

The transmission algorithm is called first to calculate the received field due to transmission
through the environment’s interfaces as if refraction was the only propagation mechanism.
Reflection algorithm is called second, to calculate ray paths that undergo multiple reflections
(maximum number of reflections is defined by the user) and all the associated intermediate

transmissions. Diffraction is assumed to have significant effect in an indoor environment only if it
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is the first propagation mechanism that a propagating ray encounters. Incorporating multiple
diffractions into the model, and especially considering that they occur between any other
propagation mechanisms will make the model inefficient and very time consuming. No rigorous
criterion for deciding what contributions to include in any simulation was used. The number and
type of these contributions were empirically decided by observing the environmental description
of the scenarios under investigation. For indoor environments that are dominated by reflections
and refractions only a single UTD diffraction is incorporated using the formulation presented in
section 3.2. Its modelled effect is presented in Figure 6-7.
/ Define the prediction plane in terms of the /
X,Y and Z coordinates of the grid points as
well as the spacing between them

v
| Load the Environmental Description

Y

/ Define the Input parameters
f=frequency
P,=Transmitter Power
Gr= Transmitter gain
GR= Receiver gain
D=Depth of reflections

L LF VI e ¥

Cali the Transmission algorithm to get back
the Electric field which accounts for
transmission losses only

E'(x,y,2)

h 4

Call the Reflecticn algorithm to get back the
Electric field which accounts reflections up to
the specified depth

E"(x,3,2)

v

Calculated field due to single UTD diffraction
E7(x,,2)

v
Sum up the Electric fields
Euﬂa’(x! y’z) = E (x’y5 z) + Er(x)y’z)+ E‘,(xsy’ z)

h 4

B = (B} + (Bp) + B

¥

Convert into power |
B iAo Gy i
87xZ,
v
Plot the Results

P

Figure 6-8: Final Model Algorithm
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6.6 Basic Model Results and Validation

In order to validate the basic Ray Tracing algorithm prior to the investigation of the effect
of FSS, a real scenario (second floor of the Centre for Communication Systems Research, CCSR,
University of Surrey) was simulated and radio measurements were performed on site. The basic
Ray Tracing modelling approach was also compared with results obtained from a commercial Ray
Tracing simulator by RemCom (Wireless Insite), which utilizes the SBR method (see section

3.4.1)

6.6.1 The CCSR

The Centre for Communication System Research (CCSR) which is located in the northern
part of the Surrey University Campus is a three storey building, with dimensions 45x45 m. The
second floor, which is under investigation, has half the size of the lower ones, measuring at 25x45
m approximately. By using the CAD-plans of the 2" floor of the CCSR building (Figure 6-9) the
environmental description of the model has been developed. The model environmental description
comprises of 48 facets (internal or external walls) and 58 patches (windows or doors). This

environmental description is shown in Figure 6-10.

[

Figure 6-9: CCSR (2nd floor) CAD-plan

Detailed morphological description of the building’s interfaces was not available, so
conventional building materials were assumed. The external walls were assumed to be made of
brick; floor and ceiling are made of concrete whereas the internal walls are made of plaster. The
doors are assumed to be wooden and assumed to be always closed. The external double-glazed
windows which are assumed not to have significant effect on the propagation prediction for the
estimation route depicted in Figure 6-10, have been modelled as single-glazed because the ray

tracing model uses a single layer model for calculating reflection and transmission coeffiencts
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(see section 2.4.1.2). The only metallic interfaces considered in the scene are the elevator ones.

Typical constitutive parameters for different materials can be found in [52].

Relative Electrical Conductivity Thickness
Interface Type | Material Permittivity &, o (Siemens/m) (meters)
External Wall Brick 55 0.018 0.30
Floor &Ceiling | Concrete 8 0.01 0.40
Internal Wall Plaster 35 0.015 0.15
Door Wood 2 0.008 0.10

Table 6-1: Electrical Parameters used for CCSR Interfaces

Figure 6-10: Environmental description of the 2™ floor of the CCSR building

The WLAN system installed in the CCSR building consists of a number of wireless access
points (Cisco Aironet 350 Series) which provide indoor-covered connectivity to wireless LAN
terminals. It is based on the 802.11b/g protocol (2.4 GHz to 2.497GHz) and offers data rates up
to 54Mbps. Typically the transmitting power of the access points can be configured between

ImWatt to 100mWatts. The access points consist of a vertical dipole antenna with gain 2.2dBi.

The developed model has been deployed to predict the radio coverage provided to the
second floor of the CCSR building using installed transmitters. In order to cover the whole area a
regular grid of observation points with spatial separation of 0.1 metres (which is less than the
wavelength of operation: 0.125 metres) has been formed at height of 1 metre above the ground

(this resulted into 113201 possible receiver locations). The transmitter is transmitting SmWatts at
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2.412 GHz having 2.2dBi antenna gain. The receiver gain was assumed to be 0dBi. Figure 6-11

shows the field prediction for this setup.

Figure 6-11: CCSR 2" floor field prediction at 2.412 GHz

6.6.2 Model Validation

To validate the model, measurements were performed along the measurement route
depicted in Figure 6-10. The measurement route consists of 51 equally-spaced (both LOS and
NLOS) averaged measurement points. Measurements were carried out with a portable spectrum
analyzer from Rohde and Schwarz (FSP 30). The transmitter used was a calibrated Rohde and
Schwarz signal generator transmitting a 10dBm CW signal at a frequency of 2.4 GHz. Dipole
antennas were used for transmitting and receiving. In order to account for fast fading variations,
for every measurement point the receiver was slightly shifted by few wavelengths (25cm) and the
average of all the corresponding measurements was taken and compared with the model
prediction for that particular point. Model predictions were obtained considering 2cm spacing
between the individual receiver positions, in order to capture fast fading effects. However, since
model prediction provides exact phasor total fields and not local averages, a sliding filter has been
used to average them over a window of two wavelengths. A single diffraction, three reflections
and all the possible transmissions have been considered for this simulation. Figure 6-12 shows the

comparison of the theoretical predictions using both the developed model and Wireless Insite and
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the measurement set. The recorded set of measurements has indicated a mean square error of
around 4.15 dB and a model error standard deviation of around 5 dB which are considered
acceptable. Various reasons exist for the small differences between the predictions and the

measurements and most of them are explained in section 3.5

‘30 T T I 5 T T

—+— Measurement

—— Simulation with Wireless Insite
Model Prediction (MATLAB)

Power in dBm
& a
o

2
o

-80

10 20 30 40 50 60
Point

Figure 6-12: Comparison between measurements and modelling

6.7 The Ray-Tracing FSS model

Once the basic Ray-Tracing model was verified, it was enhanced in order to include the
theoretical FSS behaviour. As it can be seen from Figure 6-1 the .Facet structure in the model
environment description contains a flag parameter .fss which indicates whether an FSS is attached
to any of the scene’s facets. If there is an FSS, then when a ray interacts with that particular Facet,
the model does not follow the conventional procedure of calculating the Fresnel coefficients
discussed in section 2.4.1, but instead it loads a set of pre-calculated angle-dependent reflection
and transmission coefficients for the FSS-facet combination, obtained using the CFDTD method
presented in section 5.2.3.1. Typical FSS reflection and transmission coefficients for various
angles of incidence have been presented in Figure 5-14. To incorporate the three-dimensional
scattering behaviour of any deployed FSS, the CFDTD reflection and transmission coefficients
are pre-calculated for various elevation and azimuth angles (¢ and @ respectively as shown in

Figure 2-10 with the FSS-wall structure lying on the x-y plane).
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6.7.1 Model Validation

In order to validate the developed model and verify the applicability of Ray-Tracing in
predicting radio propagation from FSS indoor environments, a small-scale indoor environment

has been constructed and measured in an anechoic chamber as depicted in Figure 6-13a.

(b)

Figure 6-13: Anechoic Chamber Experiment Setup (internal view)
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The transmitting antenna was placed outside the chamber in such a way so as a LOS
component could not be received by the identical receiving antenna (1-8GHz horn antennas with
45 degrees beamwidth — see Appendix 1), which was placed inside the chamber. Two wooden
boards were placed inside the chamber to direct the ray components to the receiving antenna
(Figure 6-13b). With this setup, the ray launched by the transmitter reflect on board | and 2 and
then reach the receiver. The distance travelled by the ray after the two reflections is 6.3 meters,
corresponding to a path loss of 56dB at 2.4 GHz. The angle of incidence on the first board is 45°
and 54° on the second. The theoretical CFDTD frequency responses of the square loop under
these two angles of incidence have been incorporated into the Ray Tracing Model. The anechoic
chamber is covered with Emerson and Cumming pyramidal shaped. carbon loaded urethane foam
absorbers with very low reflectivity. For frequencies between 1-4GHz these absorbers can present
40-50 dB of reflection loss at various angles of incidence. This effectively means that any
reflected contributions from the anechoic chamber walls will have insignificant effect on the

measured response.

Three cases have been measured; reflectors (1) are made of wood, (2) covered by metallic
surfaces and (3) by FSS as depicted in Figure 6-13b. For the purpose of this experiment a square-
loop FSS tuned at 2.4 GHz was designed and fabricated on FR4 dielectric (£=4.55, tand=0.0175).
Figure 6-14 presents the theoretical behaviour (CFDTD) of this square-loop FSS under various

angles of incidence.

o

Normal Incidence
.15 H —*— 18 Degrees
—=— 36 Degrees

* - 54 Degrees

15 2 25 3 3.5 4
Frequency (GHz)

1

Figure 6-14: Transmission (S21) and Reflection (S11) coefficients of a square-loop FSS under various

angles of incidence as suggested by the CFDTD method.
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Figure 6-15 presents the results of these measurements. It is clear that there is a
significant increase of the field strength at 2.4 GHz for the FSS case compared to the results
obtained from the wooden board case. The received power at 2.4 GHz is the same as the one for
the metallic case, but significantly lower for any other frequencies. This result verifies the
application of the frequency selective surface as a passive repeater, meaning it can be used to
increase signal coverage on specific frequencies without affecting the operation of systems
operating on other frequencies. Also this experiment and the comparison with the theoretical ray
tracing results demonstrates that ray tracing can be applied to predict radio propagation in FSS

indoor environments.
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Figure 6-15: Anechoic Chamber results for the 3 cases under investigation
6.8 Summary

The applicability of Ray Tracing for predicting radio propagation in FSS environments has
been demonstrated in this chapter through the use of a custom written Image-method algorithm.
The model was modified to incorporate the theoretical behaviour by replacing the Fresnel
reflection and transmission coefficient calculations with pre-calculated (CFDTD) angle-dependent

(three dimensional) FSS coefficients.
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Basic model predictions from a real environment (2™ floor of the CCSR) have been
compared with results obtained from a commercial simulator (Wireless Insite by RemCom) and
with measurements carried out on site. Comparison indicated a reasonably good agreement. The
FSS-Ray Tracing model was also validated through a small scale indoor FSS environment

constructed and measured in a controlled environment (anechoic chamber).

The developed tool was used to study the effect of incorporating FSS in indoor

environments. Results of this study are presented in the next chapter.

108




Chapter 7. The Effect of FSS in Wireless Environments

Chapter 7

7 Effect of FSS in Wireless Environments

The modified Ray-Tracing model presented in the previous chapter was utilised to study the
effect of deploying Frequency Selective Surfaces in wireless environments. The study was
concentrated to WLAN (802.11 a/b/g) frequencies (2.4GHz and 5.2GHz). The fundamental idea

was to utilise Frequency Selective Surfaces in order to,

. Achieve frequency selective radio coverage improvement in areas of interest. This is
based on the assumption that the mean signal due to a reflected contribution arising from
a Frequency Selective Surface would be stronger than the one received from any other
non-metallic object.

2. Provide isolation by selectively rejecting a frequency range, thus reducing interference or
increasing wireless security by minimising the spill-over of radio waves outside
designated areas.

3. Guide the wanted radio signals to areas of limited signal coverage by utilising FSS and
the internal structure of the physical environment.

4. Achieve all the above goals without affecting the operation/radio propagation

characteristics of any other system operating in the close vicinity of the targeted system.

This chapter presents Ray-Tracing simulations for various indoor scenarios presenting how
frequency selective surfaces can be utilised as passive repeaters to achieve the above objectives. It
has to be noted that for the presented simulation resuits, various factors governing the FSS
propagation characteristics such as angle of incidence, polarisation as well the interaction of FSS
with the building materials (as presented in section 5.3) have been taken into account. An initial
flavour of the effect of deployed FSS on the potential capacity increase from using a MIMO

system is demonstrated,
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7.1 Initial Investigation-Feasibility Study

In order to demonstrate the principle and the feasibility of the application proposed some
initial investigation has been carried out [101]. This included simulations in a simple theoretical
indoor scenario consisting of 14 brick-30cm-thick walls (including floor and ceiling) with relative
permittivity &=5 and conductivity o = 0.1. In order to get an initial idea of the effect of FSS when
these are incorporated in an indoor wireless environment, a square-loop design (tuned at 2.4GHz)

was assumed to replace the actual walls that the FSSs were deployed on.

Figure 7-1: Field Prediction at 2.4GHz without FSS

dBm

Figure 7-2: Field Prediction at 2.4 GHz with FSS replacing the external walls only
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Figure 7-1 and Figure 7-2 clearly demonstrate the feasibility of the aforementioned
objectives 1 and 2. It is clear that by replacing the external walls with FSS structures, signal
coverage is generally increased providing higher system reliability. At the same time, the signal
outside the building has greatly decreased, reducing possible interference from this system to any
other network that might operate on the same or very close channel frequency. Figure 7-3 shows
the field prediction obtained at 2.4GHz when FSS are assumed to replace the external walls as
well as the walls of Room 2 and Room 3 as depicted in Figure 7-1. The doors are assumed to be
closed and also replaced by FSS. It can be observed that the signal coverage in Rooms 2 and 3 is

significantly reduced while the corridor acts as a waveguide, guiding the signal to other areas.

Figure 7-3: Field prediction at 2.4GHz with FSS added on external and internal walls

This initial study through indicative coverage plots, has verified the feasibility of utilising
FSS as passive repeaters and/or isolators in wireless environments. The frequency selectivity of
this application is going to be demonstrated in subsequent scenarios where more results from

various FSS-placement combinations are presented as well.

7.2 Scenario 1

The first scenario into investigation shown in Figure 7-4 is a simplified indoor environment
with dimensions 22 32 metres [102]. The external walls are assumed to be made of brick where
as the internal ones are assumed to be made of plaster. The floor and ceiling are made of concrete.

Typical constitutive parameters of these materials (see Table 6-1) have been used and all the
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interfaces were assumed to be homogeneous. The facets in the simulated environment where also
described in such a way as to account for the theoretical and measured FSS behaviour under
various angles of incidence as suggested by the CFDTD method and verified through anechoic

chamber measurements.
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Figure 7-4: Scenario 1

A square loop FSS design has been chosen to be deployed on the environment’s
interfaces mainly due to its superiority against other FSS designs in terms of its angular
insensitivity as presented in Table 5-1[70]. The square loop was designed on FR4 material
(e=4.55, tand=0.0175) with a 2.4 GHz tuning frequency. The dimensions of square loops are
shown in Figure 7-5. The CFDTD method was used to calculate the reflection and transmission
coefficients for the FSS-airgap-building wall combination. As already verified through
simulations and measurements in section 5.3, when the airgap between any FSS and any building
material is bigger than A/10, then there is no significant effect on the FSS tuning characteristics.
For this reason, the square loop FSS was placed 12.5mm away from all building materials (i.e.
brick, plaster board, wood and concrete). An illustrative example is shown in Figure 7-6 where

the square loop FSS is placed 12.5mm away from plaster board.
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Figure 7-5: Square loop FSS tuned at 2.4 GHz deployed on building walls
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Figure 7-6: Transmission loss for square loop FSS free standing case and the case where it is placed

12.5mm in front of plaster.
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Firstly the effect of deploying the FSS, on the four external walls was examined. Ray-
Tracing simulation results obtained along the estimation route depicted in Figure 7-4 are shown in
Figure 7-7. The spacing between the receiver locations along this estimation route is 0.05metres.
The results shown in Figure 7-7 have been averaged (using a sliding averaging filter) in order to

remove fast fading.
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Figure 7-7: Comparison of different cases at 2.4 GHz.

It is obvious that the field strength inside the building is increased where as the one
outside the building is decreased. The power outside the building is reduced by roughly 20dB
which effectively reduced the interference to any other wireless networks operating at the same or
similar frequency outside the building. The power inside the building is increased by roughly
10dB.

The next step into the investigation was to find a way to channel the signal along the
corridor, whereas at the same time restrict it from areas 1, 2 and 3 as shown in Figure 7-4. In this
case, FSS were deployed on the internal walls as well. Results in Figure 7-7 (green line) suggest
that there is significant increase of the field strength along the corridor, compared to the non-FSS
case (black line) of around 10-12dB. Also, there is around 10-15dB field reduction in areas 1, 2
and 3, again compared to the non-FSS case. Someone would expect that this reduction would
have been 20dB as in the case of the FSS deployment on the external walls only. This does not

happen because the high attenuation suffered by the rays while crossing the internal walls is
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compensated by the stronger reflection (and effectively less attenuation) coming from the floor
and ceiling where FSS is also deployed. In order to verify this, the floor and ceiling FSS were
then removed. The results (red line in Figure 7-7) indicate a further field reduction in the areas of
interest but at the same time a slight reduction of the field strength along the corridor, compared
to the previous case (green line) which is due to the absence of the floor and ceiling strong

reflections.

All the above cases have assumed that the doors shown in Figure 7-7 were closed and
covered with FSS. The case where FSS are added on external and internal walls (including floor
and ceiling) has been re-simulated assuming that the doors where left open. The results (pink line
in Figure 7-7) indicate that the corridor still acts as a waveguide providing better coverage in the
region between points 5 and 6 compared to the non-FSS case. However, there is significant spill
over of radio waves inside areas 1, 2 and 3 effectively reducing the required coverage isolation in
these areas. This means that, in order to achieve high coverage isolation in certain regions of the
environment, doors (or even windows) that can act as source of spilled over rays into those

regions need to be covered with FSS and remain closed.

These results indicate that with different FSS arrangements inside the environment,
different objectives (coverage restriction, field increase or wave guiding effects) can be achieved,

based on the designers’ wish.
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Figure 7-8: Effect of a 2.4GHz tuned FSS on a 5.2GHz wireless system (scenario 1)
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To highlight the effect of a deployed FSS, tuned at 2.4GHz on a different frequency, a
radio transmission at 5.2GHz was assumed. The transmission and reflection coefficients at 5.2
GHz were again obtained using the CFDTD method. Figure 7-8 suggests that the FSS has very
little effect on the radio propagation characteristics at this frequency since the FSS is not tuned at
5.2GHz. This effectively means that a carefully designed and deployed FSS will not have any
effect on a system operating on another frequency. A specific example could be the confinement
of WLAN signals within a building without obstructing the transmission of cellular signals

through such a frequency selective building.

7.3 Scenario 2: Typical Office Floor

Scenario 1 has achieved all the objectives mentioned in the beginning of this chapter.
However, it would be wiser to simulate a different environment in order to verify the generality of
the proposed application. For this reason a typical office floor environment (Figure 7-9) has been
defined and simulated [103], utilising the square loop FSS presented in the previous section. The
office floor consists of 5 offices and a large meeting room located away from the access point
(Tx) position. The idea in this environment is to utilise the corridor as a frequency selective

waveguide to channel the signals and effectively increase the coverage in the meeting room.
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Figure 7-9: Scenario 2. Typical Office floor
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Following the same methodology as in the first scenario, FSSs have been initially used on
the external walls only (including floor and ceiling). Results obtained along the depicted (in
Figure 7-9) estimation route are shown in Figure 7-10. The spacing between the receiver locations
along the estimation route is 0.10 meters. Two dipole antennas with gain equal to 2.15dBi have
been used as transmitting and receiving antenna elements. The transmitting power was set to 10
dBm. Similarly to scenario 1, the obtained results suggest that the field strength inside the
building has generally increased by roughly 10-20 dB where as the one outside the building has
been reduced by 15-20dB, depending on the location of the transmitter. It is noted that in areas,
where radio propagation is dominated by Line of Sight (LoS) components (e.g. along the

corridor), the application of Frequency Selective Surfaces on the external walls had a minimal

effect.
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Figure 7-10: Comparison of different cases at 2.4 GHz for scenario 2. The letters at the top of the

figure correspond to the points along the estimation route shown in Figure 7-9

Results also suggest the received field inside the meeting room has not been significantly
increased. Therefore, the next step into this investigation was to find a way to channel the signal '
along the corridor and increase the coverage in this area. As already observed from the previous
simulation results, the easiest way to achieve this is to deploy FSSs on the internal walls (corridor
walls) as well. Results presented in Figure 7-10 (red line) suggest that there is a significant

increase of field strength in the meeting room compared to the non-FSS case (blue line). It is also
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noted that the field strength inside office rooms 3, 4 and 5 has not decreased since the attenuation
suffered by the rays while crossing the internal walls of these rooms is compensated by the
stronger multiple reflections along the narrow corridor. However, this kind of compensation does
not influence the received power outside the building, for the case where FSS are added only to
the external walls. In this case the ray paths which undergo multiple reflections on the external
walls are bigger in length, compared to the paths which undergo multiple reflections along the
narrow corridor. This effectively means that these components will suffer higher path loss and
they will not contribute significantly to compensate the power reduction due to the transmission
through the wall. Similarly to scenario 1, results suggest that in certain scenarios, FSS will act as
passive repeaters, channelling the signal to areas of interest while at the same time restricting

coverage to other areas.
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Figure 7-11: The Effect of a 2.4GHz tuned FSS on a 5.2GHz wireless system (scenario 2)

Figure 7-11 demonstrates the frequency selectivity of the deployment. It is again observed
that the deployed FSSs do not significantly affect the radio propagation characteristics of any

other system transmitting on a different frequency (5.2 GHz in this case).
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7.4 Scenario 3: Outdoor to Indoor-Operation of various wireless
system‘s

The scenarios investigated so far have dealt with indoor wireless environments where a
WLAN system operating at 2.4GHz was in operation. In order to study the basic isolation
between various networks operating in the same area, the outdoor/indoor scenario shown in
Figure 7-12 was simulated. It consists of four buildings, each of which has a different wireless
system in operation except houses 1 and 3 that have the same WLAN (802.11b/g) system
transmitting on the same channel (Tx1 and Tx3). House 2 has an 802.11a system transmitting at
5.2GHz (Tx2). Also a GSM Base station (Tx4 at 900MHz) is located in the area. The systems
installed in Houses 1 and 2, transmit sensitive data, and therefore to further improve security, the
spillover of radio waves outside these buildings needs to be decreased. For this reason FSS have
been added to the external walls of these two buildings, tuned at 2.4 GHz and 5.2 GHz

respectively.
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Figure 7-12: Outdoor to Indoor and Indoor to Qutdoor Scenario

Figure 7-13 and Figure 7-14 present the potential benefit when FSSs are added to the
external walls of Houses 1 and 2. It is observed that the respective transmission for each system is
blocked from escaping the wanted area, effectively increasing wireless security. The FSS added to
the external walls of House 1 serves also another purpose. Suppose that Tx3 in House 3 is
transmitting on the same channel as Tx1 and this building does not have FSS deployed on its
walls. The presence of FSS on the walls of House 1 significantly reduces the interference to this

system as demonstrated in Figure 7-15.
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In addition, the deployment of FSS on any of the buildings, should not affect the

operation

of any commonly used wireless networks such as the GSM system. Figure 7-16 shows

that the deployed FSSs have a minor effect on the 900MHz transmission of the local GSM Base

station.

Power (dBm)

Power (dBm)

ol [ellsl, [ [ellrl Islls]

: S 5 o ; No FSS
50 B I—FSIScz.ase-
60 ]
2 oo LSO ]
Y O S S . N SR S
oAl Py WV\ _
100 1] ____________ o ......
110 ___________
w6 W% 20 28 3% 0

Receiver Point

Figure 7-13: Tx1 transmitting at 2.4 GHz
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Figure 7-14: Tx2 Transmitting at 5.2GHz
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Figure 7-15: Tx3 Transmitting at 2.4 GHz
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Figure 7-16: Cellular Base Station Transmitting at 900MHz
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7.5 MIMO in FSS Environments

Multiple Input/Multiple Output (MIMO) systems, initially introduced by Winters [104]
consist of an array of transmitting and an array of receiving antenna elements as shown in Figure
7-17. Such systems have the potential to achieve high capacities as well as diversity gain
depending on the propagation environment [106]. The increasing capacity of a MIMO system
relies strongly on the richness of multipath rays which provide uncorrelated or low-correlated
channels [107]. This means that the MIMO capacity increases as correlation decreases. It has been
proven theoretically that the capacity of a MIMO channel also increases linearly with the number
of transmitting and/or receiving antenna elements [105][108]. This is due to the decomposition of

the channel into an equivalent set of spatial sub-channels [109].

-k

AA A

Noisy Channel

Transmitter
N
Jani2oay

A

[>{m

Figure 7-17: MIMO Channel

Literature includes some work on the applicability of MIMO systems for indoor wireless
environments. The authors of [106] have performed measurements of a MIMO system under
strong and weak Line of Site (LOS) conditions. They verified that the capacity decreases as the
distance from the transmitting array increases because the transmission correlation increases. In
[107] and [111] it is shown that the performance of a MIMO system is influenced by the
arrangement of the array antenna elements as well as the indoor propagation environment. The
authors of [110] have studied the influence of homogeneous and complex building structures on
the capacity of indoor MIMO systems. They have shown through FDTD simulations that the

complex structure can produce lower correlation and effectively higher MIMO capacities.

For the conventional Single Input Single Output (SISO) systems studied so far the

fundamental formulation of capacity proposed by Shannon is given by,

S

where C is the capacity in bps/Hz, S is the signal power in watts and N is the noise power in watts.

Forthe N X M MIMO system shown in Figure 7-17, channel capacity is calculated using [112]:

C = log,[det(I + (p/N)HHT)]
(7.2)
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Where p is the average Signal to Noise Ratio (SNR) over all the MIMO branches, / is the N X N

identity matrix and H is the channel matrix with H” being its conjugate-transpose matrix.

Since the presence of FSS in an indoor environment can increase the presence of strong
reflected components in every receiving location it would be interesting to investigate any
potential benefits in terms of capacity and diversity gain from using MIMO systems in an FSS
indoor environment. The idea is that the presence of various multipath components at every
receiving element would make the channel more Rayleigh (higher K-factor) achieving lower
correlation and hence higher capacity. It is assumed that the conventional SISO system operating
in the indoor scenario presented in section 7.3 is replaced by a 2 X 2 MIMO system. Both the
Transmitter and Receiver is assumed to consist of two isotropic antenna elements, transmitting
0dBm and spaced by A/2 (A=12.5cm). Simulations have been carried out along the estimation
route depicted in Figure 7-9. In order to be able to capture multipath fading effects the spacing

between the individual receiver locations was set to A/10.

Figure 7-18 shows the capacity complementary cumulative distribution function (CCDF)
plots for various cases under investigation; the non-FSS case, the case where FSS is added on the
external walls and the case where FSS is added on the internal and external walls. The results
verify that the presence of Frequency Selective Surfaces in various positions inside the building
can achieve higher capacities due to the creation of low correlated channel. These results are also
compared with a conventional SISO system. Figure 7-19 shows the CCDF of the capacity
multiplier (MIMO Capacity/SISO Capacity).
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Figure 7-18: Capacity CCDFs for the various cases




Chapter 7. The Effect of FSS in Wireless Environments

1 | T T 1 I g 4 T T
No FSS ' ;
0.9} FSS on External Walls B ANE- S A
FSS on External and Internal Walls : :

e
@
T

ok

e
~
1

o
-
T

1

Cumulative Distribution
o
(<]

(e .
0'3 bes c s e s agt aa v s s ups e s disssgiissiasioapesadeaieciossnes deiadliediiie aiisaaaysesseand
0.2 5
I S ST 10 e I o AR DR AL T .

0 i . 1 i i i i i i
1 11 1.2 1.3 14 1.5 1.6 1.7 18 1.9 2

Capacity Multiplier
Figure 7-19: Capacity Multiplier CCDFs for the various cases
7.6 Summary

The basic isolation and passive amplification capabilities of FSS were demonstrated
through the use of a specially modified ray tracing algorithm that accounts for the FSS
deployment on the buildings’ interfaces as presented in chapter 6. Based on this model, various
indoor and outdoor to indoor wireless environments where simulated, highlighting typical
isolation and amplification figures that can be obtained. These figures will depend on the specific
type and setup of the FSS used. Results suggest that FSS deployment can be used in wireless
environments in order to selectively increase or restrict coverage for specific wireless system
transmissions without affecting the operation of other wireless networks operating on different
frequencies. Increasing signal strength would enable the reception of services that require higher
data rates such as video streaming providing a more reliable and stable solution, whereas
restricting coverage outside the wireless network operational area, minimises the possibility that
signals can be picked up by unauthorised users which effectively could increase wireless security.
A potential signal increase would effectively mean higher Signal to Noise Ratio (SNR) which is
turn, for a WLAN system, would mean higher data rate (Mbps) and lower packet error rate (PER).

In order to quantify the potential increase in PER performance, given an increase in signal
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strength (SNR) various other factors such as transmission rate, modulation and coding scheme,
fading characteristics, noise etc. The authors of [113] have quantified this increase by plotting the
PER versus SNR for various channel conditions (Ricean k-factors, different transmit rates and
modulation schemes) in OFDM systems where Space Time Block Codes (STBC) are used. Their
investigation dealt with both SISO and MIMO systems. Similar work has been carried out in
[114] where a Viterbi decoder is used for the OFDM system. Also, for systems operating on the
same or close enough frequency channels, interference between them can be significantly reduced
providing higher reliability. Proper FSS deployment can also assist signal channelling or confine
coverage in specific areas that are difficult to access with a conventional setup of a single
transmitter. This can be used as an alternative solution to the conventional methods proposed over
the years for improving wireless coverage, having its own advantages. Conventional methods
include leaky feeders, active and passive repeaters, distributed antennas, etc [115]-[119].
Distributed transmitters (access points) or active repeaters which both require power to operate
with the latter one requiring good isolation between the receiving and re-transmitting antennas,
otherwise the system might become oscillatory. Also with active repeaters, the received noise and

interference is reradiated on both the forward and reverse link [120].

An initial investigation was carried out demonstrating that the usage of FSS can increase
capacity in MIMO systems. This is based on the presence of strong multipath components which

give rise to a low correlated Rayleigh Channel.
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Chapter 8

8 Conclusion and Future Work

8.1 Conclusion

It is clear that the first hop between the user and the backbone network of almost all
communication systems is turning wireless. Unlike conventional wired systems where the
information follows a predetermined path along a wired grid, in wireless communication,
information is passed through multiple routes by the propagation of radio waves in space. Radio
wave propagation through this invisible channel is more difficult to define and is governed by
complex parameters and propagation mechanisms. In order to support the need of high data rates
and without ignoring the secure passing of information, such systems need to be carefully

designed and deployed.

This research work started with a literature survey, which covered the basic principles of
electromagnetic wave propagation relevant to path loss prediction in wireless communications,
highlighting all its relevant propagation mechanisms and parameters. These mechanisms, namely
reflection, refraction, diffraction and scattering, together with basic antenna and environment
parameters (electrical or constitutive parameters) are of great importance in order to implement a
propagation model that can be used to predict radio propagation for a wireless system. Radio
propagation prediction has become a useful tool in the hands of a wireless system designer for
characterising the wireless channel and evaluating the system to be deployed prior to the actual
deployment. For this reason, this work has looked into various issues related to radio propagation
modelling emphasising on deterministic Ray Tracing techniques and highlighting the major

limitations and factors that may give rise to errors.

The main part of this research started with an investigation of radio propagation through

typical building interfaces. When these interfaces are assumed to be made of homogeneous
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materials, the interaction of radio waves with them can be easily defined and predicted. However,
this is not always the case, as buildings’ interfaces are also non-homogeneous. More specifically,
they usually present some periodic variations that give rise to reflections in non-specular
directions. The web and void design of the individual blocks and their arrangement within a
building wall/interface creates a periodic structure, which exhibits frequency dependent
transmission and reflection characteristics. This natural building behavior of typical periodic
structures, such as masonry block and reinforced concrete walls has been examined through the
use of a custom-written RCWA model. The developed model can model the reflection,
transmission and scattering characteristics of structures that exhibit an internal periodic behaviour
along one single axis (either x- or y-axis). For this reason, the technique used for this work is
referred to as 1D-RCWA., For this method to apply, the internal structure of any periodic wall
should be consistent with the RCWA structure presented in this thesis (Figure 4-1). Therefore, for
a typical masonry block wall, some minor features of these blocks (such as the thin rectangular
slot in the middle and the cutout in one side) have been neglected. Also, for reinforced concrete
walls periodicity has been assumed only in one direction (x-axis), effectively modelling the
behaviour of a reinforced concrete wall with vertical steel bars only. Another assumption was that
the steel bars® circumference has been approximated with square having each side equal to the
diameter of the steel bar. It has been observed that such structures exhibit resonances in their
transmission and reflection characteristics, which seem to depend on the angle of incidence, the
periodicity of the structure, the wall thickness and the constitutive parameters of the walls’
materials. They also give rise to the propagation of various higher order modes (harmonics) in
various angles of departure, which sometimes carry more energy than the specular ones. This
scattering behaviour needs to be modelled and incorporated into a deterministic Ray-Tracing
model if highly accurate results are required. However, this behaviour was beyond the scope of

this research and hence only an initial flavour of it has been given in Chapter 4.

The frequency selectivity exhibited by building structures has raised the idea of
transforming buildings into frequency selective ones, where signals of specific frequencies are not
allowed to enter and/or escape the building. Such a transformation would enable the frequency
selective “tuning”/improvement of the propagation characteristics of the wireless communication
systems operating in the building without affecting the operation of other systems in the area
transmitting on different frequencies. However, since the internal structure and parameters of
building periodic interfaces are usually unknown, it would be more or less impossible to utilise
this natural frequency selectivity until an easy way will be found to “x-ray” a building, A way to
easily transform building interfaces into frequency selective, tuneable at a desired frequency
range, is to deploy surfaces on those interfaces which have frequency selective characteristics.

These surfaces are called frequency selective surfaces whose principles and deployment on
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building walls are studied in Chapter 5. Practical considerations regarding the deployment of FSS
in wireless environments, such as the angle of incidence, and polarisation of the incident wave
have been demonstrated. Extensive investigation has been carried out through both CFDTD
simulations and anechoic chamber measurements, to study the effect of deploying frequency
selective surfaces on conventional building materials. It was observed that once the FSS are
attached on building walls detuning effects take place, which depend on the electrical parameters
and dimensions of the supporting walls. For the proposed FSS application in wireless
environments, it would be difficult, if not impossible, to precisely know the wall characteristics.
In addition, it is usually the case in indoor and outdoor environments that walls have different
morphological and geometrical properties. This would necessitate fabrication of various FSS
designs so as the overall structure (FSS-wall) be tuneable to the desired frequency considering
also the different effects of the different supporting walls. Therefore the investigation was
concentrated on finding a “break-point” air-gap, beyond which the FSS response is not affected
by the presence of any building wall. It was observed that for air-gaps greater than A/10, the FSS
standalone tuning frequency is not affected by any homogeneous or periodic structure that exists
behind it [94]. This air-gap appears to be dependent only on the wavelength of transmission and is
not affected by the FSS design and the morphological/geometrical properties of the building
walls. This would effectively give the flexibility to the designer to fabricate a single FSS design

and safely deploy it on any building wall without worrying about any possible detuning effects.

To study the effect of FSS when these are deployed in wireless communication
environments, a Ray Tracing model has been developed and modified to incorporate the FSS
frequency characteristics. This model was developed in MATLAB, utilising the image method. It
considers up to a user-defined number of reflections and an unlimited number of refractions
(transmissions through). The limitation of the model is that it considers only one single UTD
diffraction and that this diffraction (if it exists) happens only prior to any other propagation
mechanism. Also, the model does not incorporate the periodic structure behaviour as it assumes
specular reflection and transmission from homogeneous structures. Despite these assumptions, a
comparison of the model predictions with measured results (2* floor of the CCSR) has indicated
a reasonably good agreement. This Ray-Tracing model has been enhanced to incorporate the
theoretical behaviour of FSS by means of pre-calculated CFDTD reflection and transmission
coefficients. Although the frequency selectivity of FSS is incorporated, the model does not
consider the FSS non-specular scattering. The FSS-Ray Tracing model was also validated through
a small scale indoor FSS environment constructed and measured in a controlled environment

(anechoic chamber).

Based on this model, various indoor and outdoor to indoor wireless environments where

simulated, highlighting typical isolation and amplification figures that can be achieved. These
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figures will depend on the specific type and setup of the FSS used. The results suggest that proper
FSS deployment can be used in such wireless environments in order to selectively increase or
restrict coverage for specific wireless systems without affecting the operation of any other
wireless networks that might transmit on other frequencies. Increasing signal strength would
enable the reception of services that require higher data rates such as video streaming, providing a
more reliable and stable solution by offering a lower packet error rate (PER) and higher
trhoughput, whereas restricting coverage outside the wireless network operational area, minimises
the possibility that signals can be picked up by non-authorised users effectively increasing
wireless security. Also, for systems operating on the same or close enough frequency channels,
interference between them can be significantly reduced providing higher reliability. Proper FSS
deployment can also assist signal channelling or confine coverage in specific areas that are
difficult to access with a conventional setup of a single transmitter. It has been also shown that
when coverage isolation is required for specific regions of the environment, doors (and also
windows) that can act as sources of spilled over rays into these regions should be covered with
FSS and remain closed. An initial investigation was carried out demonstrating that the usage of
FSS in an indoor environment can increase capacity in MIMO systems through the use of a 2x2
MIMO channel. This is due to the presence of stronger multipath components which give rise to

low correlated channel.

Despite all the benefits presented in this thesis, from utilising frequency selective surfaces
in wireless environments, someone can argue on the practical implications of this solution. One of
the major practical implications is that the actual deployment of FSS on building walls is causing
detuning effects. This work has proposed a way to overcome this problem by placing the FSS at a
certain distance (A/10) away from the building wall. Also someone can question the viability of
this method by raising the question on what would happen if some period after the FSS
deployment, the building tuning requirements change. This can be due to the change/upgrade of
the wireless system operating in the building; for example a change from an 802.11b (2.4GHz)
system to an 802.11a/g (5.2GHz) system. A possible solution to this could be the deployment of
dual band FSS tunable at both frequencies, or even the deployment of active FSS (see section
5.1.2). In active FSS, the frequency properties can be varied by either using semiconductor
devices (i.e. PIN diodes) placed into the elements or by printing the elements on substrates whose

dielectric properties can be varied.
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8.2 Future Work

The work can be further extended in the following fields:

Advanced Hybrid Ray tracing model. Investigate the benefit from using a MIMO or SIMO
wireless system by considering the natural periodic behaviour of building interfaces. This should
include the development/use of a hybrid Ray Tracing model that incorporates the interfaces
periodic behaviour by using the RCWA method. The current model used for the simulations in
chapter 7 can cope only with homogeneous walls because it ignores the generation of non-
specular components. A hybrid RCWA-Ray Tracing can be used to provide more realistic
predictions by considering the frequency selectivity and non-specular scattering arising from the
internal periodic structure of building walls. RCWA needs to be enhanced to account for double
periodic (x-y) interfaces since the current model accounts wall periodicity only in one direction.
Validate the results through anechoic chamber measurements and in-situ measurements using a
MIMO sounder.

Optimum FSS deployment: Investigate whether more selective FSS deployment in various
wireless environments can achieve similar or even better results than then ones presented in
chapter 7. Deploying FSS in all the building walls can be in some cases non-practical and
financially non-viable solution. It should be investigated whether placement/deployment of small
FSS boards in selective positions in buildings can achieve similar or even better results. The
process can be algorithmically automated to predict optimum positions in wireless environments

that finite sized FSS boards can be deployed to achieve the required system specifications.

Periodic materials / FSS measurements: Perform anechoic chamber measurements to
further study the effect of periodic walls/materials on the Frequency Selective Surfaces’
behaviour, when the latter are deployed on such walls. In this work FSS where deployed only on
homogeneous structures indicating that a safe air-gap distance (between the FSS and the
supporting wall) exists, beyond which the FSS response is not affected. Initial simulation results
have indicated that similar behaviour can be achieved using periodic supporting walls, but this

needs to be further supported through measurements.

MIMOY/FSS: This work has given an initial flavour of the effect of FSS on MIMO systems
in indoor environments. Work can be further extended by investigating the capacity increase and
diversity gain that can be achieved for various types of environments and antenna element

combinations.
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Appendix 1: EMCO MODEL 3115 Double Ridge Guide Antenna

The EMCO Model 3115 Double Ridge Guide Antenna is a linearly polarised broadband antenna
covering the frequency range of 1GHz to 18GHz.

o T ! ' ' : e ——————

" \/\ /\

Y — L 1 1 L L 1 ! 1
1 15 2 25 3 38 4 45 5 55

Frequency (Hz) % 0'

Measured Antenna S11

14

121

\\\
10 = =y / e
//
~

Gain (dBi)
«©

o i A AL L L A L I
1 1.5 2 25 3 35 B 45 5 5.5

Frequency (Hz) x10°

Antenna Gain in dBi




Appendix

4GHz 5GHz

E-Plane Measured Radiation Patterns

132




Appendix

Appendix 2: MIMO/SISO Capacity Calculations

h11 LR
N h21 7
TX RX
v h12 N
W h22 yd

The normalised channel matrix H is calculated using:

h h
I *[ 11 12]
ha1  hy

,where

A= |hyg]? + [hyz]? + [hyq |2 + [y, |2
And the channel impulse response h,,, for the channel between antenna elements x and y is given
by:
Power
hx)’ =10 ’ dBm/zoexP (jgrad)

The capacity of both a 2 X 2 MIMO and a SISO system are calculated from the instantaneous

SNR and the Normalised channel matrix H. 100dB have been added to the path loss to calculate
the SNR as:

[h11]? + [hyz]2 + |hgy |2 + |hya|?
= *

100dB/,
4

SNR 10
SISO Capacity: CSISO = logz(l -+ SNR)
MIMO CaQaCit!: CZXZ MIMO = logz[det(l -+ SNR/Z * HHT)]

[ is an identity 2 X 2 matrix

=[5 1
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