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Abstract

Future generation networks will entirely deploy virtualization paradigms to
enhance performance and capabilities of current cellular networks. In order to
achieve the vision of fifth-generation networks, software-defined networking
and network function virtualization will be applied not only at the core net-
work but also at the radio access network. That will help to achieve significant
reduction in power consumption while increasing energy efficiency, flexibil-
ity, and scalability. This article proposes a general mathematical model that
can correctly and accurately describe spatial/topological characteristics, power
consumption, and latency of Cloud radio access network in future generation
networks. Thanks to the development of this novel model based on stochas-
tic geometry, tessellation theory, and random multilayer hypergraphs, we can
numerically estimate the overall energy efficiency (in bit per Joule) of Cloud
radio access network in 5G (considering either edge or cloud computing), andwe
can compare that to energy efficiency of legacy radio access network of current
4G cellular networks. Moreover, the analysis includes a preliminary discussion
about latency; that shows edge computing to be the best paradigm for 5G radio
access network, which can concurrently satisfy energy efficiency and latency
requirements.

1 INTRODUCTION

Next generation cellular networks represent a new vision, which will guarantee higher performance not only in terms of
bandwidth but also of latency and reliability.
Telecommunications operators aim at achieving those requirements while reducing significantly the expenses due to

capital expenditure (CaPEX) and operational expenditure (OPEX). Themainmeans to realize 5G vision while supporting
network infrastructure upgrades at an acceptable cost is network virtualization. In particular, network functions vir-
tualization is the paradigm devoted to mapping specific hardware-based network functions into software-based virtual
network functions (VNFs), which are run on general purpose hardware.
Cloud radio access network (C-RAN)1,2 is a virtualization paradigm,which aims atmovingRANandbaseband functions

and procedures to cloud data centers. That would help to reduce power consumption while increasing energy efficiency
of heterogeneous RAN management, deployment, and updates.
Figure 1 depicts the idea behind Cloud RAN. Legacy 4G/LTERAN requires base stations (BSs), which equip a baseband

unit (BBU) at each radio site. Nevertheless, this solution is neither scalable nor optimized in large heterogeneous scenarios
of future generation networks. On the other hand, by implementing virtual BBUs (v-BBUs), the network achieves higher
flexibility in management and configuration of the RAN by detaching baseband processing functionalities from standard
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FIGURE 1 Downlink communication in heterogeneous 4G/LTE RAN and heterogeneous 5G Cloud RAN. The latter places baseband
processing at virtual baseband units (BBUs) in operators' data centers and run them as virtual machines or virtual functions in containers.
RRH, radio remote head

BSs; thus, BSs will become pure radio remote heads (RRHs), whereas baseband processing will be moved to dedicated
data centers with shared processing facilities. This approach is expected to reduce complexity and power consumption of
the RAN. However, the allocation of virtual resources and processing tasks has to be assigned effectively not to increase
delays and loads.
In current 4G cellular networks, baseband processing at BBUs3,4 includes all the processing due to lower layers of 4G

protocol stack. The operations of a BBU involve physical layer processing (4G baseband signal processing components
include ASICs, DSPs, microcontrollers, and FPGAs), smart antennas, and multiuser detection required to reduce inter-
ference, modulation/demodulation, error correction coding (which increases the complexity of the baseband processing
at the receiver), radio scheduling, and encryption/decryption of packet data convergence protocol communication (both
downlink and uplink). Multicarrier modulation is also a baseband process. The subcarriers are created using IFFT in the
transmitter, and FFT is used in the receiver to recover the data. A fast DSP is needed for parsing and processing the data.
Multiuser detection is used to eliminate the multiple access interference present in CDMA systems.
Based onpreliminary results in thework of Bassoli et al5 and on the initialmodel published in 2018 at EuropeanWireless

conference,6 the main contribution of the article includes a comprehensive and rigorous mathematical model to study
C-RAN in the context of 5G cloud and edge computing. The proposed model considers spatial/geographic information
to analyze performance such as energy efficiency and latency, which are fundamental targets in the design of future
generation cellular networks. Given that, this paper enhances and generalizes currentmodels for C-RAN in the literature.
To the best of the authors' knowledge, such a complete model, based on multilayer random hypergraphs considering
power consumption of all areas of the network (included data centers), has never been proposed by now. Next, the work
discusses quantitative/analytical comparison between current 4G/LTE RAN and future generation virtual networks with
C-RAN, including analysis of total latency of C-RAN in case of 5G edge and cloud computing. It is important to underline
that this paper analyzes the performance of C-RAN referred to downlink communications. The contribution of uplink
communications to BBU processing is not considered.
This paper is organized as follows. Section 2 provides a detailed analysis of C-RAN theoreticalmodels toward evaluation

of power consumption and latency. Various works were selected, which represent the spectrum of kinds of models, which



BASSOLI ET AL. 3 of 16

are in the current state-of-the-art. In particular, Section 2.1 highlights the details of each model of C-RAN and its power
consumption and, eventually, latency. Then, Section 2.2 focuses on motivation and contributions to justify the need of
content presented in the remainder of the paper. Section 3 describes in detail the proposed novel model based on random
multilayer hypergraphs. In particular, Section 3.1 structures themodel of power consumption and energy efficiency of 5G
C-RAN system, whereas Section 3.2 describes the model of latency. Finally, Section 4 discusses results referred to power
consumption/energy efficiency and latency of C-RAN in the context of 5G (edge and cloud computing) and compares
them with the ones referred to 4G/LTE RAN.

2 RELATED WORKS AND MOTIVATION

This section first presents a selection of works in the literature to describe the status of theoretical models on C-RAN
research. Second, it highlights the main open issues while justifying the motivation behind our article and the effective
contribution it provides, toward an accurate theoretical description of C-RAN in 5G. While Section 2.1 does not strive
to be a survey on C-RAN models, its idea is to clarify why stochastic geometry and, subsequently, a more generalized
and comprehensive model is needed in C-RAN theory. The following analysis only takes into account the contribution of
the works in terms of (i) modeling C-RAN from cellular network (system) point of view, (ii) modeling data centers and
virtualization of BBUs, and (iii) modeling power consumption of C-RAN. Their additional contributions are neglected
since they are not in the scope of this work.

2.1 Related works
In 2014, Sabella et al7 considered a scenario where macro cells are replaced with small cells; moreover, BBU processing
is virtualized to cloud data centers. They provided an accurate model for power consumption of cellular networks where
the overall power is

Ptot = PvRAN + Pbh + PRAN, (1)

where PvRAN is the power consumed by RAN virtualization, Pbh is the one due to backhaul (or fronthaul), and PRAN is the
one consumed by BSs. In order to estimate PvRAN, they approximate data center (server) power consumption versus its
CPU percentage of usage as

Psrv = Psrv0 + 𝛿srvp Psrvmaxxsrv, (2)

where Psrv0 and Psrvmax are the power consumption of the server in idle mode andmaximum usage, respectively; 𝛿srvp denotes
the slope of the equivalent power model of the considered server; and xsrv is the CPU percentage of usage.
Next, the work of Wang et al8 modeled C-RAN in heterogeneous cellular scenario where macro RRHs are regularly

distributed as hexagonal cells and pico RRHs are circles inside macro cells. A baseband resource pool is connected via a
switch (andmanaged by a centermanagement unit) to the RRHs, which are connected to the pool via Ethernet of 10 Gb/s.
In 2015, the work of Zhang et al9 modeled C-RAN scenario as a heterogeneous network including cloud data centers

and heterogeneous BSs, which serve a vector of mobile users. In the same year, Qian et al10 described the cellular network
as composed by homogeneous RRHs connected to a number of BBUs with equal processing capacity, measured in Mega
operations per time slots (MOPTS). Next, the computing resources of a BBU j used by cell i in MOPTS is defined as

Li,𝑗 =
N∑
n=1

𝛽i,𝑗,nLreqi,n , (3)

where Lreqi,n is the computing resource needed for task n at cell i, 𝛽 i,j,n ∈ {0, 1} is “1” if the task n for cell i is processed by
BBU j and “0” otherwise. The model considers tasks can be performed either by a single BBU or multiple BBUs. In the
second case, BBUs require additional computing resources for transmission among them. These additional computing
resources are defined as

Ci,𝑗 =

{
0,
∑N

n=1 𝛽i,𝑗,n = 0, 1
𝛿cost, otherwise,

(4)

where 𝛿cost is a constant for the communications between BBUs (measured in MOPTS).
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In 2016, the work of Zhang et al11 defined a model for power consumption of C-RAN by considering the contribution
of components of core network (CN) and RRH as PC−RAN = PCN+PRRH. Power consumption of RRH is defined as PRRH =
PCN+PBS, where PBS contains all the components referred to RF, power amplifier, AC-DC and DC-DC voltage conversion,
optical transceivers, and cooling.12 On the other hand, the model of power consumption of CN is given by addition of
contributions dependent on cooling (Pcool), main supply (PMS), DC conversion (PDC), software-defined networking (SDN)
(PSDN), SDN controller (Pcl), BBUs (PBBU), and the optical devices (Popt). This model somehow can capture the power
consumption considering the service diversity and dynamic mapping of RRH-BBUs connections. In particular, the power
consumption of a BBU is defined as

PBBU =
∑
i∈IBBU

Prefi,BBUA
xAi BxBi , (5)

where IBBU is the set of different functions performed by BBUs, measures in Giga operations per second (GOPS), Prefi,BBU
is the power consumption of ith function, A is the total number of antennas/RF transceivers, xAi is the scaling exponent
of the number of RF chains of the BBU, B is the share of the used bandwidth (measured in Hz), and xBi is the scaling
exponent of B. Next, the power consumed by SDN equipment is modeled as

PSDN = Pswitch + PSDNctl (6)

where Pswitch is the power consumed by switches (sum of traffic power consumption, Pflow, and ports' power consumption
Pport) and PSDNctl are the ones consumed by controller.
Next, the system model, proposed by Al-Samman et al,13 modeled the network via a single tier cellular network, with

macro-hexagonal regular cells, composed by RRHs containing nine omnidirectional antennas. Next, the BBUs are virtu-
alized and co-located in a single pool. Later, the work of Saxena et al14 modeled 5GC-RAN as a single-tier cellular network
with RRHs transmitting at 31 dBm. The authors use server IBM X3650 to host virtual BSs of their prototype. The model
describes the total energy consumption of an RRH serving n users as

Etot = Econstton +
n∑
i=1
Eiti + Eidletidle, (7)

where Econst is the constant power consumption of RRHs, ton is the time of power-on of RRHs, Eidle is the power
consumption in idle mode, tidle is the idle time of RRHs, and Ei is transmission power of a mobile user.
Liu et al15 analyzed C-RAN by modeling session-level dynamics of virtual BSs via Markov model. In particular, hetero-

geneous virtual BSs are consolidated in a data center and share a number of units, providing computational resources.
Next, in the same year, the work of Zhang et al16 studied C-RAN in a single tier cellular network. It considers BS and
mobile users randomly distributed according to two Poisson point processes, of density 𝜆U and 𝜆R, into d-dimensional
space. Each RRH is equipped withM antennas and each mobile user with a single one. Their stochastic-geometric model
is based on the work of Haenggi and Ganti.17 Moreover, the proposed latency model for C-RAN is defined by

Δt = 𝜔1Δtce + 𝜔2(Δt𝑓b + Δtpt) + Δtpc + ΔtpRRH + 𝜔3ΔtBH , (8)

where Δtce is the channel estimation delay, Δtfb is the average per-channel coefficient feedback delay, Δtpt is the propaga-
tion delay,Δtpc is the cloud processing delay,ΔtpRRH is the RRH processing delay,ΔtBH is the backhaul delay per hop,𝜔1 is
the number of channel coefficients to be estimated for a mobile user, 𝜔2 is the total number of times channel state infor-
mation (CSI) is to be fed back for the whole network, and𝜔3 number of backhaul hops. Afterwards, the work of Cai et al18
considered a system composed by two subsystems C-RAN and cloud computing, which are connected via either optical
or wireless backhaul. Cloud computing is represented by a virtual BS pool, whereas C-RAN is composed by a number of
RRHs (single tier) with a unique antenna.
In 2017, Mei et al19 proposed a description of C-RAN consisting of small-cell RRHs serving the user equipments (UEs)

in their cells. Each mobile user has a task, defined as

U = (F,D), (9)
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where F is the total number of CPU cycles needed to complete the task U and D is the whole size of the task for the
transmitting data. Then, the delay to complete a task becomes

T = F
𝑓

+ D
r
, (10)

where f is the computational capacity allocated to the mobile user for task U and r is the data rate of the UE. Next, the
energy cost of a task of a mobile user is defined as

E = 𝜑( 𝑓 )𝜗−1F + 𝜂P
(D
r

)
, (11)

where P is the transmission power of an RRH, 𝜑 is the effective switched capacitance, 𝜗 is a positive constant, and 𝜂 is a
weighted trade-off between energy consumption of amobile cloud andC-RAN. Finally, the authors provided expression of
the signal-to-interference-plus-noise ratio (SINR) to estimate the data rate of a mobile user connected to its serving RRH.
In the same year, the work of Xu and Wang20 described C-RAN via a set of RRHs, with a demand for traffic processing,
connected to a set of candidate sites, which host the BBU pool. The latency due to communication between RRH and BBU
is a fixed constrain. Next, Al-Zubaedi and Al-Raweshidy21 studied the architecture of C-RAN as a set of RRHs connected
to a BBU pool via optical fibres. In particular, the virtual pool contains a set of physical servers, each of which hosts a
number of CPU cores. Given these premises, the article enhances power consumption model12 of BSs.
Afterwards, the work ofWang et al22 analyzed C-RAN consisting of heterogeneous RRHs (eg, macro and pico) regularly

distributed to form hexagonal grid (macro cells), which contain various small cells. Each RRH is equipped with a number
of transmitting antennas, whereas the UE has one receiving antenna. Information comes from the backbone network
toward the mobile user (downlink). The RRH are connected to the BBU pool via switch using Ethernet of 10 Gb/s.
Finally, the work of Lee et al23 modeled C-RAN as a system with a unique macro cell, containing various small cells.

Each RRH is connected to the BBU pool in the CN via backhaul/fronthaul links. Each virtual BBU is associated with one
UE and has specific computational capacity, expressed in terms of user's data rate.

2.2 Motivation and contribution
Section 2.1 described some examples of theoretical system models in detail, which have been used to study properties
and performances of C-RAN itself or C-RAN in the context of 5G. As it is possible to see, while they are correct and
suitable to analyze very specific aspects of power consumption and latency, they cannot capture the complexity of system
and requirements of 5G C-RAN. First, future 5G networks24 will be heterogeneous networks, where the distribution of
different kinds of BSs will not be regular. Furthermore, in this scenario, C-RAN involves not only the wireless access
network but alsowired networks and subnetworks (data center internal architecture); thus, a correct system-level analysis
of C-RAN should provide spatial-topological information of the networks while capturing the heterogeneity of nodes and
links. Next, C-RAN in 5G networks, considering 5G key performance indicators (KPIs), cannot be correctly investigated
and studied without a system-level analysis because of end-to-end nature of performance in 5G; in fact, characteristics of
areas in the network can affect performances of other parts, in terms of specific KPIs.
According to these premises, we can identify four main open issues in theoretical research about 5G C-RAN, which

arise from the detailed description of Section 2.1.

• 5G C-RAN is not modeled as heterogeneous system with spatial information. The study of C-RAN, in the context of 5G,
cannot neglect the characterization of SINR,which requires knowledge of network geometry.25,26 In order to circumvent
the difficulty to characterize SINR, stochastic geometry and random graphs were proposed. Regular models of radio
coverage (eg, hexagonal and square lattices) were used in the past but they are highly inaccurate for heterogeneous
networks in urban and suburban scenarios, where cells' radii considerably change because of transmission power and
density. The previous section has showed that the main methods used in research to model C-RAN were based on
regular mathematical structures, thus resulting inaccurate.

• Virtualization of RAN is not contextualized in a framework, which models the actual architecture of a data center. To
the best of authors' knowledge, no existing work that deals with 5G C-RAN has flexibly analyzed how data center's
architecture, interacting with the rest of the network, affects performance of C-RAN.
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• The evaluation of power and latency does not consider all the parts of the network. The works, which were previously
listed, do not consider the contribution of all the areas of the network in evaluation of characteristics of C-RAN. Espe-
cially, the different impact of edge and cloud computing or the specific architecture of the data center is frequently
neglected.

• In 5G C-RAN investigation, it is not analyzed the trade-off between power consumption/energy efficiency and latency. The
works about C-RAN listed in the previous section analyze either power or latency in C-RAN while not considering
the combination of them toward a placement of BBU VNFs in the wired operators' network. Our analysis permits to
identify and to justify where to perform baseband processing (either edge or cloud) and why.

With respect to the aforementioned open issues, the contribution of this article includes the following.

• Section 3. A general, flexible, coherent, and comprehensive mathematical model, capable to capture the intrinsic and
complex characteristics of 5G C-RAN. This model, based on random multilayer hypergraphs, can include and merge
different specific theoretic tool (eg, stochastic geometry) to investigate effectively the complexity and heterogeneity of
5G C-RAN as a system.

• Sections 3.1 and 4. A power consumption model, included in and supported by the random multilayer hypergraph,
which permits a reasonably detailed study of power consumption and energy efficiency of 5G C-RAN as a system. This
model considers the contributions referred to RAN, backhaul/fronthaul, edge, core, and data centers during downlink
communications. Moreover, it includes a detailed characterization of baseband processing requirements because of
UEs, provided by Werthmann et al.27

• Sections 3.2 and 4. Since 5G KPIs are not to be satisfied singularly but concurrently, the analysis in terms of power
consumption and energy efficiency is drawn up to an evaluation of latency. That helps to complete and to detail the
final considerations about 5G C-RAN.

These contributions will help toward a more significant and accurate modeling and characterization of C-RAN
properties and behavior in 5G.

3 5G SYSTEM MODEL

Graph theory is the area of mathematics that has allowed effective modeling of communication networks as a whole.
Wired networks have always been modeled as planar graphs, composed by a set of nodes (eg, switches, routers, etc) and a
set of edges (ie, wired links). Side by side, a planar hypergraph is a graph's generalization where edges can connect group
of nodes to each others (ie, not connecting only two nodes as in normal graphs). By the advent of stochastic geometry
and random graphs to model wireless cellular networks, hypergraphs have lost their central role in modeling wireless
networks.However,while randomgraphs are useful tomodel the nature of legacy access cellular networks, the complexity
of virtual networks in 5G requires a more complex and flexible architecture; in fact, the theoretical description should
be able to consider random wireless links and fixed wired links in the same multilevel scenario. That is why this article
proposes a new generalized model to study effectively C-RAN in future 5G networks based on very general multilayer
random hypergraphs.
The 5G reference scenario of this paper is a multitier heterogeneous cellular network, which comprises different kinds

of BSs. Next, there are data centers, which can be located either in CN (called large data center, cloud computing) or in
edge network (small data center, edge/fog computing), hosting v-BBUs, which can run as VNFs in virtual machines or
containers. According to preliminary research in the works of Bassoli et al5 and Granelli et al6 and to previous discussion
in Section 2.2, we propose to model virtualized RAN via a randommultilayer hypergraph, a mathematical object that can
flexibly describe the properties and the characteristics of 5G C-RAN.
Let H = (X,E) be a planar hypergraph representing the physical network, where X is the set of nodes and E is the set

of nonempty subsets of X, called hyperedges. Next, set X can be partitioned into subsets X = {X1,X2, …} respectively
referred to mobile end users, BSs, network nodes, and internal nodes of data centers' network (hosting the v-BBUs).
Let = (X ,E,X ,E ,L) be a multilayer random hypergraph, where

• X is the set of random nodes, which can be distributed according to either random point processes (eg, BSs) or
deterministic spatial distributions (eg, wired operator's network);

• E is the set of randomhyperedges, whose cardinality |Ei| can be defined by either Voronoi tessellation inR2 (eg, wireless
cellular networks) or deterministic values (eg, links in wired networks);
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FIGURE 2 Example of structure of a multilayer hypergraph (on the left). The subsets of nodes are represented with different colors

FIGURE 3 5G legacy classification of end-users according to
service requirements. mMTC, massive Machine-Type
Communication; uMTC, ultra-reliable Machine-Type
Communication; URLLC, ultra-reliable low-latency communication;
xMBB, Extreme Mobile Broadband

• L = {L1, … ,La} is the set of layers, where a is the number of aspects; each layer can be a set of sublayers Λij, where i
is the number of layer it belongs to and j is the number of sublayer ( j = 1, … , |Li|);

• X is the set of node-layer elements;
• E is the set of hyperedge-layer elements.

Figure 2 depicts an example of random multilayer hypergraph. This example of hypergraph has two layers L1 and L2
(a = 2), where L1 is composed by a single sublayer Λ11 and L2 is composed by two sublayers Λ21 and Λ22. If L1 represents
a single-tier cellular network, its hyperedges can be identified via Voronoi tessellation. In the rest of this paper, since we
will work on multitier networks, the specific tessellation will be a multiplicatively-weighted (MW) Voronoi tessellation.
Side by side, L2 sublayers are planar graphs,modeling different areas of wired network. The red links, connecting blue and
green nodes, may model backhaul links. If this links had been wireless backhaul links (random hyperedges), they would
have been represented via another Voronoi tessellation (that is the case considered in the analytical evaluation later).
Next, Figure 3 depicts the legacy classification of end users in future 5G networks, which are divided into three main

categories. Extreme Mobile Broadband (xMBB) will enhance significantly current support for mobile broadband and
mobile video streaming mainly in terms of bandwidth. Next, ultra-reliable Machine-Type Communications (uMTCs) or
ultra-reliable low-latency communications (URLLCs) represent the major framework for verticals referred to transporta-
tions and industry 4.0. Their requirements are mainly focused on bandwidth, latency, and reliability. Finally, massive
Machine-Type Communications (mMTCs) will support all the universe of Internet-of-Things (IoT), eHealth, smart grids,
and surveillance. These verticals' requirements are significantly focused on bandwidth supply for massive number of
devices and reliability of the communications.
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FIGURE 4 Average variation of fraction of active end users
(xMBB) according to the hours of the day. xMBB, Extreme Mobile
Broadband

Given these premises, each node representing a mobile end user is identified by the ith commodity flow, thus a quadru-
ple (si, 𝜎i,Di), where si ∈ S is the source (S is the set of sources) and 𝜎i ∈ Σ is the sink (Σ is the set of sinks). Then, let Di
be the demand set, which defines the attributes of mobile end user i. To the best of the authors' knowledge, there are no
reliable traffic models for uMTC and mMTC services. Then, we consider only xMBB users in the evaluation of the next
sections. In fact, a reasonable traffic model for xMBB end users can be established by using statistics provided in the work
of Auer et al.28 Figure 4 shows the fraction of xMBB end users, which are active in average during the hours of the day in
Europe.

3.1 Model of power consumption
The general system model of 5G C-RAN described earlier is now specified to estimate the power consumption. Let us
consider a three-tier heterogeneous cellular network, with nodes belonging to X1, X2, and X3 (subsets of X) following
three homogeneous Poisson point process (PPP) ΦBSm (micro BSs), ΦBSp (pico BSs), and ΦBS𝑓 (femto BSs) of intensity
𝜆BSm , 𝜆BSp , and 𝜆BS𝑓 respectively. Next, letΦmw−sw be the homogeneous PPP, with intensity 𝜆mw−sw, representing the spatial
distribution of microwave aggregate switches for wireless backhaul; in particular, BSs connects to the nearest aggregate
switch. Finally, let ΦxMBB be the homogeneous PPP describing the distribution of mobile broadband users, of intensity
𝜆xMBB. All the PPPs ΦBSm , ΦBSp , ΦBS𝑓 , Φmw−sw, and ΦxMBB are assumed to be independent. In the network, each end user
is associated to the nearest BS.
Given the heterogeneous transmit power (and as a consequence difference transmission range) of BSs belonging to dif-

ferent tiers, the coverage is modeled using amultiplicatively-weighted Voronoi tessellation, since the points ofΦBSm ,ΦBSp ,
and ΦBS𝑓 have different weights.

29 It is important to notice that this article focuses on downlink baseband communica-
tions, given that the hyperedges of L1 follow a MW Voronoi tessellation. On the other hand, the hyperedges at L2 follow
a Voronoi tessellation. The average fraction of nodes (xMBB users) served by jth tier 29 can be expressed as

N𝑗 =
𝜆𝑗Ptrx,𝑗2∕𝛼𝜃𝑗2∕𝛼∑3
i=1 𝜆iPtrx,i

2∕𝛼𝜃i
2∕𝛼

, (12)

where Ptrx,i is the transmission power of the ith tier, 𝜃i is the SINR threshold, and 𝛼 is the path loss exponent; these are
attributes referred to nodes, which identify BSs. As a consequence, each BS of the jth tier has an average load of Nj∕𝜆j. In
order to minimize the propagation delay, we assume that BSs are connected to the nearest aggregation switch of backhaul
via wireless link. This implies that aggregation switches at backhaul, belonging to subset X4, serve the BSs that are placed
in their respective Voronoi cell (ie, connected via random hyperedge). The probability mass function (pmf) of the number
of nodes (BSs) that are connected to an aggregate switch30 is NBS, expressed as

P[NBS = n] =
3.53.5Γ(n + 3.5)(𝜆BS∕𝜆mw−sw)n

Γ(3.5)n!(𝜆BS∕𝜆mw−sw + 3.5)n+3.5
, (13)



BASSOLI ET AL. 9 of 16

where 𝜆BS is the sum of all the intensities of BSs and Γ(x) represents the gamma function.
Cloud RAN paradigm will be a subsystem of future 5G networks, involving four main areas, ie, RAN (PRAN), back-

haul/fronthaul (Pbh), edge network, and CN (cloud). Thus, when power consumption of C-RAN is evaluated, it is
important that the contribution of each area is included such that

Ptot5G = PRAN + Pbh + Pnet + Pdc, (14)

where Pdc is the average power consumed by data center either in the core (cloud computing) or in the edge (edge
computing).
An accurate and detailed model to study power consumption of legacy multitier 4G cellular networks is published in

the works of Auer et al.12,28 In particular, the linear approximation of the power consumption of a BS28 (this is an attribute
of BSs nodes) can be expressed as

PBS = Ntrx
(
(1 − 𝜌)PBSidle + 𝜌ΔpPBSmax

)
, (15)

where Ntrx is the number of transmission chains (ie, ratio between transmit and receive antennas per site), PBSidle is the
power consumption calculated at the minimum possible power, Δp is the slope of load dependent power consumption,
PBSmax is the maximum RF output power at maximum load, and 𝜌 is the fraction of load variation. This parameter is
referred to the variable fraction of active users, which follows the pattern in Figure 4, according to different hours of the
day. In 5G, the power consumption of RAN only considers the contribution of RRHs since BBU is virtualized, whereas
each legacy 4G/LTE BS has to consider BBU power consumption. Next, the total power consumption of the RAN is the sum
of PBS of all the BSs.
Since 5G will be a virtualized network, the power consumption of backhaul/fronthaul will be mainly affected by the

number of switches aggregating traffic and connecting the BS with data center. Moreover, it should be added the contri-
bution due to microwave antennas connecting RRHs and backhaul network. Then, power consumption Pbh (attribute of
aggregate switch nodes)7 can be estimated as

Pbh =
Ncell∑
n=1

Pnsw + Nn
mwPnlink, (16)

whereNcell is the number of aggregation switches, Pnsw is the power consumed by aggregation switches,Nn
mw is the number

of antennas to transmit/receive aggregate backhaul traffic, and Pnlink is the power consumption of backhaul links. Variable
Pnet represents the power consumption due to the network between the backhaul and the data center, thus contribution
of either edge or edge and CNs. The nodes belonging to edge and CNs belongs respectively to X5 and X6 (their subsequent
idle and maximum powers are respective attributes assigned to these nodes). Next, Pnet can be estimated as

Pnet = (1 − 𝜌) (hePe−idle + hcPc−idle) + 𝜌 (hePe−max + hcPc−max) , (17)

where he is the number of hops in the edge network Pe−idle and Pe−max are the power consumptions of an edge router
in idle and maximum load status respectively, hc is the number of hops in the CN and Pc−idle and Pc−max are the power
consumption of a core router in idle and maximum load status respectively. Next, the power consumption Pdc depends
on the number of switches and servers, which compose the data center; in particular, the number of processing servers
depends on the processing load, required by each mobile user at a specific time. This load can be estimated as27

pUE =
(
3A + A2 + 1

3
MCL

) R
10

, (18)

where A is the number of antennas,M is the modulation bits, C is the code rate, L is the number of spatial MIMO-layers,
and R is the number of physical resource blocks (PRBs). The processing load pUE is measured in GOPS. Variable pUE
is attribute belonging to demand vector Di. By considering a data center with a three-tier structure and the linear
approximation in the work of Ruiu et al,31 the power consumption of a data center Pdc can be evaluated as

Pdc = Pdc−sw + Pdc−s, (19)
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where the linear approximation of the average power consumption of switches is

Pdc−sw = (1 − 𝜌)Psw−idle + 𝜌Psw−max (20)

and the linear approximation of the average power consumption of servers is

Ps = (1 − 𝜌)Ps−idle + 𝜌Ps−max, (21)

where Psw−idle and Ps−idle are the power consumption in idle mode and Psw−max and Ps−max are the power consumption
at maximum load for switches and servers of data center's network respectively. Switches and servers in data center's
network belong to subsets X7 and X8, and their idle and maximum power consumption are nodes' attributes respectively
assigned to them.
Finally, the total energy efficiency32 of the 5G network is calculated as

EE = C
Ptot5G

, (22)

where C is the transmission capacity (measured in b/s).

3.2 Model of latency
While legacy 4G/LTE networks places BBUs at each BS just connected with CPRI wire, future 5G networks will employ
v-BBUs located in data centers either in the edge or in the cloud. That implies additional delays for transmission via the
edge and/or CN toward the data center. Thus, the total latency of future 5G networks can be expressed as

𝜏5G = 𝜏RAN + 𝜏bh + 𝜏edge + 𝜏core + 𝜏dc (23)

where 𝜏RAN is the time for transmission between RRH and UE, 𝜏bh is the delay due to wireless backhaul link, 𝜏edge is the
time due to transmission on edge networks, 𝜏core is the time due to transmission via the CN, and 𝜏dc is the latency at the
data center. In particular, 𝜏edge and 𝜏core are the combined contribution of propagation delay and load delay, whereas 𝜏dc
considers processing delay and propagation delay inside data center's network. These delays are attributes assigned to
respective hyperedges, belonging to set E.

4 RESULTS AND DISCUSSIONS

The urban scenario considered in this article is based on the available data from the city of Manchester (Figure 5). Given
the statistics for the city of Manchester provided by Lu and Di Renzo,33 we consider a density of 37 BS/, where  =
1.8 km2. If we consider the city center as a square of side 15 km (see Figure 5), we have about 125 areas  in the city
center, containing 4625 BSs in total. Let us consider a three-tier cellular network, consisting of micro, pico, and femto BSs.
According to their technical specifications, it is reasonable to split the 37 BS/ as 𝜆BSm = 2 BS/, 𝜆BSp = 7 BS/, and
𝜆BS𝑓 = 27 BS/. It is important to notice that we do not consider the presence of mmWave BSs in this article. Moreover,
the results presented in the work of Lu and Di Renzo33 allow to model correctly the distribution of BSs as independent
two-dimensional homogeneous PPPs on a Euclidean plane R2, called ΦBSm , ΦBSp , and ΦBS𝑓 , where 𝜆BSm , 𝜆BSp , and 𝜆BS𝑓
are the respective densities of the point processes.
Next, Figure 4 depicts the average variation of density of active xMBB UEs according to the hours of the day (ie, the

hourly variation of 𝜆xMBB). Regarding the density of end users, 𝜆xMBB can be assumed to be 10 times the number of BSs.33
In order to make the comparison between 4G/LTE and 5G consistent, we only assume the contribution of xMBB users,
neglecting uMTC and mMTC since 4G networks do not support low-latency ultra-reliable and massive communications.
Table 2 lists the parameters to evaluate baseband processing of each xMBB user. The different frequencies of transmis-

sion implies different number of available PRBs per slot; since all the mobile users are assumed transmitting at same rate
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FIGURE 5 Snapshot of Manchester's map, obtained from Google
maps. The line shows the distance between north and south of the
city center to have an idea of the order of magnitude of involved
distances

FIGURE 6 Number of active servers at the three-tier data center,
which are required to support the traffic load due to Extreme Mobile
Broadband (xMBB) end users

and with equal importance, we schedule the same number of PRBs per each user. According to parameters in Table 2, it
is also possible to identify the transmission rate of each user.*
Table 3 summarizes the values of parameters for numerical evaluation of backhaul, edge, core, and data center's power

consumption in MATLAB. Regarding the specifications of processing capacity of a data center's server and its conversion
in GOPS, we can assume that each server of the three-tier data center35, section 4 has a capacity of 54 GOPS. Given these
premises, the number of servers daily changes, as depicted in Figure 6. Next, given the processing load required by xMBB
users, the architecture of the data center and the number of active servers, it is possible to estimate the average variation of
power consumption at the data center during the day according to Equation (21). In particular, Figure 7 shows the average
power consumed by the three-tier data center during the day to satisfy baseband processing requirements of xMBB users.
Next, given the model in Section 3.1 and the values in Tables 1, 2, and 3, we can evaluate the total average power

consumption of 4G/LTE and 5G C-RAN (edge and cloud computing). Figure 8D describes the comparison between the
three architectures. Virtualization of RAN can significantly reduce the total power consumption of future 5G networks
but only in case of edge computing; in fact, 5G C-RAN based on cloud computing slightly increases the average total
power consumption of the system. Why does this happen? In order to understand that, we need to look at Figure 8 as a
whole. The 4G/LTE network has higher power consumption at RAN than 5G because it has BBU for each BS. However, it
has lower power consumption at backhaul, edge, and CN since their devices do not transmit RAN traffic; because of that,
we assume them in idle mode. Finally, it does not have the power consumption due to data center. On the other hand,

*The transmission rate is PRB·M·R·sub·cp
𝜏slot

, where PRB is the number of PRBs, R is the coding rate, sub is the number of subcarriers, cp is the number of CP
symbols, and 𝜏slot is the duration of the slot (0.5 ms).
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FIGURE 7 Variation of average power consumption of three-tier
data center according to hours of the day

TABLE 1 Parameters for evaluation depending on the tier28 Micro Pico Femto
Ntrx 2 2 2
Δp 3.1 4 7.5
PBSidle (W) 6.3 0.13 0.05
PBSmax (W) 53 6.8 4.8
PBBU (W) 27.3 3 2.5
Ptrx (W) 3.4 0.4 0.2
𝛼 3 3 3
𝜃 4 2 1

TABLE 2 Parameters for evaluation baseband processing load per UE27 A M C L R
2 [5 MHz – 25 PRBs]

2 4 [16] 3/4 2 4 [10 MHz – 50 PRBs]
6 [64QAM] 6 [15 MHz – 75 PRBs]

9 [20 MHz – 100 PRBs]

Abbreviations: PRB, physical resource block.

TABLE 3 Parameters for numerical evaluation of backhaul, edge, core and data center's
power consumption

Ps7 53 W
fcell−bh7 128%
Ymax7 84.4 Mb/s
Csw7 36 Gb/s
Pnlink

7 22.2 W (idle)
37 W (low traffic)
92.5 W (high traffic)

Nmw
7 2

Edge router34 Pe−idle = 4095 W
Pe−max = 4550 W
he = 3

Core router34 Pc−idle = 11070 W
Pc−max = 12300 W
hc = 6

Pdc−sw31 Psw−idle = 200 W
Psw−max = 300 W

Pdc−s31 Ps−idle = 544 W
Ps−max = 750 W

5G C-RAN with cloud computing achieves the highest power consumption since it uses all parts of the network. Then,
the best choice seems to be 5G C-RANwith edge computing, which places data center in the edge; that allows significant
reduction of power consumption (devices in the CN have the highest power consumption when increasing load).
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FIGURE 8 Comparison of average variation of power consumption between 4G/LTE C-RAN and 5G C-RAN (cloud and edge computing)
according to hours of the day. A, Average power consumption at RA; B, Average power consumption at wireless backhaul; C, Average power
consumption of the wired network; D, Total average power consumption considering the entire network

FIGURE 9 Average total power consumption of 5G versus the
number of physical resource blocks per user (R)

Figure 9 shows the variation of total power consumption of 5G according to the number of PRBs assigned to mobile
users. This comparison helps to see that increasing the number of PRBs per user (and so the transmission rate) can
significantly affect the C-RAN power consumption. Furthermore, the number of symbols in the modulation scheme has
some influence as well.
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FIGURE 10 Average total energy efficiency of 4G C-RAN and 5G
C-RAN with edge and cloud computing

Next, Figure 10 compares the average total energy efficiency of 4G C-RAN with the one of 5G C-RAN with edge and
cloud computing; in particular, it shows results for different bandwidth and different modulation schemes. The results
in terms of energy efficiency confirm the benefits of 5G C-RAN with edge computing because it avoids BBUs at each BS
while guaranteeing a more efficient use of operator's network to run v-BBUs. By increasing bandwidth, the gain of energy
efficiency moves from≈ 64% to≈ 65% for 16QAMmodulation, whereas it changes between≈ 44% and≈ 46% for 64QAM
modulation. Higher frequencies and modulations decrease the energy efficiency gain of 5G C-RANwith edge computing
in respect of 4G/LTE. That demonstrates the potential increase in energy efficiency achievable with deployment of edge
computing in C-RAN of future 5G networks.
Regarding latency, we can now refer to Equation (23). If we split the component of delay due to RAN 𝜏RAN into 𝜏RRH

and 𝜏BBU, we can see that 𝜏RRH is similar to 4G/LTE RAN and 5G C-RAN. The value of 𝜏BBU is now to compare to 𝜏dc to
analyze if there is a latency gain in virtualization. Moreover, it is important to estimate the impact of propagation time in
case of 5G C-RAN edge and cloud computing since baseband processing is moved from the BS to the data center in the
wired network. In this context, the contribution of delay, due to traffic load on the link, becomes negligible in comparison
with the magnitude of delay of propagation. Especially, in cloud computing, we consider a large data center located in
London, thus causing a 𝜏core ≈ 866 𝜇s, whereas, in edge computing (small data center aroundManchester), we estimate a
delay 𝜏edge ≈ 50 𝜇s (propagation delay is calculated using distances obtained from Google Maps and using speed of light).
The time at three-tier data center can be calculated as

𝜏dc = 𝜏UDCL + 𝜏ISCL + 𝜏DAL + 𝜏proc, (24)

where 𝜏UDCL is the uplink/downlink communication latency in the data center, 𝜏ISCL is the inter-server communication
latency, 𝜏DAL is the delay to access data base in the server, and 𝜏proc is the time due to processing (calculations at the
server).35 Table 4 lists the values, which are used for latency evaluation. The values of 𝜏 tot for the three technologies are

𝜏5G−cloud = 1000 + 1129 + 𝜏proc

𝜏5G−edge = 1000 + 312 + 𝜏proc

𝜏5G−edge = 1000 + 𝜏proc.

(25)

TABLE 4 Parameters for comparison of latency between 4G/LTE RAN and 5G C-RAN35,36 𝜏UDCL 15.7 𝜇s
𝜏ISCL 28.34 𝜇s
𝜏DAL 18.11 𝜇s
𝜏RRH 1 ms
𝜏bh 200 𝜇s
𝜏core 866.6 𝜇s
𝜏edge 50 𝜇s
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If we consider 4G/LTE latency as baseline and we neglect the time for processing baseband tasks, we can notice that
cloud-based 5G C-RAN adds≈ 53% higher latency, whereas edge-based C-RAN only≈ 23%. Moreover, if data centers can
guarantee higher processing speed (less processing time) than 4G/LTE BBUs, edge computing can perform better than
legacy 4G/LTE RAN.
At this point, we can express some final considerations. Cloud RAN paradigm has the potentials to reduce significantly

power consumption of current 4G/LTE networks; especially, that would only happen in the case of edge computing by
achieving maximum power gains of ≈ 84%. That is in line with the results previously obtained about possible advantages
of edge (fog) computing on cloud computing in terms of energy.34 Since 5G networks will require simultaneous satis-
faction of various performance indicators, with particular attention to latency, we can claim that C-RAN based on edge
computing will be the only paradigm to be ahead of legacy 4G/LTE C-RAN. An optimization of baseband processing at
data centers and efficient parallelization will be a key aspect to permit a significant latency gain. Moreover, it is impor-
tant to underline that we have assumed the same channel characteristics of both 4G RAN and 5G C-RAN; however, an
expected reduction of 𝜏RRH in 5G,36 due to new radio channel structures, will increase the latency gain of C-RAN edge
computing andwill make comparable the ones of 4G/LTERAN and 5GC-RANwith cloud computing. Thus, our previous
analysis can enforce that cloud computing could be reserved (via network slicing techniques) to xMBB and some mMTC
users, whereas edge computing to uMTC and some mMTC users (with stringent delay requirements). By considering
energy efficiency point of view, future 5G networks expect a “reduction in energy usage by almost 90%”.24 We have seen
earlier that the implementation of efficient 5G C-RAN, based on edge computing, will help to achieve that percentage till
1∕3 of the desired value. Thus, our results highlight the importance of RAN virtualization.

5 CONCLUSION

The article has designed amathematicalmodel based on randommultilayer hypergraphs,which takes advantage of results
of multilayer graphs, stochastic geometry, and tessellation theory to describe characteristics and behavior of Cloud RAN
in future generation networks. Such a general, accurate, and flexible model can also be further extended with additional
attributes and characteristics of nodes and hyperedges to target more detailed analyses. First, the results has focused on
numerical evaluation of virtual resources requirements (in terms of number of servers) and power consumption of data
center. Second, the discussion has analyzed the power consumption of each sector of the network and the one of the
network as a whole, for 4G/LTE C-RAN, 5G C-RAN with edge, and cloud computing. Finally, we estimated the total
average energy efficiency and latency of these three network paradigms. Edge computing for 5G C-RAN resulted to be
themost efficient way to use network resources for RAN, considering concurrently power consumption/energy efficiency
and latency. Finally, we can claim edge computing in C-RAN will be the promising technique to achieve the targeted
trade-off between energy efficiency and latency in future 5G networks.
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