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Abstract
A new implicit solvation model for use in Monte Carlo simulations of polypeptides is introduced.
The model is termed ABSINTH for self-Assembly of Biomolecules Studied by an Implicit, Novel,
and Tunable Hamiltonian. It is designed primarily for simulating conformational equilibria and
oligomerization reactions of intrinsically disordered proteins in aqueous solutions. The paradigm for
ABSINTH is conceptually similar to the EEF1 model of Lazaridis and Karplus (Proteins: Struct.
Func. Genet., 1999, 35: 133-152). In ABSINTH, the transfer of a polypeptide solute from the gas
phase into a continuum solvent is the sum of a direct mean field interaction (DMFI), and a term to
model the screening of polar interactions. Polypeptide solutes are decomposed into a set of distinct
solvation groups. The DMFI is a sum of contributions from each of the solvation groups, which are
analogs of model compounds. Continuum-mediated screening of electrostatic interactions is
achieved using a framework similar to the one used for the DMFI. Promising results are shown for
a set of test cases. These include the calculation of NMR coupling constants for short peptides, the
assessment of the thermal stability of two small proteins, reversible folding of both an alpha-helix
and a beta-hairpin forming peptide, and the polymeric properties of intrinsically disordered
polyglutamine peptides of varying lengths. The tests reveal that the computational expense for
simulations with the ABSINTH implicit solvation model increase by a factor that is in the range of
2.5-5.0 with respect to gas-phase calculations.

Introduction
Computer simulations of biomolecules complement experimental methodologies by providing
a detailed representation of the system of interest. These simulations, which are based on the
use of classical, molecular mechanics force fields,1-4 allow for analysis of novel quantities
and lead to insights regarding the mechanisms and driving forces underlying experimentally
observed phenomena.5 Force fields are usually designed to work with explicit water models,
i.e., all solvent molecules in the system must be represented explicitly in atomic detail. When
evaluating energies and forces, the computational expense can become prohibitive. Biological
phenomena such as self-assembly or even the unfolding of a single protein molecule require
spontaneous fluctuations that span multiple length and time scales. Explicit representation of
solvent molecules becomes impractical since a large fraction of CPU cycles are used to describe
interactions within the bulk solvent, thereby limiting the length and time scales that can be
simulated. Therefore, the idea of representing solvent as a continuum in particular for studying
large-scale phenomena has retained appeal within the simulation community.6 If one uses an
implicit / continuum model for solvation, the computational cost of a single energy or force

*Corresponding author. Fax: +1 314 362 0234 E-mail address: pappu@wustl.edu (R.V. Pappu)

NIH Public Access
Author Manuscript
J Comput Chem. Author manuscript; available in PMC 2009 April 17.

Published in final edited form as:
J Comput Chem. 2009 April 15; 30(5): 673–699. doi:10.1002/jcc.21005.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



calculation will, in theory, scale with the number and size of the biomolecules of interest, rather
than with the spatial dimensions of the simulation system.

The motivation for developing a new implicit solvation model comes from growing interest in
the topic of intrinsically disordered proteins (IDPs). These are functional proteins that do not
fold into well-defined, ordered tertiary structures under physiological conditions. In IDPs,
disorder prevails under non-denaturing conditions and amino acid sequence encodes the
propensity to be disordered. Uversky et al.7 proposed that low overall hydrophobicity of IDPs
must imply the lack of a driving force for forming ensembles with compact structures. Contrary
to these expectations, recent data from simulations using explicit solvent models and
fluorescence-based experiments show that archetypal polar IDPs such as polyglutamine8, the
N-domain of the yeast prion protein Sup35, and glycine-serine block copolypeptides9 form an
ensemble of collapsed structures in water. Disorder in these systems is not a consequence of
the inability to collapse; rather it reflects a lack of sequence specificity for a unique collapsed
structure. Preliminary analysis suggests that intra-backbone interactions provide the primary
driving force for collapse in polar tracts such as polyglutamine.10

Vitalis et al.10 showed how polymer physics theories can be used to analyze data from
molecular simulations to make quantitative assessments regarding conformational ensembles
of archetypal IDPs. Polymer physics theories suggest that there is a direct mapping between
amino acid sequence and the type of conformational ensemble accessible under different
solution conditions. To infer this mapping, we need to carry out large-scale simulations in
atomistic detail and analyze the data as done in previous work. Additionally, to understand
how different sequences use disorder in function, we need to be able to classify disorder for
large numbers of disparate IDP sequences. Such high-throughput studies require highly
efficient molecular simulations. Furthermore, since the primary objective is to describe
conformational ensembles in terms of coarse-grained order parameters, it is reasonable to
pursue the development of implicit solvent models that emphasize speed with some tradeoff
in fine-grained accuracy. For example, the type of model we have developed here would not
be ideal for predicting the three-dimensional structures of proteins to very high accuracy.
Instead, it is intended to be useful for identifying the native-state basin in a coarse-grain manner,
while also providing quantitatively accurate assessments regarding competing conformational
basins. The latter is especially useful for understanding how spontaneous fluctuations lead to
disorder-mediated functional interactions as well as deleterious interactions such as protein
aggregation.

Prior to summarizing the features of the new model, we first review the features that underlie
existing approaches for modeling solvent in an implicit manner. Methods based on the Poisson-
Boltzmann (PB)11 equation are regarded as the most accurate implicit solvent models in terms
of electrostatics. The Poisson equation is based on the assumption of a dipolar continuum for
the solvent. The polar contribution to the solvation free energy of a biomolecule is modeled as
the mean-field response of a dipolar continuum to the formation of a set of point charges within
a low dielectric cavity that is in turn embedded in a high-dielectric medium. In the PB equation,
the continuum is extended by a mobile, Boltzmann-distributed charge distribution. With
current computing power, both the Poisson and Poisson-Boltzmann equations can be solved
numerically even for very large systems to a high level of accuracy.12 This provides a strategy
to estimate the solvation free energy of individual biomolecular conformations or specific,
large-scale assemblies. However, they remain prohibitively expensive for most simulation
purposes where one needs large numbers of independent evaluations of solvation free energies
for the system of interest.13 Additionally, while the polar contributions to the transfer of a
complex solute into the continuum and the dielectric screening of polar solute-solute
interactions are modeled accurately, PB methods cannot address the non-polar part of the
transfer process. In principle this is achieved by addition of a non-polar term as described
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below. In practice, PB methods are not typically used in simulations of biomolecules; rather
they are used for interrogating solvation free energies of static structures.

Generalized Born (GB) models6 are an analytical approximation to PB models. In the GB
surface area (GB/SA) variants, the non-polar contribution to the transfer process is represented
by a surface-area based term, while the electrostatic contribution is based on an analytical
expression. The Born equation, generalized to account for the macromolecular environment
describes the charging process for individual sites. Cross-terms describe the modulation of
polar interactions by the dipolar continuum and by the protein.14 Most of the deviations of the
GB approach from the PB model to modeling electrostatics can be attributed to inaccurate Born
radii, which result from approximations to the appropriate integrals.15 Additional errors arise
because reaction-field effects are ignored.16

In the earliest incarnations of GB/SA models, the non-polar treatment relied on the solvent-
accessible surface area (SASA) to describe cavitation.17 It is well-known, however, that the
validity of the SASA to describe hydrophobic solvation only holds beyond a certain length
scale and that the solvent-accessible volume (SAV) provides a better metric for rough surfaces
with high curvature.18-21 Moreover, dispersion terms to describe favorable non-polar
interactions between solute and solvent have been also shown to be relevant.21,22
Consequently, significant improvements in the non-polar treatment in GB models have been
achieved by adding a SAV-dependent dispersive term to the SASA-dependent cavitation term.
23

It should be noted that both PB and GB methods can suffer from surprisingly poor performance
when compared to explicit solvent calculations depending on the system. GB models become
ineffective, if the calculation of Born radii needs to be repeated frequently as would be the case
in Monte Carlo (MC) simulations where large conformational changes can occur rapidly.
Conversely, PB methods require numerical solutions of the Poisson-Boltzmann equation and
remain comparably slow despite significant advances in the available technology.11 Often, in
both PB and GB models, there can be a tradeoff of accuracy for speed,24 which might be
appropriate for certain systems, but not in general. It is also noteworthy that GB models are
usually calibrated with respect to PB models and not with respect to calculations in explicit
solvent. This leads to internal consistency between the two models. However, weaknesses due
to the assumption of a dipolar continuum prevail in both models and this weakness25 is
emphasized by the hypersensitivity of PB/GB models to the definition of the dielectric
boundary.11,26

There are other, simpler versions of implicit solvent models. These yield qualitatively correct
results and have been used to extend the time scale in molecular dynamics (MD) simulations
well into the μs range. Caflisch and co-workers27,28 have employed a SA-based term to
capture the mean-field interaction of the solute with the solvent, and a simple distance-
dependent dielectric to describe the modulation of polar interactions by the continuum. The
EEF1 model by Lazaridis and Karplus29 follows a paradigm which differs fundamentally from
that of PB/GB(SA) models. Here, the transfer process is decomposed into a direct mean-field
interaction and a screening term rather than into polar and non-polar contributions, as is the
case in PB/GB(SA) models. The treatment of the direct mean-field interaction (DMFI) is
designed to reproduce experimental transfer free energies from vacuum into aqueous solution
for small functional groups according to a decomposition scheme proposed by Privalov and
Makhatadze.30 The sum of these contributions determines the maximal, net solvation free
energy for the entire biomolecule. This sum is reduced from reference values if the accessibility
of the sites is less than maximal, i.e., if other solute atoms shield solvation sites from the
continuum. The EEF1 model does not rely on the popular SASA-metric to determine
accessibility. Instead, it employs a Gaussian, volume-based term corresponding to the SAV.
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In its original implementation, EEF1 used a simple distance-dependent dielectric to describe
the screening of Coulombic interactions. This was later revised to include an exposure-
dependent component.31

In designing our implicit solvation model, we aimed to maximize efficiency and accuracy with
respect to the target applications, while also offering the ability to tune the model and make it
more versatile. The result is a model we refer to as ABSINTH, which stands for self-Assembly
of Biomolecules Studied by an Implicit, Novel, and Tunable Hamiltonian. To be rigorous, the
Hamiltonian in ABSINTH should be thought of as an effective energy function, rather than an
implicit solvent model because it is not based on a potential of mean force that results from
explicit integration over the solvent degrees of freedom. In ABSINTH, the transfer process of
a solute into the continuum is written as the sum of two terms, viz., a DMFI, and a term used
to model the screening of polar interactions. The solute molecule is decomposed into set of
distinct solvation groups. The DMFI is written as a sum of contributions from each of the
solvation groups, which are analogs of model compounds. SAV fractions (η) are used as the
metric for solvent accessibility. Electrostatic interactions are treated using charge groups to
eliminate spurious short-range electrostatic interactions. Continuum-mediated screening of
these interactions is treated as a purely environmental term with no explicit distance-
dependence using a similar framework as the one used for the DMFI. Finally, we do not use
torsional potentials, and both Lennard-Jones (LJ) parameters as well as partial charges are
treated as modular entities i.e., they are not co-dependent. As discussed below, the model offers
parameters that allow one to tune the cooperativity of transitions between fully solvated and
fully desolvated states, although we have not fully explored this feature in the present work.

To summarize, in ABSINTH both the polar and non-polar parts of the transfer process are
treated simultaneously using reference free energies of solvation for the solvation groups,
which is fundamentally different from the approach taken by PB and GB models. Differences
between EEF1 and ABSINTH arise in the way we measure the solvent accessibility. We
introduce a generalized, stretched sigmoidal function to compute solvation states from solvent
accessibilities. We also depart from EEF1 in the choice of solvation groups; we use larger
model compounds, thereby using experimental data directly without relying on empirical
decompositions of these data.

In the remainder of our presentation, we present the model in several stages. We comment on
the choice of degrees of freedom for all the work underlying this manuscript. We then introduce
the DMFI using η as its primary metric. This is followed by a discussion regarding the choice
of LJ parameters. Next, we introduce the polar components of the model, consisting of a
modified short-range electrostatics model and the description of screening of interactions
between partial charges due to the local environment. We conclude the presentation of the
model by commenting on miscellaneous issues including the treatment of ionic groups, and
computational efficiency. After sketching the simulation design for the work underlying the
results in this paper, we provide a brief history of the calibration of the model. We then present
a representative set of preliminary results obtained using ABSINTH. In discussing these results,
we attempt to make direct connections with experimental data. We conclude with a summary
and a set of comments regarding future research directions.

The ABSINTH Model
Overview

In ABSINTH, a polypeptide chain is parsed into a series of model compounds corresponding
to individual backbone units and sidechains. This is done for the purpose of calculating the
DMFI. The sampled degrees of freedom are the dihedral angles and rigid-body coordinates of
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the macromolecules of interest, while bond angles and lengths are held fixed. The ABSINTH
Hamiltonian can be written as a sum of the following terms:

(1)

In Equation 1, Wsolv is the solvation term corresponding to the DMFI. ULJ represents the
contributions from short-range steric and dispersive interactions, which are accounted for by
the Lennard-Jones model. Wel encompasses the electrostatic model we employ. It is written as
Wel instead of Uel, because the mean-field dielectric modulates the interactions based on the
conformation of the macromolecule. Finally, Ucorr represents torsional correction terms
applied only to dihedral angles subject to electronic effects, i.e., those that cannot be captured
by ULJ. In the following paragraphs, all of the terms are explained in detail in the order they
appear in Equation 1.

Degrees of freedom
In all of our simulations of polypeptide chains, the degrees of freedom are the backbone and
sidechain torsion angles viz., the set of ϕ,ψ, ω, and χ angles. All bond lengths and bond angles
are held fixed. The assumption of fixed bond lengths and angles has been made repeatedly in
the literature, and it has been shown recently that in MC simulations such a treatment does not
introduce artifacts,32 unlike in molecular dynamics.33 However, such constraints can suppress
fluctuations necessary for the interconversion between adjacent basins in phase space34
because the precise nature of constraints is important if one is interested in the quantitative
details of barriers, as has been shown in a recent study employing a quantum mechanical
Hamiltonian.35

Direct interaction of solutes with the mean-field
The following paragraphs will describe the direct interaction of solutes with the mean-field,
i.e., the work done when inserting any solute from vacuum into the continuum solvent while
not considering intramolecular terms.36

When inserting a rigid molecule into water, there are at least three distinct terms that contribute
to the solvation process and the transfer free energy:

1) The purely entropic, unfavorable free energy to create the solute-sized cavity in the
dense fluid (cavitation term, which is non-polar)18

2) The favorable free energy gained from uniform dispersive interactions of the solute
with the surrounding water molecules (contributes to the non-polar term)37

3) The favorable free energy gained by specific polar interactions of the solute with
surrounding water molecules through dipole-dipole or charge-dipole interactions (polar
term)38

These terms are accounted for by the first few solvation shells.39 For a rigid solute, our model
treats the above three terms “in one shot”, i.e., we do not use a formal decomposition.

The use of reference free energies of solvation at the model compound level—
We parse the solute into a series of solvation groups, which are all analogs of small, usually
rigid model compounds. As an example, the atoms N, H, C, and O of the peptide backbone
form a solvation group, and the analog is N-Methylacetamide. Figure 1 illustrates how we parse
the peptide sequence of Met-Enkephalin into solvation groups. For each solvation group, our
approach guarantees accurate solvation free energies, because this is achieved by construction
since for each solvation group we use experimentally measured free energies of solvation (see
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Table I). However, the degree of solvent accessibility controls the modulation of the DMFI
and this is assessed by evaluating the average solvation state (defined below) for all the atoms
comprising the particular solvation group:

(2)

In Equation 2, NSG is the number of solvation groups in the system,  is the reference free
energy of solvation for solvation group i, and ni is the number of atoms belonging to solvation
group i. The  are weight factors ( ) for the kth atom in solvation group i and the

 are the corresponding solvation states for individual atoms as discussed below. The choices
for the atoms comprising the various solvation groups and their weight factors ( ) are
summarized in Table I and illustrated in Figure 1.

Calculation of atomic solvation states ( ) for the kth atom in solvation group i
—The atoms within a solvation group i can be fully solvated ( ), fully desolvated ( ),
or partially (de)solvated ( ). The latter two states are realized when solvation by water
is replaced by solvation by different species. For example, groups buried on the inside of a
protein are no longer solvated by water but by the protein core. In order to compute the solvation
state for an individual atom, we need to assess the interface of solutes with the surrounding
mean-field, i.e., the atomic solvent-accessibilities. These are defined as , which are the
resulting fractions of free volume around an atom k (in solvation group i) after subtracting the

atomic volumes of other solute atoms from the maximum accessible volume ( ), which is
defined by the radius of the mean-field solvation shell (see Figure 2):

(3)

Here, rw is the radius of the solvation shell,  denotes to the diameter of atom k in solvation
group i (usually derived from Lennard-Jones parameters, see below), and γkl is the overlap
factor for the solvation shell of atom k with the volume of atom l (see Figure 2). The solvation
state, , will be defined as a function of  (see also Figure 3). As is clear from Equation 3,
the  for a given site can be obtained using the size of the solvation shell (rw) and the hard-
sphere radii of other atoms alone.

To define the fully desolvated state we consider the packing of hard spheres, for which the
available space will never be fully used, but instead an interstitial space of ∼26% will remain.
Therefore, if , then the atom k in solvation group i is assumed to be fully desolvated,
i.e.,  (see Panel A in Figure 3). Conversely, atoms in solvation groups are covalently

connected to each other, and therefore the upper limit for  viz., , will not be unity. This
is because connected atoms will always diminish the accessible volume. To account for this
topology-derived deviation, we adjust the determination of the solvation state of individual
atoms to reflect the fact that there is a reduced maximum  and define this to correspond to

 (see Panel A in Figure 3).
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The simplest representation for partially solvated states is shown in Panel A of Figure 3, where
 is a linear function of . Instead of a fixed model, one can generalize the interpolation

function to be a stretched sigmoid, which provides flexibility in describing the physics of partial
desolvation.

(4)

In Equation 4, the  and  are the minimum and maximum expected solvent-accessible
volume fractions, which are fixed for a given atom. τd is the steepness of the stretched sigmoidal

function, and χd is its mid-point relative to the limits,  and , respectively. Linear
interpolation is recovered in the limit of τd → ∞, which is true irrespective of the value for

χd. Conversely, a step function at position χd relative to  and  is obtained in the limit

τd → 0. One might encounter rare cases, where the  falls below  or exceeds . In
such cases, the solvation state is set to be zero or unity, respectively. Panel B of Figure 3 shows
how τd and χd control the variation of  as a function of .

The choice of particular values for τd and χd defines the response of the system to a physical
perturbation, in which water molecules either enter or exit the hydration environment of a
solvated site. Unfortunately, there are no experimental data to help us make the right choices
for τd and χd, respectively. In the absence of such guidance, it seems safe to assume that the
linear limit is physically reasonable based on the comparable linearity found for the binding
enthalpy of solute-water clusters as a function of the number of water molecules in the clusters.
40 Additionally, hydration numbers are known to be linearly correlated with the magnitude of
the solvent interface.41

Summary of the DMFI—Polypeptide chains are decomposed into solvation groups, which
are analogs of model compounds (see Figure 1 and Table I). Similar to EEF1 but unlike in GB
and PB models, the polar and non-polar parts of the transfer process are treated simultaneously
using reference free energies of solvation for the solvation groups. Compared to EEF1, we use
a different way to measure solvent accessibilities, which are fed into a generalized, stretched
sigmoidal function to compute solvation states. Finally, we choose model compounds as
solvation groups, which allow us to use experimental data for their free energies of solvation
directly.

All continuum models of solvation have to provide a quantitative description of partially
solvated states. For example, in both GB and PB models, the definition of the dielectric
boundary will influence the estimate of charging free energies. In PB, this estimate will be
particularly sensitive to the surface description of the dielectric boundary in regions with high
curvature,42-44 whereas in GB this sensitivity is manifest in the model chosen to calculate the
effective Born radii.14,26,45-49

Vitalis and Pappu Page 7

J Comput Chem. Author manuscript; available in PMC 2009 April 17.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Treatment of steric and dispersive interactions
We employ the commonly used Lennard-Jones 12/6-potential to describe both steric repulsions
and the weak dispersive attractive interactions:

(5)

In Equation 5, rij is the distance between atoms i and j, εij are the pairwise dispersion parameters,
and the σij are the pairwise size parameters. fij is unity for pairs of atoms separated by at least
one rotatable bond, and zero otherwise. The εij and σij are obtained from the εii and σii through
geometric and arithmetic combination rules, respectively. The choices for the εii and σii are
adaptations from Pauling / Hopfinger's values, which were parameterized to reproduce physical
properties of small molecule crystals.50 The choices for the σii differ considerably from values
used in classical force fields. These differences are motivated based on the following
considerations:

In most classical force fields, physical data for neat liquids, most notably densities and heats
of vaporization, are used to fit LJ parameters for the atom types occurring in the small molecules
comprising the calibration set.2,3 By necessity, however, these parameters will be co-
dependent on the set of partial charges employed, which immediately questions their
transferability, in particular to a continuum solvation model.6,11

The transferability can be questioned in terms of the size parameters, since the concatenation
of small molecules into polymers generates new torsional degrees of freedom, for which the
rotational barriers will usually have to be corrected by applying elaborate torsional potentials.
We do not have to employ these correction terms, since the size parameters we employ are
substantially smaller than those in standard force fields. We have shown that a variant of our
LJ parameters gives an accurate account of local steric effects in polypeptide chains.51
Moreover, the transferability can be questioned in terms of the interactions strengths, since the
hydrophobicity with respect to a given water model will not have been properly calibrated.
The appropriate test for the latter is to computationally determine the transfer free energies for
these small molecules from vacuum into water. Such studies52-55 have usually revealed some
systematic flaws in the traditional force fields, and have primarily been used to improve the
charge sets employed.56,57 Interestingly, it has been noted that it might be impossible to unify
both sets of calibration data, i.e., both neat liquid data as well as transfer free energies, with a
single set of fixed-charge parameters.2,54,55,57 However, the steric and dispersive parameters
are usually excluded from these improvements. Hence, we use LJ parameters which are
chemically accurate rather than the result of a fitting procedure that requires us to rely on the
assumption of transferability.

Treatment of polar interactions
Polar interactions are typically viewed as the primary determinant of specificity in
biomolecular interactions. In almost all classical force fields intended to work with explicit
water models they are treated by applying Coulomb's law to the interactions of a set of carefully
determined, fixed point charges.

Short-range electrostatics in the point-charge approximation—A majority of
functional groups in polypeptides are polar and net-neutral. Dipole moments of these functional
groups are modeled using point charges. Therefore, a majority of electrostatic interactions
involve groups of point charges that are net-neutral, and interactions should only be evaluated
between those charge groups. Violation of this rule leads to the computation of spurious charge-

Vitalis and Pappu Page 8

J Comput Chem. Author manuscript; available in PMC 2009 April 17.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



dipole and charge-charge interactions, although the charges will be fractional. This issue arises
for atoms, which are close due to chain connectivity, since bonded interactions (separated by
one (1-2) or two bonds (1-3)) are excluded from the non-bonded energy calculation. Classical
force-field development has addressed this problem through the use of torsional potentials as
well as ad hoc factors to scale interactions between atoms separated by three bonds (1-4).

A recent study has shown that the manipulation of these ad hoc factors can impact the
predictions made by force fields even in simulations using explicit solvent.58 In many implicit
solvent calculations, however, the presence of many-body terms will overemphasize the effects
of ill-represented short-range interactions. To circumvent this problem, we re-formulate the
electrostatic model. We only include interactions between net-neutral groups of point charges,
unless the functional group has a net charge. These groups will collectively be referred to as
charge groups. Consequently, the electrostatic interactions are written as:

(6)

In Equation 6, NCG is the number of charge groups in the system, ni(j) is the number of point

charges in charge group i(j), the  and  are the charges on the kth and lth atom in charge
groups i and j, respectively. rkl is distance between atoms k and l and skl denotes the net
screening factor (see below). ε0 is the vacuum permittivity, and fij is a factor, which assumes
a value of zero if charge groups i and j possess any pair of atoms k and l, which are (1-2)- or
(1-3)-bonded to one another. Otherwise, fij assumes a value of unity. The functional form
implies that there can never be any polar interactions within a charge group. Additionally,
interacting charge groups cannot have any pair of atoms separated by less than a single rotatable
bond. This modification has no major consequences on the majority of the polar interactions,
because they are largely non-local.

For a given polypeptide, the number and composition of the charge groups will depend on the
charge set, i.e., the molecular mechanics force field from which we obtain the charges. Our
model is best-suited for charge sets such as OPLSAA3 or GROMOS2, in which charge groups
are typically small and localized. Conversely, charge sets such as AMBER1 or CHARMM4
with significant pre-polarization in the fixed charges seem less well-suited. This is due to their
large charge groups, which would result in the complete elimination of local polar interactions.
We will present results from tests on different charge sets. As was noted previously, charge
sets in classical force fields are co-parameterized along with LJ and other parameters, although
the extent of co-parameterization depends on the specific paradigm adopted by a force field.
Consequently, it might seem counterintuitive to treat the LJ and charge parameters as modular
entities. We believe that rigorous co-dependence of parameters is valid only in the limit of neat
liquids or dilute binary mixtures of small molecules in aqueous solution. Beyond this regime,
numerous approximations and assumptions are required to transfer model compound
parameters for use in simulations of polypeptides. Additionally, the use of similar parameter
sets for simulations with explicit versus implicit solvation models has been questioned in
general.6,11 Therefore, we see no a priori reason to maintain strict adherence to the coupling
paradigm adopted by a specific force field. Instead, we converged on the modular approach of
using Pauling-style LJ parameters and allowing flexibility in the choice of charge sets. For the
work in this manuscript we primarily use the OPLS-AA charge set because it fits well with our
approach for modeling electrostatic interactions (see Equations 6 and 9).

Solvent-modulation of Coulombic interactions—The remaining component of the
model is the screening of Coulombic interactions by the continuum dielectric. In PB/GB
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models, screened Coulombic interactions are coupled to the polar component of the transfer
process. In the GB formalism14 the polar contribution to the solvation free energy is written
as follows:

(7)

Here, εw is the dielectric constant of water, qi(j) denotes the charges on atoms i(j), rij is the
distance between the two atoms, and the αi and αj are the generalized Born radii for atoms i
and j, respectively. While the sum can formally be decomposed, the screening process and the
polar component of the DMFI remain coupled through the Born radii as shown below:

(8)

In the cross-term (first term on the right-hand side of Equation 8), the Born radii de-screen
polar interactions between buried charges, since those will have large values for the αi.

In ABSINTH, we handle the transfer process separately. Therefore, the only the modulation
of solute-solute polar interactions need to be dealt with at this stage. In ABSINTH, the solvation
states  replace the Born radii as indicators of how buried or solvent-accessible the charges
are, and the total Coulomb energy is written as:

(9)

The product of the two square brackets in the first line of Equation 9 is the screening factor,
skl, for this interaction (see Equation 6). Note that Equation 9 corresponds to the first term in
Equation 8. In Equation 9, there is no term corresponding to the second one in Equation 8,
since the polar part of the DMFI is an integral part of the free energies of solvation (Equation
2).

The use of solvation states ( ) in both the Coulombic screening (Equation 9) and the DMFI
(Equation 2) would allow us to couple these two processes. However, such models have only
two adjustable parameters. Initial tuning indicated that when the two terms are coupled, the
free energy of solvation term dominates and therefore conformations that are maximally
solvated are generally preferred (data not shown). Therefore, we define a second stretched

sigmoid analogous to the one in Equation 4 to determine the solvation states,  and , for use
in Equation 9. For the second function, the parameters χd and τd are replaced with different
parameters χs and τs, respectively. If χs =χd and τs =τd, then the values for  in Equations 2
and 9 are identical. The physical reason for using independent parameters is the different nature
of the two processes described. We cannot assume that the free energy contribution from the
DMFI responds to changing numbers in water molecules in the hydration shell in the same
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way as the dielectric response which leads to screening of polar interactions. This decoupling
is similar to the use of different interfaces in PB/GB models for non-polar versus polar
components, because the dielectric boundary does not necessarily coincide with the surface
definition used to determine the non-polar contribution to the solvation energy.

To summarize the foregoing discussion, the central difference between the ABSINTH / EEF1
paradigm and the PB/GB paradigm lies in the parsing of the solvation process. In the former,
the DMFI is treated as a whole, and the screening of polar interactions has to be considered
separately. Conversely, in the latter, all polar terms are coupled, and the non-polar contributions
to the solvation process have to be considered independently.

Miscellaneous
Using specific torsional potentials to restrain pseudo-rigid bonds—By omitting
torsional potentials, we prescribe that the majority of rotational barriers can be captured by
excluded volume interactions. However, there are certain cases where electronic effects lead
to strong rotational barriers, and we handle these separately. The amide bonds along the peptide
backbone are quasi-rigid, and we employ torsional potentials taken directly from the OPLS-
AA force field3 to keep the peptide dihedral (ω) predominantly in the trans-configuration. It
has been argued that oscillations of the ω-angle mediate crucial correlations between the
surrounding dihedral angles,59 supporting the view that constraining these degrees of freedom
might suppress conformational flexibility. Similarly, we adopt torsional potentials for the
rotation of the polar hydrogen in the tyrosine sidechain, which – against steric preferences -
favors an in-plane arrangement.

The treatment of ionic groups—In principle, the paradigm outlined so far may be applied
to solvation and charge groups carrying a net charge as well, such as mobile counterions or
charged moieties in polypeptides. The solvation properties of ionic groups pose unique
challenges for all continuum electrostatic models.60 The are several reasons for this, but in
general, one can argue that dipolar and ionic solvation differ fundamentally from each other,
as is evidenced by the large body of theoretical and experimental work dedicated exclusively
to electrolyte solutions.61

An obvious advantage of the ABSINTH paradigm is that inorganic ions are represented
explicitly. This means that correlations due to finite size are addressed automatically. In this
sense, the model is similar to extensions of PB theory, which add explicitly represented
counterions.62 The LJ and free energy of solvation parameters used to model these ions in the
bulk are listed in Tables II and I.

Special consideration is required for treating ionic groups that are part of the polypeptide chain.
Free energies of solvation for monovalent, organic or inorganic ions typically range from −50
to −100 kcal/mol,63,64 and are an order of magnitude larger than the values for neutral, small
molecules. Nonetheless, desolvation of charged moieties in polypeptides might be favorable
due to electrostatic interactions of equivalent strength, such as salt bridges. Due to the large
magnitude of the energies, the balance between these two effects is very sensitive if the same
paradigm (Equations 2 and 9) is used for ionic solvation as is for dipolar solvation. If the balance
tips over to the desolvated side, the system can become trapped in deep, local minima, either
because the mean-field nature of the model and the finite sampling suppress the necessary
fluctuations to escape from such minima, or because they are in fact stable states for the
particular Hamiltonian. Due to recurring problems with desolvated charges (data not shown),
we lowered the values used for the free energies of solvation of charged peptide moieties
substantially (see Table I) while maintaining an identical paradigm (Equations 2 and 9) for all
solvation groups in the system. The only other modification vis-à-vis electrostatic interaction
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between neutral moieties is that we ignore cutoffs for groups carrying a net charge (in reference
to Equation 6).

Computational Efficiency—The model including the DMFI, but excluding the screening
of polar interactions is as efficient as gas phase calculations using the same underlying non-
bonded potential functions. This is possible because we compute solvation states of individual
atoms using the same distance information required to compute short-range, non-bonded
interactions given certain simplifying assumptions. These assumptions are as follows:

1) We treat all atoms as spheres with a well-defined radius.

2) Spherical envelopes of covalently bound atoms will overlap and hence we use a pre-
computed, pairwise correction term to reduce the volume of such atoms by subtraction.

3) We use linear approximations to assess all spherical overlaps. These work reasonably
well providing the radii of the spheres are roughly comparable.

4) Overlaps involving three or more spheres are assumed to be negligible.29

While more complicated expressions could be used,65 the qualitative nature of the model and
the goal to be as efficient as possible justify the simpler choice.

The screening of polar interactions poses more of a challenge, as effective three-body
interactions become possible, i.e., the Coulomb interaction between two (partial) charges is in
fact a function of the coordinates of other nearby atoms due to their effect on the solvation state
of the two charges. For MC simulations, this implies that upon a proposed move, more energy
terms need to be evaluated than just the ones involving atoms that moved relative to one another.
We have implemented a detailed bookkeeping scheme to track the interactions that change
with different MC move sets. This significantly reduces the overhead associated with the
computation of screened electrostatic interactions. With these approximations in place, the
computational expense for simulations increases by factors of ∼2.0-5.0 with respect to gas-
phase calculations.

Methods
This section will provide the details of the simulation setup for the different test systems. All
simulations were performed using MC sampling (see Table III) in the canonical ensemble with
a spherical droplet boundary condition. The latter was modeled using a stiff harmonic potential.
The peptides were built according to the Engh-Huber high-resolution, crystallographic
geometries,66 and the sampled degrees of freedom encompassed all rotatable (ϕ,ψ,χ), and some
semi-rigid dihedral angles, in particular the peptide ω-angle as well as the χ-angle describing
the rotation of the polar hydrogen in tyrosine. All other semi-rigid dihedrals such as those in
aromatic rings were held fixed.

We used spherical cutoffs of 12.0Å for Coulomb interactions between net-neutral charge
groups. No cutoffs were used for interactions involving ionic groups. Cutoffs for the short-
range interactions were chosen to ensure maximum accuracy for the computation of the  and
ranged from 9.0-10.5Å for the different simulations. For the results presented here, we used
the values shown in Table IV for εw, rw, τs, χs, τd, and χd, respectively. We explore different
LJ parameters and charge sets in our studies of NMR coupling constants. For all other
calculations we choose the OPLS-AA charges3 in conjunction with the LJ parameters shown
in Table II. The software used was our in-house MC package developed alongside the
continuum model presented here.
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NMR Coupling Constants
All twenty naturally occurring amino acids except glycine and proline were modeled as
dipeptides (Acetyl-X-N-Methylamide) in a droplet of 125.0Å radius along with a neutralizing
counterion (Na+ or Cl−) when appropriate. The simulation temperature was 298K and a total
number of 2×106 MC moves were attempted, while statistics for the coupling constants were
accumulated every 10 steps. For details of the move set employed see Table III. For an
individual conformation, the coupling constant between the hydrogen atoms at the N- and the
Cα-position was calculated using the Karplus relation:67

(10)

Here, ϕ′ is the effective dihedral angle between the two hydrogen atoms of interest, and is
directly proportional to the backbone angle ϕ. For the empirical parameters a, b, and c, we use
the same strategy as Avbelj and Baldwin in their work on the coil library,68 i.e., we averaged
over four independently obtained sets of these parameters.

Thermal Unfolding of two Small Proteins
The B1 domain of protein G (PDB accession code: 1GB1) and the engrailed homeodomain
(PDB accession code: 1ENH) were, after a brief minimization and relaxation to the Engh-
Huber geometry, used as starting structures for simulations in a droplet of 75.0Å radius. To
reduce the complexity of the calculation while maintaining a somewhat realistic electrolyte
environment, the protein was simulated in the presence of neutralizing counterions (the net
charges of the proteins are −4 and +7, respectively) and a low-salt background of either ∼9
mM NaCl (1GB1) or 13 mM NaCl (1ENH). The simulations were carried out at evenly spaced
temperatures from 260K to 440K and consisted of 2.5×107 MC steps, the first 107 of which
were discarded as equilibration. For calculating the RMSD values, structures were saved every
105 steps, while polymeric quantities were averaged every 100 steps. Details of the move sets
for all simulations are summarized in Table III.

Reversible Folding / Unfolding of a Helical Peptide
The FS-peptide (Acetyl-A5(AAARA)3-N-Methylamide) was simulated in a droplet of 45.0Å
radius in the presence of neutralizing counterions (the net charge of the peptide is +3) as well
as a low-salt background of ∼15 mM NaCl. The simulations were carried out at evenly spaced
temperatures from 260K to 440K and used either a perfect α-helix (unfolding runs) or random
extended conformations (folding runs) as their starting conformations. For details of the move
set employed, see Table III.

The data were analyzed according to Lifson-Roig (LR) theory for helix-coil transitions.69 The
α-basin in ϕ,ψ-space was defined as a roughly spherical area around the ideal α-helix geometry
with a radius of ∼30° largely in agreement with previous work by others.70,71 Statistics of the
backbone angles ϕ and ψ were recorded every 10 steps, and the distribution of segments with
one or more consecutive residues in α-helical conformation was obtained. From this, the LR
nucleation and propagation parameters are accessible through a fitting procedure:70-72
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(11)

Here, <Nh> and <Ns> describe the average number of helical hydrogen bonds and number of
helical segments of at least two residues in length, respectively. Z is the partition function in
the LR theory and is written in matrix form using the statistical weight matrix M. The latter
contains the helix propagation parameter w, and the helix-nucleation parameter v, both of which
are fit by matching the expected number of helical segments and hydrogen bonds to the
computational data using segment statistics. The symbol v12 refers to v in the first row and
second column of M, i.e., the partial derivative is with respect to that element alone.

Reversible “Folding / Unfolding” of a β-Hairpin Peptide
The peptide SWTWEGNKWTWK-NH2 was simulated in a droplet of 45.0Å radius in the
presence of neutralizing counterions (in accordance with experiment,73 the N-terminus is
modeled as charged bringing the net charge of the peptide to +2) as well as a low-salt
background of ∼20 mM NaCl. The starting structures were either the NMR structure (Model
1 in 1LE0) after a brief minimization for the unfolding runs, or random extended conformations
for the folding runs. The simulations were carried out at evenly spaced temperatures from 260K
to 440K and comprised of 4×107 MC steps with 2.5×107 steps of equilibration. For details of
the move set employed, see Table III.

The data were analyzed by computing various orders parameters for 104 snapshots for each
individual simulation. The RMSD was computed for all heavy backbone atoms excluding the
N-terminal serine and the C-terminal amide group. The radius of gyration of the hydrophobic
cluster was calculated by taking into account the atoms of the four tryptophan sidechains. An
average strand-to-strand distance was defined by computing the average distance between
heavy backbone atoms (N, Cα, and C) on one strand and their properly aligned counterparts
on the other strand assuming a perfectly symmetrical hairpin. This includes for example atom
pairs Glu5:N / Lys8:C or Thr3:Cα / Thr10:Cα. The order parameter L was obtained from Snow
et al.,74 and represents the sum of native hydrogen bond distances as well as CD2-CD2
distances for tryptophan sidechains found in contact in the NMR ensemble. Finally, hydrogen
bonds were counted if the distance between donor nitrogen and acceptor oxygen atoms on
opposite strands was less than 4.0Å.

Polymeric Behavior of Polyglutamine
Acetyl-(Gln)N-N-Methylamide was modeled and simulated for chain lengths of N=20, 24, 27,
33, 36, 40, 47, i.e., for chain lengths mostly in accordance with a recent fluorescence correlation
spectroscopy (FCS) study.8 The simulation system in each case was a droplet with a fixed
radius of 130.5Å, large enough to accommodate fully extended chains. Since no rigid-body
moves were attempted, this essentially corresponds to a vacuum boundary condition. The
simulation temperature was 298K and a total number of (N/2)×106 MC moves were attempted
for each of the four independent replicas for each chain length (N). The details of the move set
are summarized in Table III.
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Calibration
In this paragraph, we summarize a few of the major steps involved in advancing the model to
its current state. The basic paradigm of the model used to describe the DMFI of the solutes
with the continuum has provided the relatively rigid framework within which all further
development was carried out. Using the “traditional” model - including (1-4)-scaling - for the
treatment of short-range electrostatic interactions tended to generate unreasonable results for
the conformational preferences of dipeptides, which caused us to design the modified model
presented above. We also found that for solutions of small molecules we encountered a lack
of favorable intermolecular interactions when using a linear mapping from  to , with the
same parameters employed for both the DMFI and the screening of Coulombic interactions.
The introduction of both the generalized sigmoidal interpolation function (see Equation 4) and
the decoupling of the interpolation parameters χ and τ for the two different aspects of solvation
helped eliminate this deficiency with respect to calibration results obtained in explicit solvent.
At this juncture, several test simulations on a variety of systems including short peptides,
solutions of small model compounds as well as the stability of small proteins indicated that the
model reproduced expected data reasonably well (based on comparison to data from all-atom
molecular dynamics (MD) simulations or to expectation derived from experimental evidence).
The remainder of the development then focused on testing various parameter sets for the εij,
σij and partial charges and on the optimization of the solvation parameters τs, χs, τd, and χd.

Work on longer peptides, which show reversible folding, remained largely unsuccessful, until
the crucial modification of increasing the size of the solvation shell radius, rw, from the original
value of 2.8Å to 5.0Å. In retrospect, the larger value for rw is in accord with locations of first
hydration shell water molecules around most of the solvation groups used in this work
(calibration data not shown). Thereafter, the testing continued by re-assessing the choices for
all the parameters, including charge sets and LJ parameters, in the context of results for the
reversible folding of α-helix- and β-hairpin-forming peptides. These studies were
complemented by continuing work on assessing local steric preferences for peptides (through
quantitative comparison of NMR coupling constants) and through work on intrinsically
disordered polypeptides, such as polyglutamine.

The preceding summary neglects many of the choices explored during the development phase.
We wish to remind the reader that due to computational infeasibility, we did not perform a
systematic search of the entire parameter space, specifically for combinations of rw, τs, χs, τd,
and χd. Additionally, we have not been exhaustive in calibrating the model on a large number
of systems. Consequently, the true efficacy of the model can only be adjudicated upon
following large-scale calibration exercises, which will require significant investment of
computational resources.

Results
We present results on several different test systems to assess the validity of the ABSINTH
model. These are as follows:

1) NMR coupling constants for dipeptides and comparative analysis of alanine dipeptide

2) The thermal unfolding of two small, stable proteins (1GB1 and 1ENH)

3) The reversible folding / unfolding of the FS-peptide

4) The reversible “folding / unfolding” of the tryptophan zipper “trpzip1”

5) The polymeric behavior of the intrinsically disordered polyglutamine peptides as a
function of chain length
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Briefly, we use NMR coupling constants to motivate our final choice of LJ parameters. To
justify our decision to ignore torsional potentials for a majority of rotatable bonds, we present
a comparative analysis of the conformational equilibria of alanine dipeptide to published
simulation results. We use the thermal unfolding of the two proteins to show that fully folded
proteins with differing folds are stable states for the Hamiltonian presented here, and that they
exhibit authentic, cooperative unfolding in response to thermal denaturation. We demonstrate
the ability to simulate reversible melting using the α-helical FS-peptide, which has been a
popular model system for computer simulation. For the tryptophan zipper we present results
indicating that the system reversibly adopts a native-like mean topology at low temperature,
but that the ABSINTH Hamiltonian fails to predict the specific NMR-determined structure as
a stable minimum. Finally, we show that the Hamiltonian provides an accurate description of
conformational equilibria for intrinsically disordered polypeptides such as polyglutamine. All
of the test systems attempt to make direct contact to experimentally obtained results and strive
to define analytic measures most closely related to the experimental measurements.

For a Hamiltonian designed to study IDPs, it is insufficient to present validation data on the
stability of folded proteins or on the accurately reproduced experimental numbers for somewhat
unrelated calibration systems such as small model compounds. For simulating self-assembly,
it is crucial to describe both the generic polymer character of these macromolecules as well as
the stability of the structural preferences they might exhibit. In this light, it seems “safer” to
underpredict the latter rather than to follow the approach taken by standard force fields, which
commonly overpredict structural preferences, as they are designed to primarily simulate the
folded ensembles of polypeptides. This is achieved partially through a local pre-organization
of the backbone as is demonstrated in the next section.

NMR Coupling Constants and Conformational Equilibria for Alanine Dipeptide
Vicinal, 3J(Hα,HN), proton-proton coupling constants report primarily on the ϕ-angle of the
polypeptide backbone. The relationship between the measured coupling constants and ϕ is
expressed via the Karplus equation67 shown in Equation 10. This equation has been
parameterized repeatedly to provide better predictive power for structure determination using
the 3J(Hα,HN).

Figure 4 shows results using the ABSINTH model coupled to charge and LJ parameters from
three common force fields while ignoring all other terms inherent to these force fields, i.e.,
torsional potentials. Coupling constants obtained from simulation are plotted against the
experimental values for dipeptides at pH 4.975 along with values obtained through coil library
fits for all common amino acids with the exception of glycine and proline. Aspartate, glutamate,
lysine, and arginine were modeled in their charged states, while histidine was modeled in its
neutral state.

Panel A of Figure 4 shows that the values obtained for the OPLS-AA force field (circles) are
insensitive to the type of sidechain, and that they are generally too large when compared to the
direct measurements. Alanine is the most drastic outlier as indicated on the plot, but the
agreement is generally poor. The values obtained from the coil library fits68 show better
agreement with experiment, although the slope of the correlation is less than unity for both
comparisons implying larger similarity between simulated values and coil library fits compared
to simulation and (direct) experiment. This suggests that the application of the Karplus equation
to extract coupling constants inherently gives rise to some similarity, but might always deviate
somewhat from direct measurements of the 3J(Hα,HN).

The situation for the AMBER-99 force field is almost identical (Panel C), even though the
values for the coupling constants are slightly larger, and hence further away from the measured
values. Finally, the GROMOS53a6 force field (Panel B) is unable to generate reasonable
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coupling constants, because aliphatic hydrogen atoms - including the peptide α-hydrogen - are
not actually steric interaction sites. This removes an important barrier for the ϕ-angle, normally
separating the β- and polyproline II basins, and leads to vastly overestimated coupling
constants. A comparison of these force fields to one another and to the coil library (Panel D)
illustrates the extremely small range of coupling constants obtained using LJ parameters for
standard force fields. This finding disagrees qualitatively with the predictions made based on
coil libraries. We find excellent agreement between calculations based on parameters using
the OPLS-AA and AMBER force fields, and this is noteworthy given the differences in the
parameters.

Excluded volume interactions based on standard force field parameters (OPLS-AA, AMBER,
and GROMOS) lead to severe restrictions in (ϕ,ψ)-space. This was inferred from visual
inspection of Ramachandran maps (data not shown) and we concluded that LJ parameters from
these standard force fields are not well suited for use with the ABSINTH model. This
conclusion is justified based on the observations that: i) all coupling constants are too large,
and ii) there is little to no sensitivity with sidechain type. Figure 5 shows that, we are able to
remedy the deviation between the different parameter sets, irrespective of charge set used, by
using a consistent LJ parameter set, which is detailed in Table II. These parameters are based
on atomic radii in small molecule crystals,50 and generic choices for the interaction strengths,
intended to mimic values used in standard force fields.1-3 As is apparent, these parameters
coupled to any of the three charge sets (Panels A, B, and C) provide better agreement and a
much larger sensitivity with respect to residue type. Prominent outliers with respect to the
experimental values are alanine, aspartic acid, and histidine. Similarly, outliers with respect to
the coil library are alanine, threonine, and aspartic acid, which are indicated in Panel D. Panel
D also shows that we observe extremely good agreement for coupling constant values using
substantially different charge sets.

Within the continuum solvation model adopted in ABSINTH, steric interactions dominate the
preferences for the ϕ-angle. Therefore, we are able to remedy deviations in local steric
preferences by using a different, consistent set of LJ parameters with all three charge-sets and
the hallmark of these LJ parameters is the smaller values for hard sphere radii. The only
consistent and drastic outlier is alanine, for which we currently have no convincing explanation.
The extremely low coupling constant seen experimentally suggests dominant population of the
polyproline II- and α-basins, much more so than for any other residue type. Such a strong
preference is inconsistent with the broadness of distributions in ϕ/ψ-space we generally observe
in our simulations. Most other outliers involve charged residues, for which there typically is
more variation in experiments as well, such as a significant dependence on pH,75 which is
difficult to represent in our continuum model. We also simulated capped pentapeptides with
the sequence construct (Gly)2-Xaa-(Gly)2, for which there are experimental data under
denaturing conditions.76 Coupling constants are known to be insensitive to the presence of
denaturant,76 and hence we simulated these pentapeptides using the ABSINTH continuum
solvation model. The calculated coupling constants obtained for residue Xaa in the context of
flanking glycine residues are similar to those obtained for dipeptides (data not shown). This
corroborates our conclusion that the LJ parameters are crucial for determining short-range
structural preferences, which contribute to the measured values for vicinal coupling constants.

One could argue that the above result is due to the general absence of torsional parameters in
ABSINTH, although there are exceptions as described in the Methods section. These
parameters describe barriers and staggered conformations for rotations about bonds within
polypeptides and one might question the validity of their omission. It has been noted that
improvements in torsional parameters are crucial for quantitatively accurate descriptions of
conformational equilibria for polypeptides.77 To test our approach, we calculated
conformational populations for alanine dipeptide and compared our results to those obtained
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by Hu et al..78 These authors analyzed conformational equilibria for glycine and alanine
dipeptides using a hybrid quantum mechanics / molecular mechanics (QM/MM) approach.
They modeled intra-peptide interactions using the self-consistent charge density functional
tight binding (SCCDFTB) method, whereas peptide-solvent and solvent-solvent interactions
were described using standard molecular mechanics models. They compared their results to
those obtained using a range of molecular mechanics force fields with explicit solvent. None
of these agreed with the conformational distributions calculated using the QM/MM approach.
They also noted that conformational distributions calculated with different molecular
mechanics force fields did not agree with each other.

Table V shows conformational populations for alanine dipeptide, calculated using ABSINTH,
and compared to those obtained by Hu et al. from their QM/MM calculations as well as their
molecular mechanics calculations using different force fields. Hu et al. reported two sets of
QM/MM data that were consistent with each other. The two calculations differed in the choice
of LJ parameters used to describe the peptide for modeling peptide-solvent interactions. The
QM/MM calculations did not include any empirical torsional potentials because all intra-
peptide interactions were described using quantum mechanics. The results shown in Table V
are very encouraging for our approach. When we compare the statistics for specific
conformational intervals, it becomes clear that the results obtained using the ABSINTH force
field show the best agreement with the QM/MM data. This point is also emphasized when we
compare pairwise root mean square deviations between data obtained using different force
fields and those obtained using QM/MM. Hu et al. also showed that their QM/MM data (and
by extension the ABSINTH data) are in good agreement with statistics obtained from the
distributions of ϕ and ψ angles in the protein data bank.79

The good agreement between QM/MM data and ABSINTH is very important because it
suggests that the description of backbone conformational equilibria using ABSINTH is
reasonable. The energy landscape obtained using QM/MM and ABSINTH for alanine
dipeptide is in general flatter than what one obtains with the other force fields. It appears that
the combination of LJ parameters and stiff torsional potentials in molecular mechanics force
fields makes them too restrictive. This in turn might pose challenges for accurate modeling of
conformational heterogeneity in IDPs because of significant pre-organization at the level of
an individual residue. Given our interest in IDPs, as opposed to structure prediction, we propose
that the ABSINTH approach might be a more reasonable alternative for simulating
conformational heterogeneity that is characteristic of IDPs.

Thermal Unfolding of two Small Proteins
The 56-residue, B1 domain of streptococcal protein G is stable as an isolated construct and
characterized by a well-defined α/β-fold and unusually high thermal stability. Its structure has
been determined by NMR,80 and the maximum melting temperature was found to be 87°C at
a pH of 5.4.81 The exact melting temperature is strongly pH- and salt-dependent, with the
stability expected to be significantly reduced at neutral pH based on a recent, systematic study
on a structure-preserving mutant.82 The B1 domain has been studied extensively by
computational methods as well.83-85 Its α/β-fold, its initial characterization as a prototypical
two-state folder, and its outstanding stability suggest that this domain is a useful test case for
testing new models.

Ideally, the reversible folding of the B1 domain would be demonstrated by simulating the
system from two different initial conditions (randomized vs. folded) over a wide range of
temperatures. However, the entire domain folds on the ms-timescale, which is a regime that
remains inaccessible to unbiased simulation techniques. Here, we show the results of MC
simulations of the thermal unfolding of the B1 domain when starting from the folded structure
(PDB: 1GB1). At low simulation temperatures, we expect the fold to remain stable, while at
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high temperatures, we expect full denaturation. The unfolding transition is known to be
cooperative, another feature expected to be prominent in plots of folding measures against
temperature. A study of thermal unfolding allows us to test two aspects of our model: First,
we can assess if the folded species is a stable minimum for a given Hamiltonian. Second, we
assess if the protein shows a cooperative transition between folded and unfolded states, in
accord with experimental observations, and irrespective of the measure used to assess
conformational stability. The second point is rarely addressed in simulation studies, since the
primary interest often lies in the folded species. To describe phenomena such as folding,
assembly, or disorder, however, it is crucial that the folded state is not over-stabilized.

Figure 6 shows three different folding measures for the B1 domain of protein G as a function
of temperature, the first two of which are based on the root mean square deviation (RMSD)
from the PDB structure after superposition, using different subsets of the protein. The third is
the radius of gyration (Rg) of the molecule, a quantity used to describe its overall size, i.e., to
monitor chain collapse / swelling. Both RMSD measures probe secondary and tertiary structure
simultaneously. The thermal stability of the B1 domain has mostly been studied using
differential scanning calorimetry and circular dichroism (CD) measurements, which have been
shown to agree well in general.81,82 The overall RMSD hence seems like a good candidate
to unite the local and global features measured experimentally. Conversely, the Rg measure
can only probe overall size and is shown to illustrate the polymeric behavior for this system.

As can be seen in Figure 6, all three measures report a cooperative and well-defined unfolding
transition with well-defined baselines below 320K and above 380K. Interestingly, when
normalized (Panel B) the two RMSD curves coincide almost perfectly indicating that the
overall α/β-fold unfolds cooperatively rather than exhibiting disparate stability of the helical
and β-sheet parts of the structure. Conversely, the Rg transition is shifted to slightly higher
temperatures indicating that secondary structure melts out partially while the chain remains
collapsed. Overall, however, swelling and unfolding are roughly concomitant. This
observation, agrees with the apparent two-state folding behavior reported for this protein.80,
82 More importantly, the melting temperature in the model can be estimated to be around 340K
(65-70°C), which is in good agreement with experiment when realizing that the cited 87°
C81,82 are obtained under conditions of maximum stability. The value also coincides well
with the number given at low salt and neutral pH for the aforementioned mutant.82

To further corroborate that folded proteins are stable minima and show reasonable temperature
dependence we chose to study the engrailed homeodomain from Drosophila whose structure
was solved to 2.1Å resolution by X-ray crystallography (PDB: 1ENH).86 It is a three-helix
bundle protein which undergoes thermal melting with a midpoint of about 45°C as monitored
by CD86,87. It serves as a good, complementary test case for the following reasons. First, it
is among the fastest folders known to date,88 which has enabled computer simulations to study
the unfolding of this protein directly using MD in explicit solvent on a realistic timescale.87,
88 Second, it has been described as a difficult and hence a good test case for continuum
solvation models.89

Panel A of Figure 7 shows four different unfolding measures, which are all based on the RMSD
from the PDB structure. If all the proteins heavy backbone atoms are aligned and the RMSD
is computed, one obtains a melting curve with a very well-defined upper baseline, but a
relatively high RMSD of about 3.5Å at low temperature, which continuously grows with
increasing temperature. In contrast, if one uses the three helices independently to do the
alignment and RMSD computation, helices A and B yield highly cooperative and well-defined
melting transitions with a mid-point of about 330K, while helix C yields a more gradual
transition resembling that of the whole protein, but shifted to slightly higher temperatures. In
Panel B of Figure 7 all four unfolding measures are presented in normalized fashion assuming
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the baseline at low temperature is reasonably flat. As can be seen all measures taken together
report on a broad transition region of 300-350K in agreement with experimental data.

We can interpret the data as follows. Unlike for the B1 domain of protein G, the tertiary contacts
for the engrailed homeodomain are weak and have substantial residual entropy even at low
temperatures. In other words, the relative arrangement of the three helices is not very tightly
constrained. With increasing temperatures, tertiary contacts are lost completely, but alternative
collapsed states with intact helices are visited transiently. This leads to intermediate values for
the total RMSD and to large error bars in the transition region. Finally, at high temperature the
chain expands fully, and the helices become unstable and melt. This picture obtained from the
simulations is consistent with the conclusion from both experiments and computation that the
folding of the engrailed homeodomain can be explained using the limiting diffusion-collision
model,88,90 in which pre-formed secondary structure elements “dock” to result in the folded
tertiary structure. It is also consistent with the view that the system seems to be much less of
a two-state system compared to the B1 domain of protein G and that helix-rich intermediates
are populated along the folding/unfolding pathway.88 Finally, our results somewhat contradict
previous simulation work87 in that we do not find the helices to be significantly populated at
high temperatures. It should be noted, however, that the RMSD measure employed here fails
to report on small, but significant populations of the helical state which we certainly observe
for helices A and C, but not for helix B (data not shown), which is in agreement with the
literature.87

Regarding the reasonable agreement of Tm-values we find with the experimental literature, it
must be pointed out that it is well known that simulation temperatures do not correspond to
actual temperatures, because the phase behavior of the solvent is not captured by the continuum.
In fact, the proper way to realize temperature dependence in ABSINTH would be to capture
the thermal behavior of all the underlying parameters, including the reference free energies of
solvation (decomposed into entropies and enthalpies), the continuum dielectric, and of course
all atomistic parameters. The point here is not to provide quantitative agreement between
melting temperatures, but to show that the model does not drastically over-stabilize the folded
state.

Reversible folding / unfolding of the α-helical FS-peptide
The 21-residue FS-peptide (Acetyl-A5[AAARA]3-N-Methylamide) is a member of a class of
extremely simple polypeptide systems, which undergo a folding transition in aqueous solution.
Its melting temperature is estimated to be ca. 305K, i.e., the folded form is expected to be
substantially populated at room temperature.91-93 The α-helical nature of these peptides in
the folded form has been established primarily through CD measurements and other
spectroscopic techniques.

The FS-peptide is simple and allows us to simulate reversible folding / unfolding transitions
as a function of temperature. Additionally, there have been several computational studies on
the FS-peptide.58,70,71 These studies show that the helical form is over-stabilized in
simulations with standard force fields, and that ad hoc modifications such as the scaling of
short-range interactions and the modulation of torsional potentials improve agreement with
experimental data.58,70 It is worth reiterating that the ABSINTH model does not employ ad
hoc scaling parameters, nor does it include torsional potentials.

In Figure 8, we present the results from 20 independent simulations. For each of the ten
temperature values there is both an unfolding simulation starting from the canonical α-helix
and a folding simulation starting from a random, extended conformation. Panel A in Figure 8
shows the fractional α-helical content computed according to LR theory. A distinct and
cooperative transition is found for both sets of temperature-dependent simulations. We observe
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virtually no hysteresis between the unfolding and refolding arms indicating that sampling is
exhaustive. From the transition region, the melting temperature can be seen to be ∼330K, which
is higher than the value of ∼305K obtained from experimental studies. However, as Table VI
shows, the disagreement is smaller vis-à-vis previous computational studies using variants of
the AMBER force field with either explicit solvent or a GB/SA continuum solvent description.
70 Panels B and C show how <Nh> and <Ns> vary as a function of temperature (see Equation
11). The data indicate that the dominant species at low temperatures is a single, straight α-
helix, an observation confirmed by visual inspection of the trajectories (data not shown). The
data around 300K are very similar to observations made by Nymeyer and Garcia (see Figures
1 and 2 in their work70) using their modified version of AMBER in either explicit or implicit
solvent.

Figure 9 shows the LR nucleation and propagation parameters as a function of temperature in
Panels A and B. These quantities have been estimated as outlined in the Methods section and
describe the propensities to populate the α-helical basin in the absence of hydrogen bond
stabilization, and to extend existing helix nuclei through hydrogen bond-stabilized growth.
Panel A shows that w follows the trend for the overall helicity, and that it decreases from values
around 2.8 to values around 0.45 throughout the temperature range studied here. Panel B shows
that v is temperature-dependent as well, decreasing from values around 0.75 to values around
0.15. Just as we observed for the various measures of helicity in Figure 8, the hysteresis between
unfolding and refolding arms is minimal indicating very well-converged data. Table VI shows
that the estimates obtained using ABSINTH are generally comparable to values obtained with
other force fields. The work of Nymeyer and Garcia70 makes it clear that even though v and
w might show better agreement with experiment, melting temperatures may be overestimated.
Furthermore, the experimentally determined temperature-dependence of w94 is crudely shown
as a thick dashed line in Panel A of Figure 9. Obviously, ABSINTH slightly overestimates the
propagation parameter, but it does seem to provide a reasonable representation of the slope. If
anything, the latter seems to be slightly overestimated, which stands in contrast to the AMBER-
based models deemed most reasonable, for which the slope seems to be underestimated.71 The
most relevant comparison in Table VI is between the simulations using the GB/SA model and
ABSINTH, and for this specific system, the latter shows better agreement with experiments
than the former, and this holds for all the measures used to quantify helix-coil transitions as
shown in Table VI.

Two additional points need to be made. As has been noted in the literature, v is generally
overestimated by roughly an order of magnitude in simulations. We suggest that this is partly
due to the method employed for analyzing simulation data. In experiments, v is obtained
through fits to kinetic data on helix nucleation,95,96 while computationally it is obtained
through fits to the equilibrium population of helix segments. Panel C in Figure 9 shows
predictions from LR theory as a function of v. Clearly, for large enough values of w, high
helicity coupled to an average number of helical segments significantly larger than unity (as
is usually observed) is only possible if v is substantially larger than the experimentally
determined value of 0.036. Even at high temperatures, when entropy dominates, it is impossible
to observe very low values for v given the way we compute this parameter from simulation
data. This point will be addressed in detail elsewhere. Finally, Table VI allows one to make
comparisons between the AMBER and OPLS-AA charge sets. It should be noted that the latter
were used for the ABSINTH calculations shown here. Gnanakaran and Garcia97 have observed
sharper transitions in their study of a related peptide Ala21 using explicit solvent and the OPLS-
AA/L force field77, suggesting that the lack of cooperativity in AMBER might be due to the
charge set employed.
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The Reversible “Folding” of a β-Hairpin Peptide
For peptides engineered to fold into a β-hairpin, there often is no well-defined transition
between the folded and unfolded ensembles. The thermal denaturation of these systems usually
shows a broad transition with ill-defined baselines and little cooperativity.73,98,99 We can
summarize the differences with respect to α-helical peptides as follows:

• The folding of α-helical systems is backbone-driven. This is apparent from the fact
that low-complexity sequences such as the FS-peptide do in fact fold and that the
simplest chiral residue (alanine) is the one with the largest helix propensity.100,101
Conversely, the folding of β-hairpins or three-stranded β-sheets is sidechain-driven.
This point is made by the fact that design attempts succeed by focusing on optimizing
the turn sequence and the sidechain registry.73,98,102,103 In other words, the chiral
peptide backbone of short peptides in aqueous solution shows an intrinsic propensity
to populate α-helical, but not β-rich conformations. This is illustrated indirectly by
the prevalence of ordered, β-rich structures in environments which become less and
less aqueous such as protein aggregates104 or organic solvent mixtures.105

• The folding of α-helical systems is well-described by simple models (see above),
whereas that of short β-sheet peptides is distinctively heterogeneous and highly
sensitive to the experimental probe employed.99

• The folded ensemble for α-helical systems is characterized by residual entropy in
fraying ends, bending, and possible kinks, but always remains well-described by local
backbone propensities and the i to i+4 hydrogen bond registry.72 Conversely, the
folded ensemble for most β-sheet peptides is almost exclusively constrained by non-
local effects such as the arrangement of sidechains coming from opposite strands.
Experimentally this type of ordering relates to the fluorescence of aromatic
residues73,99 or NMR order parameters such as NOEs.102,106

• The kinetics for helix formation are at least an order of magnitude faster than those
for hairpin formation.107 Hence, systems of the latter type pose a much stiffer
challenge for computational efforts trying to demonstrate reversible folding.

Most of the simulation studies carried out on β-hairpin peptides have focused on a fragment
of the B1 domain of protein G, more precisely the C-terminal hairpin, as it was shown to exhibit
features resembling the “native” hairpin experimentally.106 However, the order parameters
chosen in simulation work usually do not relate to experimental probes directly, and hence the
relevance of such results for the goal of calibrating force fields is questionable. Moreover, it
was recently shown that the NMR data are in fact much more consistent with highly disordered
simulation ensembles involving large populations of non-native like structures than with
predominantly folded ensembles.108

The preceding discussion leads us to choose the so-called tryptophan zippers as our model
system. These are very short peptides with two tryptophan pairs on either side which “zip”
together to stabilize the β-hairpin conformation.73 NMR structures could be obtained using
distance as well as dihedral restraints. From a simulation standpoint, the system has been
studied most extensively using continuum solvation models of the GB/SA flavor.74,99,109,
110 Even in a continuum solvent sampling is surprisingly difficult given the small size of these
peptides. The system was shown to exhibit heterogeneity both in terms of the kinetics of its
thermal unfolding behavior in aqueous solution99 and in terms of its simulated conformational
equilibrium at temperatures, for which experimental data are interpreted to indicate dominant
population of the folded basin.109

Here, we study “trpzip1” (pdb code: 1LE0),73 which has the lowest melting temperature among
the 12-residue designs, but seems to show the cleanest transition between predominantly folded
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and predominantly unfolded ensembles. Even for this system, however, the experimental data
are interpreted to imply that the fraction of folded molecules decreases almost linearly from
0.8 to 0.1 over the wide temperature range of 300 to 360K. Moreover, the maximum folded
population is never expected to exceed 0.8, hence indicating substantial residual disorder even
in the low-temperature regime. Figure 10 shows the temperature dependence of various order
parameters for simulations starting from either random extended conformations (folding
simulation) or from the NMR structure, more precisely the first model (unfolding simulation).
In general, both sets of simulations agree very well with one another. At 300K, however,
discrepancies start to arise, and we could not generate hysteresis-free data for temperatures
below 300K. This agrees with previous studies which had to use substantially elevated
temperatures to simulate tryptophan zippers.109,111

Panel A of Figure 10 shows the mean RMSD, which decreases with decreasing temperature,
but only reaches a value of 3.5 at 300K. Panel B shows the radius of gyration of the hydrophobic
cluster driving hairpin formation, i.e., the sidechains of the four tryptophan residues. This is
an order parameter typically used for β-hairpin systems,112,113 since it addresses the driving
force for folding directly. For the tryptophane zippers, however, the NMR structures do not
show a true hydrophobic cluster, but instead show the indole rings to be in an edge-to-face
arrangement on one face of the hairpin with substantial solvent-accessibility and no stacking
or hydrogen bonds. Guvench and Brooks114 argue that this unusual structure arises due to the
electrostatic multipoles in the non-polar parts of the indole rings. The NMR ensemble has a
resultant value for the Rg of the hydrophobic cluster of 6.4Å, which is actually larger than what
we observe at 300K. Panel C shows the average distance strand-to-strand distance. The
behavior is similar to that seen for the backbone RMSD in that the value for the NMR ensemble
(4.8Å) is approached with decreasing temperature, but that even at 300K the deviation is quite
substantial. Similarly, the order parameter L as defined by Snow and co-workers74 takes into
account native hydrogen bond distances as well as sidechain-sidechain distances for the
trypophan pairs found in contact experimentally. Panel D shows that L behaves similarly to
both the RMSD and the mean strand-to-strand distance with the NMR ensemble yielding an
average L of 27.9Å.

In summary, these results indicate that the ABSINTH Hamiltonian samples predominantly
disordered conformations which emphasize the driving force for the collapse of the hairpin,
but fail to predominantly populate the specific structure determined by NMR. In an average
sense, a broad basin of structures with native-like features becomes more and more populated
with decreasing temperature, which is in accordance with the experimental data on thermal
melting, but contradicts the folding estimates deduced from such data.73 Yang et al.99 have
shown for “trpzip2” that by various spectroscopic probes multiple melting transitions can be
identified, none of which can be interpreted to uniquely report on the loss of the specific NMR
structure as the order parameters in Panels A, C, and D of Figure 10 do.

In order to show the differences and similarities between our results and those of other
simulation studies we computed two-dimensional potentials of mean force (PMFs) in various
combinations of order parameters. Figure 11 shows plots analogous to Figure 3a in the work
of Snow et al.74 for the folding (Panel A) and unfolding simulations (Panel D) at 300K,
respectively. In these PMFs of order parameter L vs. the backbone RMSD, the native state
would be located in the lower left corner. Clearly, the precise NMR structure is not a relevant
part of the free energy landscape. Instead, structures with native-like low L values or low
backbone RMSDs are observed independently of one another. This means for example that
misfolded hairpins with non-native tryptophan arrangements are observed. In Panel B we can
identify such a misfolded hairpin basin for low values of both the strand-to-strand distance and
L, which was not observed to the same extent in the unfolding simulation (Panel E). Panels C
and F show PMFs as a function of the number of strand-to-strand hydrogen bonds vs. Rg of
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the hydrophobic cluster, and illustrate this point more clearly. For the folding simulation we
found a weak, but distinct basin of conformations with substantial hydrogen bonding. In both
cases, however, the vast majority of conformations has little to no strand-to-strand hydrogen
bonds. It is crucial to point out that in the work of Snow et al. the PMFs are created by analysis
of a vast number of independent simulations starting from extended states. While they discard
a sufficiently long equilibration phase (100ns, which is several times the collapse time), the
free energy surfaces are not equilibrated, and the unfolded state is overrepresented.

This leads to the following major conclusions for “trpzip1”:
• The native basin as defined by a specific NMR structure is not a stable conformation

for the ABSINTH Hamiltonian. It is noteworthy that Snow et al. show that the OPLS-
UA force field coupled to the GB/SA continuum solvent is equally unable to stabilize
the native basin, and that – unlike common practice – no 14-scaling was employed in
any of their OPLS-AA/GB results. This is an important modification of the force field,
because the underlying energy landscape may depend astutely on this choice,58 in
particular in a continuum solvent as discussed in the Methods section.

• A broad basin of states with native-like topology is populated readily and increasingly
so with decreasing temperature. This finding suggests that the ABSINTH model can
be used to reliably identify native-like basins albeit in a coarse-grained manner.

At this point, we wish to re-emphasize that ABSINTH is not designed as a structure prediction
tool. For the applications of interest, it appears more beneficial to underpredict rather than to
overpredict the specific structural preferences of polypeptides. While we are actively invested
in understanding what components of our model lead to the observed discrepancies for
“trpzip1”, we also wish to point out that this result does not imply a general problem of the
model in dealing with β-structures. This assertion is supported by our results for the B1 domain
of protein G, for which we observe cooperative unfolding in agreement with experimental data
indicating that within the context of the full-length protein the hairpin is not destabilized.
Therefore we do not pursue tuning of ABSINTH to generate stable hairpins given that the
experimental data suggest that such an approach would be unjustified and that the ensembles
for such short peptides are indeed heterogeneous.108

Polymeric behavior of polyglutamine
We have shown, both experimentally8 and computationally10,115, that homopolypeptides
composed predominantly of glutamine exhibit a strong preference for collapsed states in
aqueous solution. They are intrinsically disordered, and have no marked preference for
canonical secondary structures. The latter point is supported by experimental results based on
CD and NMR spectroscopy116-118 as well as high-resolution computational studies, i.e.,
molecular dynamics (MD) simulations in explicit solvent.115 The collapsed nature of the
ensemble can be established through a polymeric scaling law, i.e., the change in size of the
molecules with chain lengths. For chains in a poor solvent, i.e., a solvent in which chain-chain
contacts are preferred over chain-solvent contacts, collapsed states are preferred and the radius
of gyration should scale with chain length N with a scaling exponent of ∼0.33:

(12)

Here, 〈Rg〉 is the ensemble-averaged radius of gyration of an individual polypeptide chain, N
is the chain length, ν is the actual scaling exponent, and Ro is a parameter related to the monomer
size. By plotting 〈Rg〉 versus N in a double-logarithmic plot, one can obtain the scaling exponent
through linear regression. In previous computational work,10,115 we were unable to actually
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measure the scaling exponent due to the prohibitive cost of such simulations. Instead, we
compared the polymeric behavior of Q20 in water to two reference models, and established
through alternate means that these chains form collapsed globules and that water is indeed a
poor solvent even for such short glutamine-rich peptides.

Figure 12 shows the double-logarithmic plot of 〈Rg〉 versus N obtained using ABSINTH
compared to the two reference states extracted from previous work.10 The preference for
collapsed states is preserved in the continuum solvation model and this result agrees with both
theory and experiment. Using the uncertainty in the data themselves, we used MC re-sampling
of the raw data to obtain an error margin for the scaling exponent of 0.33 ≤ ν ≤ 0.45. Clearly,
this is only consistent with poor solvent scaling, and not with good solvent scaling, which is
observed in the excluded volume (EV) limit, as shown in Figure 12. Moreover, the
Experimental results8 arrive at similar conclusions with regards to the scaling exponent.

However, the scaling exponent is not necessarily the best illustration of solvent quality, as
small amounts of noise in the data can lead to substantial variability in its estimate. Figure 13
shows a more detailed comparison of 30 independent trajectories for Q20 to the MD simulations
we carried out for the same system10. Here, we plot the scaling of internal distances (see
Equation 5 in our previous work10) using ABSINTH compared to the calculation in explicit
solvent as published. Differences between the two sets of results are mostly statistically
insignificant, suggesting that for intrinsically disordered polyglutamine, differences in
conformational averaging between the implicit and explicit solvent calculations are negligible.
Both curves also coincide with the globular reference state indicating that in both explicit and
implicit models of solvation, water is in fact a poor solvent for these peptides. Furthermore,
we analyzed contact maps (data not shown) and concluded that overall there seems to be little
to no preference for any kind of consensus secondary structure, even though backbone segment
statistics indicate that extended stretches of α-helix are encountered in a few of the simulations.
The observed preference for disorder is in agreement with both experiment and the previous
computational studies.

Discussion and Conclusions
In this manuscript, we have introduced a new continuum solvation model termed ABSINTH.
The following paragraphs outline why we think it represents a worthy addition to the available
continuum solvation models.

ABSINTH is promising
For the test systems analyzed in this manuscript, ABSINTH provides a reasonable description
of the underlying physics. Most results are in general agreement with what is known from
experiments with two notable exceptions, i) we find specific outliers in the analysis of NMR
coupling constants, and ii) we find that the ABINTH Hamiltonian fails to predict the specific
NMR structure for the tryptophan zipper “trpzip1”. For the latter, however, the results are not
necessarily in fundamental disagreement with the published experimental data as a function
of temperature. The test cases here probe the short-range steric preferences of short peptides,
the general polymeric nature of Q20, the thermal stability of two small proteins, and reversible
folding of both an α-helical and a β-hairpin peptide. Therefore, we conclude that ABSINTH
is suitable for simulating processes such as folding/unfolding and self-assembly with semi-
quantitative accuracy. The principles underlying phenomena of biological interest are identical,
and hence the physical model behind ABSINTH should always apply. We wish to reiterate,
however, that ABSINTH was calibrated with a focus on disordered systems, and hence appears
unsuitable as a protein structure prediction tool in its current incarnation.
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ABSINTH shares a lot of similarities with the EEF1 model of Lazaridis and Karplus, which
has been successfully applied in a variety of contexts119-122. ABSINTH, however, has novel
aspects, which include the protocol used to calculate the solvent-accessible volumes; the use
of small molecule solutes as solvation groups; the description of partially solvated states; and
the screening of Coulomb interactions based on the local solvation environment. The features
listed above make ABSINTH a useful model for continuum solvation, which combines aspects
of the EEF1 and GB models.

ABSINTH is tunable
It is worth noting that the continuum solvation model can be tuned to change the nature of the
solvent. This can be accomplished by varying the solvation parameters rw, τs, χs, τd, and χd.
These parameters modulate properties of solvent by tuning the stability of and the cooperativity
of transitions between differently solvated states. Similarly, broad changes can be introduced
by swapping out parameter sets for the LJ parameters or partial charges as demonstrated in
some of our results. In ongoing work, we are using the temperature-induced helix-coil transition
as a case study to illustrate the tunability of the model. It is also possible to carry out simulations
including co-solutes such as urea and/or explicit water molecules using the same underlying
paradigm, as we have demonstrated for inorganic ions in this work. Finally, there is no
fundamental barrier to replace water as the continuum solvent, as long as the reference free
energies of solvation and bulk dielectric are known experimentally for the alternative solvent
of interest.121

ABSINTH has potential for substantial improvement
All results shown in this manuscript were obtained using MC sampling. Obvious improvements
include a switch to a stochastic dynamics approach or even hybrid methods. The treatment of
ionic groups as part of the polypeptide and in the bulk provides room for improvement. The
goal is to be able to seamlessly integrate the explicit representation of the polymers in aqueous
solution with the explicit representations of mobile counterions, which semi-quantitatively
capture experimentally observed properties. In addition, the impact of our modified model for
short-range electrostatic interactions needs to be analyzed in detail. Possible corrections based
on comparison to quantum-chemical data may be required. Finally, a detailed analysis of the
model's sensitivity to all its parameters including the LJ and partial charge sets, and the
solvation parameters rw, τs, χs, τd and χd should be performed. For this analysis, a more well-
defined set of calibration systems and a more systematic approach will likely be necessary
pending the availability of resources for such an endeavor. These improvements are part of our
current research directions and hence pursued actively.

Concluding Statement
The guiding principle for developing ABSINTH is that implicit solvent models should offer
significant computational savings over models representing all solvent molecules explicitly,
while not introducing qualitative errors into the description of the physics of solvation. As was
pointed out in the Introduction, numerous approaches have been brought forth to fulfill the
aforementioned principle. Given the varying successes of these models, we see the need for
an alternative approach, which combines the strengths of existing methods. It is our hope that
its computational efficiency, its tunability, and its promising agreement with experimental
results make ABSINTH an attractive tool for other researchers to complement available
computational methods.
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Figure 1.
Parsing a solute into model compounds using Met-Enkephalin (Acetyl-YGGFM-N-
Methylamide) as an example. The six peptide units are shown in blue, cyan, green, yellow,
orange and red, each using N-Methylacetamide as the model compound. The sidechains for
the tyrosine, phenylalanine, and methionine residues are as indicated. The corresponding model
compounds are p-Cresol (Tyr), Toluene (Phe), and Ethyl Methyl Thioether (Met). Details of
the parsing are shown in Table I.
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Figure 2.
Schematic illustration of the computation of the solvent accessible volume fraction for atom
k in solvation group i, . The light gray circle depicts atom k, and the dark gray circle around
it its mean-field solvation shell. The medium gray circles indicate other atoms either too far
away to affect the solvation of atom k (left side), or occupying part of its solvation shell, and
hence reducing  according to Equation 3 (right side).
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Figure 3.
The mapping from the solvent accessible volume fraction  to the solvation state . In panel
A, the naïve choice  is shown along with corrections introduced by the natural bounds
of  (see text). In panel B, the generalized, sigmoidal interpolation is shown. At τd=0.25 and
χd=0.5, the curve is very similar to the linear case using the same bounds. Shifting χd to 0.1
and 0.9, respectively, shifts the mid-point of the transition accordingly, but leaves the overall
curvature largely unaffected. Conversely, values of χd=0.5 and τd=0.1 increase curvature and
yield a more step-like transition. See Equation 4 for details.

Vitalis and Pappu Page 33

J Comput Chem. Author manuscript; available in PMC 2009 April 17.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 4.
NMR 3J(HαNH) coupling constants obtained using ABSINTH's continuum solvation model
coupled to standard force field parameters. Panel A shows the correlation between values
measured by Avbelj et al. to the coil library as well as ABSINTH/OPLS-AA. Panels B and C
show analogous plots for ABSINTH/GROMOS and ABSINTH/AMBER, respectively.
Finally, Panel D shows a comparison of the values obtained with ABSINTH/OPLS-AA to the
other two computational models as well as the coil library. Alanine is indicated in all plots as
the most drastic outlier.
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Figure 5.
NMR 3J(HαNH) coupling constants obtained using ABSINTH's continuum solvation model
coupled to modified LJ parameters and standard partial charge sets. Panels A, B, and C show
the comparison of experimental values to the coil library values as well as the simulated results
for the OPLS-AA (A), the GROMOS (B), and the AMBER (C) charges, respectively. Panel
D shows a comparison between the values obtained with OPLS-AA to the other computational
as well as the coil library data. Drastic outliers are indicated on the plots.
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Figure 6.
Unfolding measures for the B1 domain of protein G as a function of simulation temperature.
Panel A shows two raw values for the RMSD to the PDB structure, i) for all heavy backbone
atoms excluding the terminal residues; and ii) for just the heavy backbone atoms in the helical
portion of the protein, along with the radius of gyration. The RMSD is based on structural
alignments using only the corresponding residues as alignment criteria. Panel B shows values
for all three measures normalized to their end points at 260K (0.0, fully folded) as well as 440K
(1.0, fully unfolded). Error bars are obtained through block averaging, using a block size of
5×105 MC steps.
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Figure 7.
Unfolding measures for the engrailed homeodomain as a function of simulation temperature.
Panel A shows four raw values for the RMSD to the PDB structure, which are based on all
heavy backbone atoms excluding terminal residues as well as based on the heavy backbone
atoms for the three helices individually. Using the PDB-numbering (1ENH) the helices were
defined as residues 11 to 25 (A), residues 29 to 41 (B), as well as residues 43 to 57 (C). Likewise
to Figure 6, the RMSD is based on structural alignments using only the corresponding residues
as alignment criteria. Panel B shows values for the four measures normalized to their end points
at 260K (0.0, fully folded) as well as 440K (1.0, fully unfolded). Error bars are obtained through
block averaging, using a block size of 5×105 MC steps.
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Figure 8.
The temperature-dependence of the fractional helical content (Panel A), the mean number of
helical hydrogen bonds (Panel B), and the mean number of helical segments of at least two
residues in length (Panel C) in the FS-peptide. The folding and unfolding simulations are shown
as solid and dashed lines, respectively. The dotted line in Panel A indicates a fractional helicity
of 50%, which is used to roughly estimate the melting temperature.
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Figure 9.
The temperature-dependence of the Lifson-Roig (LR) nucleation (Panel A) and propagation
(Panel B) parameters shown analogously to Figure 8. Dotted lines indicate a temperature of
300K. The thick dashed line in Panel A is the experimentally determined temperature
dependence of the propagation parameter. Panel C shows predictions for the mean, fractional
number of helical hydrogen bonds (lower set of curves) and for the mean number of helical
segments (upper set of curves) from LR theory as a function of the nucleation parameter. A
family of curves for values of w = 1.27, 1.42, 1.57, 1.72, 1.87, 2.02, 2.17 is shown in either
case. Increasing values of w are shown as lighter-colored graphs and dashed and solid lines
alternate for better clarity.
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Figure 10.
The temperature dependence of various order parameters characterizing the simulated
ensembles of the tryptophan zipper “trpzip1”. Sets of folding and unfolding simulations are
shown as solid and dashed lines, respectively. Panel A shows the heavy backbone atom RMSD
to the PDB structure (Model 1 in 1LE0) excluding the N-terminal serine and the C-terminal
amide cap. Panel B shows the radius of gyration of the sidechains of the four tryptophan
residues. Panel C shows the mean strand-to-strand distance for the perfect hairpin, whereas the
order parameter L as defined by Snow et al.74 is shown in Panel D.
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Figure 11.
Various two-dimensional potentials of mean force for combinations of order parameters (see
Methods and Figure 10). The data are obtained at 300K and are shown for the folding simulation
in Panels A, B, and C, and for the unfolding simulation in Panels D, E, and F.
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Figure 12.
Scaling law for the peptide series Acetyl-(Gln)N-N-Methylamide. The data obtained with
ABSINTH's solvation model is compared to the data for two reference models used in previous
work. Error bars on the data for ABSINTH indicate a crude estimate of the reliability of the
Rg-values based on the standard deviation of the averages of four independent runs. The
uncertainty in the fit parameters was estimated using 50000 independent samples of the data
drawn from the estimated normal distributions for each chain length. Due to the crude
determination of the parameters for the latter distributions, the numbers are not to be viewed
as a rigorous, statistical error estimate.
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Figure 13.
The scaling of internal distances with sequence separation. The data shown are the novel results
obtained with ABSINTH compared to published results obtained in explicit solvent as well as
the two reference models10. Error bars are shown for the data in explicit solvent and in
ABSINTH and are obtained by calculating the standard deviation of the final averages for each
of the 60 and 30 trajectories used, respectively.
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Table I
Detailed inventory of the solvation groups in ABSINTH.*

Residue or
Unit Model Compound List of Atoms Experimentally measured ΔGsol

(kcal/mol) used in ABSINTH

Polypeptide
backbone N-Methylacetamide -CO-NH- −10.1

Formylated
Peptide N-Cap N-Methylformamide -CO-NH- −10.0

Amidated
Peptide C-Cap Acetamide -CO-NH2 −9.7

Charged N-
Terminus Methylamine -NH3 −106.5

Charged C-
Terminus Acetate -COO −107.3

Glycine - - -

Alanine Methane All +1.9

Valine Propane All +2.0

Leucine 2-Methylpropane All +2.3

Isoleucine Butane All +2.2

Proline Propane All +2.0

Methionine Ethyl Methyl Thioether
-S- −3.6 (Ethyl Methyl Thioether –

Butane)

-CH2-CH3, -CH3 +2.2 (Butane)

Serine Methanol -OH −5.1

Threonine Ethanol
-OH −5.1 (MetOH)

-CH3 +0.1 (EtOH-MetOH)

Cysteine Methanethiol -SH −1.2

Asparagine Acetamide -CO-NH2 −9.7

Glutamine Propionamide
-CO-NH2 −9.7 (Acetamide)

-CH2- +0.4 (Propionamide – Acetamide)

Phenylalanine Toluene All −0.8

Tyrosine p-Cresol
-OH −5.3 (p-Cresol – Toluene)

Rest −0.8 (Toluene)

Tryptophane 3-Methylindole
-NH −3.5 (3-Methylindole –

Naphthalene)

Rest −2.4 (Naphthalene)

Histidine 4-Methylimidazole -NH-C-N- −10.3

Aspartate (−) Acetic Acid -COO −107.3

Glutamate (−) Propionic Acid -COO −107.3

Lysine (+) 1-Butylamine -NH3 −100.9

Arginine (+) n-Propylguanidine Guanido Group −100.9

Sodium (+) - Na+ −87.2

Chloride (−) - Cl− −74.6

*
In general, amino acid residues are partitioned into a sidechain model compound as well as a (universal) backbone model compound. The first column

lists the residue name (for specific amino acids referring to sidechains), the second column gives the model compound used, and the third column lists
the atoms making up the solvation group. Note that atoms not listed play no role in the DMFI for that particular residue. The fourth column lists the
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reference free energies of solvation as taken from various experimental papers summarized in Marten et al..123 We treat model compounds with distinct
polar solvation sites and a significant hydrophobic portion as follows: Using the tyrosine sidechain as an example, the difference between the model
compound's total free energy of solvation and the underlying hydrophobic model compound (here the difference between p-Cresol, −6.1 kcal/mol, and
toluene, −0.8 kcal/mol) is assigned to the hydrophilic portion (−5.3 kcal/mol), while the value for the hydrophobic compound (−0.8 kcal/mol) is assigned
to the hydrophobic part. The treatment for isotropic compounds is much simpler. The sensitivity to these choices is generally small due to the correlation
between the solvation states of the atoms comprising the solvation group. The values for charged peptide moieties are lowered artificially by ∼30kcal/
mol and this was the result of a systematic calibration process (see text).
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Table II
Summary of the LJ parameters used for most of the results presented in this manuscript.*

Atom Type Example σii in Å εii in kcal/mol Valency

Aliphatic or aromatic
N (sp2) Amide N 2.70 0.150 3

Aliphatic N (sp3) Amine N 2.70 0.150 4

Non-protonated,
aromatic N (sp2) Imidazole N 3.20 0.150 2

Proline N (sp2) Proline N 2.70 0.150 3

O (sp) Carbonyl O 2.70 0.200 1

O (sp2) Alcohol O 3.00 0.150 2

Aliphatic C (sp3) Methyl C 3.30 0.100 4

Aromatic or aliphatic
C (sp2) Phenyl C 3.00 0.100 3

Non-polar H Methyl H 2.00 0.025 1

Polar H Alcohol H 2.00 0.025 1

Na+ Sodium Ion 3.33 0.003 0

Cl− Chloride Ion 4.42 0.118 0

*
The first column lists atom types with hybridization states, the second column provides a chemical example for every atom type, the third and fourth

columns list the actual LJ parameters σii and εii, and the fifth column gives the valency of each atom type. Ion parameters are based loosely on the Åqvist
parameters in the OPLS-AA force field.
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Table VI
Comparative analysis of parameters of the helix-coil transition for the FS-peptide.*

Method Tm in K v (T in K) w

Experiment ∼305 0.036 (273) ∼1.3

AMBER-94 393 / - 0.27 (300) / 0.36 (305) 2.12 / 1.67

AMBER-GS 342 / - 0.13 (300) / 0.70 (305) 1.67 / 3.70

AMBER-94 / GB/SA 380 0.79 (300) 2.20

AMBER-GS / GB/SA 431 1.57 (300) 4.03

AMBER-99 - 0.06 (305) 0.70

AMBER-99ϕ - 0.26 (305) 1.26

AMBER-94 -SQ - 0.28 (305) 1.28

ABSINTH ∼330 ∼0.5 (300) ∼1.9

*
AMBER-94 is the full Cornell et al. force field1, while AMBER-GS is the modification introduced by Garcia and Sanbonmatsu.125 AMBER-99126 is

a more recent version known for its heliophobic nature, while AMBER-99ϕ is the correction introduced by Sorin and Pande.71 Finally, AMBER-94–SQ

is a further modification introduced by Sorin and Pande shown to illustrate their more extensive study on the impact of non-covalent term scaling.58 The
second column shows the melting temperatures in K, the third and fourth columns the LR parameters at 300K or 305K, respectively. The are two different

datasets shown for AMBER-94 and AMBER-GS, which come from Garcia's70 and Pande's71 groups, respectively.
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