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SUMMARY

Proteins carry out their biological function after folding into their tertiary structures,  and the

functional properties are greatly dictated by the structures. Hence, discovery of proteins’ native

structures impacts many diverse biological fields such as drug design and enzymatic studies.

Experimental  techniques  such  as  x-ray  crystallography  and  nuclear  magnetic  resonance

spectroscopy (NMR) are able to solve proteins’ structures at high atomic resolution. However,

these methods are very time consuming and labor intensive, involve various difficulties. The

current computational methods can consistently predict a protein’s tertiary structure at medium

resolution  to  high  resolution  if  similar  proteins  with  known  structures  have  been  revealed

previously. However consistent predictions at atomic high resolution still remains as one of the

greatest  challenges.  In  this  work,  we  demonstrate  that  our  lately  designed  physical  energy

function  is  able  to  reliably  refine  medium-resolution  protein  models  closer  to  the  native

structures. In addition to the improvement to computational methods, the energy function can

also  be  potentially  used  during  the  refinement  phase  of  x-ray  crystallography  and  NMR

experimental processes to further increase the accuracy of atomic positions of proteins.   



ABSTRACT

In the past decade, significant progress has been made in protein structure prediction.  However,

refining models to a level of resolution that is comparable to experimental results and can be

used in studies like enzymatic  activity still  remains a major challenge.   We have previously

demonstrated that our modular protein-solvent energy function, uniquely involving a potential of

mean  force  description  for  hydrophobic  solvation,  works  well  in  protein  globular  structure

prediction and loop modeling.  In this work, we couple protein-solvent energy function with our

global optimization method Stochastic Perturbation with Soft Constraints and use them to refine

a collection of template  models from submitted predictions to  recent CASP blind prediction

contests.  A prediction protocol based on a selection of structures with the lowest energy is able

to successfully refine all of the test proteins, and more importantly, our energy function does not

show degradation in prediction when sampling is exhausted.



INTRODUCTION

Knowledge of protein structures at atomic resolution is vital for biological studies on enzymatic

activity and ligand binding. While nuclear magnetic resonance spectroscopy (NMR) and X-ray

crystallography are commonly used to solve protein structures, they are typically labor-intensive,

costly  and can be limited by protein size or the  ability  to  grow a well-ordered crystal.  The

advancement of high-throughput genomic sequencing projects is giving rise to an exponentially

widening gap between the sequencing data and the number of solved protein structures. There is

a pressing need for computational methods that can model protein structures with an atomic

accuracy comparable to the experimental results.

The recent 5th, 6th, 7th and 8th Critical Assessment of Techniques for Protein Structure Prediction

(CASP) 1-3 have shown significant progress in both the categories of template-based prediction,

which uses sequence homology or structural homology based modeling of existing structures in

the Protein Databank (PDB), and free modeling (or de novo modeling), which is primarily used

when the structure to be predicted has no known experimental analogy. Several state-of-the art

template-based modeling techniques can reliably generate models with quality as good as the

experimental results if the templates used have sequence identity of 50% or higher to the target

protein 4-9. But as sequence or structural similarity decreases, prediction model errors are known

to increase, generating predicted structures that can range between a root mean square deviation

(RMSD) of 3.0Å and upwards to 10.0Å. 

De novo modeling techniques compared to template-based methods require extensively more

computational power, and prediction models generally have lower resolution. A major milestone

is the work of Bradley and co-workers  10, in which they were able to predict  de novo 5 of 16

small single-domain proteins (<85 residues) to a resolution <1.5 Å using an all-atom physical

energy force field and a Monte Carlo global search method optimizing backbone torsion angles

and side-chain packing. However, a majority of template-based or de novo prediction models are

typically  low-resolution,  limiting  their  applicability  to  important  biological  studies  like

enzymatic activity and drug design 11.

 



The area of structure refinement seeks to overcome the extremely difficult challenge of refining

medium to poor resolution structures which are initial  guesses  that  have merit  but  still  lack

sufficient resolution detail for refined biological questions. Over the past decade, much progress

has been made in the structural refinement field 10,12-21, with success depending on the resolution

of the starting structure, the quality of the protein and solvent energy function, and the global

optimization  approach.  Levitt  et.  al  22,23 studied  a  collection  of  both  physics-based  potential

energy  functions  and statistically  derived knowledge-based  scoring functions,  in  which they

found  that  when  the  test  proteins  are  simulated  in  vacuo  (no  solvent  representation),  the

knowledge-based  functions  gave  superior  refined  protein  models  than  physically  motivated

energy functions.  However,  when the physics-based functions were coupled with an implicit

solvent  model,  they  clearly  outperformed  any  of  the  knowledge-based  functions  tested,

signifying the importance of including solvent in protein structure refinement. Recently Skolnick

et.  al  developed a  protein  refinement  algorithm that  included  an  optimized  energy  function

composed of weighted components of the AMBERff99 protein force field and an implicit solvent

model that was sampled with a replica exchange Monte Carlo global search method, in which

they successfully refined 70% of their tested proteins 20,21.

In  previous work,  we have developed a physics based energy function that includes a novel

hydrophobic potential  of mean force term,  and demonstrated its  success on protein globular

structure prediction 24, in which we were able to discriminate between each protein’s native fold

from a large set of misfolded decoy structures. We have also demonstrated the energy function’s

application in loop prediction, and the results show that it can reliably model the nativeness of

the target loops, regardless of the length of the loops 25. 

In this work, we present our energy function’s application in the protein structural refinement

regime. Because we primarily focus on the energy function, we do limited global optimization

around a  given  start  state,  leaving  it  to  future  work  to  couple  it  to  more  extensive  global

sampling.  To  follow the  same  regulation  as  the  Critical  Assessment  of  Structure  Prediction

evaluations, we select the best five refined models, which have the lowest energy at the end of

the  refinement  algorithm  for  the  performance  evaluation.  The  results  show  average

improvements of ~0.5Å RMSD, with our best result bringing 1WHZ 1.32Å closer to the native



state.  More  importantly,  our  energy  function does  not  show degradation  in  prediction  when

sampling is exhausted.

MATERIALS AND METHODS

Energy Function.  The energy function we use in structural refinement is very similar to our

previous studies, but is now based on the following components:



V = VProtein +VGB +VHPMF +VHB                                      (1)

where  VProtein is  updated  from  our  previous  studies  by  replacing  AMBERff99  26 with  the

AMBERff99SB protein force field developed by Simmerling and co-workers  27. The next two

terms of Eq. (1) are taken from our previous model, where  VGB is the Generalized Born (GB)

description of the electrostatic component of solvent free energy 28, and VHPMF is the hydrophobic

potential of mean force (HPMF) to describe the hydrophobic solute-solute interaction induced by

water 29,30. We refer the reader to our previous work 24,25 for the functional form and the parameter

details in regards these terms. Finally we have added an energy term developed by Kabsch and

Sander  31 to provide a means for improving the geometry of protein backbone hydrogen bond

formation. 



VHB = 332 × q1q2
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

VHB = VHB ×
1
2

tanh 100 × −RON + 5.2[ ]( ) + 1[ ]                                    (2b)



VHB = VHB ×
1
2

tanh 100 × −VHB − 0.5[ ]( ) + 1[ ]                                    (2b)

In Eq. (2a), q1 and q2 are 0.42e and 0.20e, respectively, e being the unit electron charge and RAB is

the distance between atom A and B in angstrom. A hydrogen bond interaction will be considered

only if two criteria are fulfilled that the distance between O and N atoms is less than or equal to

5.2Å, and the energy is less than -0.5 kcal/mol. Due to these two conditions, the model becomes

a step function; therefore, we implement the hyperbolic tangent function in Eq. (2b) and (2c) to

convert the model to a continuous function. This VHB model has been previously proven to form

intact secondary structures during dynamics simulations and increase the discrimination of a

protein’s native from misfolds 21. 



With the two modifications implemented, we validate the modified energy function as described

in Eq. (1) with the two decoy sets, 4-state-reduced 32 and LMDS 33 from the collection that we

used in the previous work 24. The results of native ranking and native z-score produced by both

the old function and the modified function are shown in Table I.  Compared to  the previous

version  of  the  energy  function,  the  new  model  shows  a  improvement  in  both  of  these

performance metrics. It is able to correctly rank the native in 15 out of the 16 tested cases, which

includes 3ICB from 4-state-reduced set  that  the  previous energy model  could only rank the

native as the second lowest-energy structure among the decoys. 1B0N-B (LMDS set) is the only

case in which the new energy function is not able to correctly rank. It is a troublesome case that

may be due to its being a designed, non-naturally occurring protein, and its small size may need

other subunits to stabilize it. In terms of native z-score, the new energy function systematically

shows superiority in the ability to discriminate each protein’s native from the decoys, except for

2CRO, 2OVO and 4PTI in LMDS set. On average, the new function improves the z-score by

0.151 for the  4-state-reduced set,  0.055 for the  LMDS set,  and 0.097 overall.  These  results

emphasize  the  transferability  of  the  components  of  our  energy  model,  since  we did  not  re-

optimize any components of the energy function to improve the protein aspect of the force field.

However, the added hydrogen-bonding function is not the focus here. It deals with a problem that

happens in repeated optimization without solvent that  secondary structure degrades,  and this

term was chosen intentionally to keep secondary structure reasonably refined without it having a

strong impact on energy ranking, which is already optimized using the GB and HPMF term.

Selection and Preparation of  Proteins.  For evaluating the  energy  function’s application  in

refinement, we select proteins from the targets in the recent CASP competitions, and 1CTF in the

4-state-reduced set  for benchmark purposes.  Since energy minimization is  a  computationally

demanding calculation, we select proteins with a manageable size below 100 amino acids. We

also restrict the proteins to be refined to possess experimental native structures solved by X-ray

crystallography and with no missing backbone heavy atoms. For each of the chosen proteins, we

select four initial structures among the participants’ predicted models that fall between 3.0Å and

5.7Å in RMSD with respect to the experimental native state, and the models must contain at least

the backbone heavy atoms.  Since our energy model  requires hydrogen atom positions to  be

specified, we use the CHARMM modeling package  34 to build the positions of the hydrogen



atoms. The information concerning the selected proteins and the RMSD of the start models are

listed in Table II.

Energy Minimization Procedure.  Each structure is locally  minimized using Eq.  (1) and its

Cartesian derivatives using the BFGS (Broyden-Fletcher-Goldfarb-Shanno)  35 limited memory

quasi-Newton method 36. Due to the computational cost and the number of structures subject to

energy  minimization,  we  minimize  the  structures  for  1000  steps  instead  of  reaching  full

convergence. All of the RMSD calculations are conducted using the MMTSB Tool Set  37, and

they represent the values of C RMSD unless indicated otherwise.

Structural  Refinement  Algorithm.  Protein  structural  refinement  can  be  divided  into  two

regimes, local and global. Local refinement focuses on topologically correct predictions that are

deficient in localized regions of a protein structure such as loops and side chains, while global

refinement considers the wholesale reorganization of secondary structure and/or their repacking

in  tertiary  form.  Most  of  the  proteins  we  consider  belong  to  the  local  class,  but  still  are

refinement  targets,  and thus  we generated  a  fairly  conservative  global  optimization  strategy

relative to de novo prediction. We introduce random sampling of all backbone dihedral angles by

some degree of perturbation, which we optimize on seven proteins in the 4-state-reduce set 32 that

we used  in  our  previous  work  24.  Figure  1  shows that  1 perturbation  generates  very  little

variation from the start configuration, while dihedral angle variations >5 perturbation generates

a majority of structures that move further away from the native state  relative to the starting

structure. The optimal appear to be ~3 perturbation which gives diverse structures, half of which

are closer to the native than the start model. 

The overall structural refinement algorithm is illustrated in Figure 2. For each start model, we

generated 10,000 structures per round for each of the test proteins to do local minimization. The

five structures with the lowest energy are chosen as the initial seeds for the next search round,

where each of them is used to generate another set of 10,000 structures. We repeat this procedure

for a total of 5 rounds, and the final RMSD with respect to the native state of the five lowest-

energy structures collected at the end of the fifth round of the global optimization are compared

to the RMSD of the initial structure to evaluate the algorithm’s performance.



RESULTS

The best RMSD and average RMSD over the 5 lowest-energy structures at the end of each round

for each start model are listed in Table III. During the early stage of the refinement process, the

energy function could not consistently pick out five structures that have lower RMSD than the

start models. But as the refinement progresses to the later rounds, the number of structures that

have lower RMSD increases, and in the final round, all of the five structures for each start model,

which the energy function assigned the lowest energy, show improvement in RMSD, i.e. move

closer to the native state. The start model that has the least improvement is the start state #2 of

3DED, which moves 0.045 Å closer to the native comparing to the starting model. However we

also  consider  this  a  good  result  in  the  sense  that  the  energy  function  discriminates  against

thousands of competing misfolds,  essentially indicating that the sampling is exhausted in the

localized region around the start state.

On the other hand, the largest improvement happens on 1WHZ (start state #3 with a start RMSD

of 5.32 Å), and after going through five rounds of refinement, the average RMSD of the five

lowest-energy structures is a little less than 4.00 Å, which shows ~1.32 Å difference or 25% of

improvement. Figure 3 shows the superposition between 1WHZ native (green), the start model

(cyan) and the lowest-energy structure at the end of the refinement process (magenta). There is

significant  improvement  on  every  element  of  secondary  structure,  in  which  the  refinement

process improves both the hydrogen bonding between the second and third strand in the -sheet,

while the three -helices in the refined model align better with the ones in the native. In fact, the

alignment between the first -helix in the refined model and the native is almost perfect. We also

made significant progress on the refinement of 1CTF, 3D7I, 2IWP, and 1WHZ, in which all start

models with RMSD of 3.3-3.7 Å for these proteins had final RMSD values less than 3.0 Å,

which shows a promising achievement in refining templates of protein structures toward the

high-resolution scale.



We also calculate the RMSD of the 10,000 structures in each global round for each start model

before and after the energy minimization, and we then average the change in RMSD of each

structure over the 10,000 structures. The resulting average RMSD values are listed in Table IV.

During the  energy  minimization in  each global  round for each start  model,  on average,  the

energy function is able to consistently bring the structures closer to the corresponding native

state, with the range of improvement of ~0.10-0.30 Å. Among each of the 10,000-structure set,

the  energy  function  can  minimally  guide  ~50% of  them in  the  direction  to  the  native,  and

maximally, it can direct 99% of them closer to the native. The measurements indicate that during

minimization the energy function is capable of moving the majority of the structures closer to its

corresponding native. 

Finally,  in  Table  V  we  include  other  metrics  to  measure  prediction  quality  of  our  model,

including  the  global  distance  test  score  (GDT-TS)  used  in  the  community-wide  CASP and

CAFASP experiments38, a template modeling score (TM-score)39, and side chain RMSD. GDT-

TS counts the number of C pairs that have a distance of 1.0Å, 2.0Å, 4.0Å, and 8.0Å to the

reference structure after superposition, while TM-score counts all residue pairs using the Levitt–

Gerstein weight and is more sensitive to the global topology than local variations. It is evident

that ~65-70% of the time that the energy model discriminates toward better GDT-TS and TM-

scores. Since our model always improves backbone RMSD, the side chain RMSD suggest that

the search strategy could be greatly improved by optimizing side chain rotomers after backbone

randomization.

DISCUSSION

In  our previous work24,25,  we developed a solvation energy model  (HPMF) that  captures the

solvent-induced hydrophobic interactions, and we coupled it with the AMBER ff99 protein force

field  and  the  GB model  to  use  in  protein  globular  structure  prediction  and  local  structure

refinement or loop modeling. Here, we update the AMBER protein force field from ff99  26 to

ff99sb 27 and add an energy term 31 that mediates the backbone hydrogen bond formations. Based

on the test on 4-state-reduced and LMDS decoy sets, the new energy function allows for better

native ranking than the previous version, and the native z-score is systematically improved. This

result also demonstrates the transferability of the solvation components of our energy model in



that it can be coupled with another empirical protein force field and still remain effective. In this

work we have demonstrated the solvation model’s application in global structure refinement,

validated with the targets selected from the recent CASPs. The function is able to consistently

refine all of the start models closer to the native state with average improvement from 0.04 Å to

1.32 Å, and with some results suggesting that refining protein structures to the high-resolution

regime is possible with better search strategies than explored here., especially optimization of

side chain rotomers. Compared to structure prediction, structure refinement requires even more

stringent  sampling40.  We have  not  attempted  to  optimize  this  component  of  the  refinement

strategy, instead focusing on the development of the energy model. 

In  summary,  with  the  current  computational  methods  such  as  template-based  and  de  novo

techniques,  models  with  low  to  medium resolution  can  consistently  be  predicted;  however,

getting models to high-resolution still remains one of the great challenges in the field. We hope

that the energy function that we present here can provide means for refining medium resolution

models to high resolution. 
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FIGURE CAPTIONS

Figure 1. Degree of perturbation. One-degree of perturbation does not generate structures with 

a great diversity. Five and higher degree of perturbation generate too many structures that are 

less native-like than the initial model, moving away from the native state. Three-degree of 

perturbation gives diverse structures, and about half of them are closer to the native than the start

model.

Figure 2. Refinement protocol flowchart. For each initial structure, we select five structures 

using the energy function at the end of the first round. The five models are then used as the initial

seeds in the following round, and the procedure repeats for three times. We then collect the five 

lowest-energy structures at the end of the fifth global round for the performance evaluation.

Figure 3. Results of 1WHZ start state #3. The structure in green is the native, and the cyan is 

the start model with the initial RMSD of 5.32 Å, and the magenta is the lowest-energy structure 

with the RMSD of 3.98 Å at the end of the refinement process. (a) It gives the overview of the 

superposition between the three structures. (b) It focuses on the first -helix. The native and the 

refined model are aligned almost perfectly. (c) It shows the 3-strand -sheet. The left and middle 

strands of the final structure show a good alignment with the native, and the two strands form 

better hydrogen bonds than the start model. The right strand moves closer to the native, but it 

still requires further refinement. (d) It shows the second (middle) and the third (left) -helix in 

the structure. After the refinement process, the alignment between the refined model’s second -

helix and native’s is better than the ones between the start model and the native. However, one 



hydrogen bond is broken at the beginning of the -helix in the refined model. The axial direction

of the third -helix in the native and the final model is aligned, but more refinement is still 

needed.


	Reliable Protein Structure Refinement using a
	Physical Energy Function
	Matthew S. Lin1, Teresa Head-Gordon1,2*
	Keywords: energy function, aqueous solvation, hydrophobicity, optimization, protein structure refinement
	Proteins carry out their biological function after folding into their tertiary structures, and the functional properties are greatly dictated by the structures. Hence, discovery of proteins’ native structures impacts many diverse biological fields such as drug design and enzymatic studies. Experimental techniques such as x-ray crystallography and nuclear magnetic resonance spectroscopy (NMR) are able to solve proteins’ structures at high atomic resolution. However, these methods are very time consuming and labor intensive, involve various difficulties. The current computational methods can consistently predict a protein’s tertiary structure at medium resolution to high resolution if similar proteins with known structures have been revealed previously. However consistent predictions at atomic high resolution still remains as one of the greatest challenges. In this work, we demonstrate that our lately designed physical energy function is able to reliably refine medium-resolution protein models closer to the native structures. In addition to the improvement to computational methods, the energy function can also be potentially used during the refinement phase of x-ray crystallography and NMR experimental processes to further increase the accuracy of atomic positions of proteins.
	INTRODUCTION
	Knowledge of protein structures at atomic resolution is vital for biological studies on enzymatic activity and ligand binding. While nuclear magnetic resonance spectroscopy (NMR) and X-ray crystallography are commonly used to solve protein structures, they are typically labor-intensive, costly and can be limited by protein size or the ability to grow a well-ordered crystal. The advancement of high-throughput genomic sequencing projects is giving rise to an exponentially widening gap between the sequencing data and the number of solved protein structures. There is a pressing need for computational methods that can model protein structures with an atomic accuracy comparable to the experimental results.
	The recent 5th, 6th, 7th and 8th Critical Assessment of Techniques for Protein Structure Prediction (CASP) �1-3� have shown significant progress in both the categories of template-based prediction, which uses sequence homology or structural homology based modeling of existing structures in the Protein Databank (PDB), and free modeling (or de novo modeling), which is primarily used when the structure to be predicted has no known experimental analogy. Several state-of-the art template-based modeling techniques can reliably generate models with quality as good as the experimental results if the templates used have sequence identity of 50% or higher to the target protein �4-9�. But as sequence or structural similarity decreases, prediction model errors are known to increase, generating predicted structures that can range between a root mean square deviation (RMSD) of 3.0Å and upwards to 10.0Å.
	De novo modeling techniques compared to template-based methods require extensively more computational power, and prediction models generally have lower resolution. A major milestone is the work of Bradley and co-workers �10�, in which they were able to predict de novo 5 of 16 small single-domain proteins (<85 residues) to a resolution <1.5 Å using an all-atom physical energy force field and a Monte Carlo global search method optimizing backbone torsion angles and side-chain packing. However, a majority of template-based or de novo prediction models are typically low-resolution, limiting their applicability to important biological studies like enzymatic activity and drug design �11�.
	
	The area of structure refinement seeks to overcome the extremely difficult challenge of refining medium to poor resolution structures which are initial guesses that have merit but still lack sufficient resolution detail for refined biological questions. Over the past decade, much progress has been made in the structural refinement field �10,12-21�, with success depending on the resolution of the starting structure, the quality of the protein and solvent energy function, and the global optimization approach. Levitt et. al �22,23� studied a collection of both physics-based potential energy functions and statistically derived knowledge-based scoring functions, in which they found that when the test proteins are simulated in vacuo (no solvent representation), the knowledge-based functions gave superior refined protein models than physically motivated energy functions. However, when the physics-based functions were coupled with an implicit solvent model, they clearly outperformed any of the knowledge-based functions tested, signifying the importance of including solvent in protein structure refinement. Recently Skolnick et. al developed a protein refinement algorithm that included an optimized energy function composed of weighted components of the AMBERff99 protein force field and an implicit solvent model that was sampled with a replica exchange Monte Carlo global search method, in which they successfully refined 70% of their tested proteins �20,21�.



