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Abstract
The inability to rapidly generate accurate and robust parameters for novel chemical matter
continues to severely limit the application of molecular dynamics (MD) simulations to many
biological systems of interest, especially in fields such as drug discovery. Although the release of
generalized versions of common classical force fields, e.g., GAFF and CGenFF, have posited
guidelines for parameterization of small molecules, many technical challenges remain that have
hampered their wide-scale extension. The Force Field Toolkit (ffTK), described herein, minimizes
common barriers to ligand parameterization through algorithm and method development,
automation of tedious and error-prone tasks, and graphical user interface design. Distributed as a
VMD plugin, ffTK facilitates the traversal of a clear and organized workflow resulting in a
complete set of CHARMM-compatible parameters. A variety of tools are provided to generate
quantum mechanical target data, set up multidimensional optimization routines, and analyze
parameter performance. Parameters developed for a small test set of molecules using ffTK were
comparable to existing CGenFF parameters in their ability to reproduce experimentally measured
values for pure-solvent properties (<15% error from experiment) and free energy of solvation
(±0.5 kcal/mol from experiment).

Introduction
The advancement of molecular dynamics (MD) simulations as a method for probing
biological systems requires overcoming a number of key barriers, including limitations in
time scale, system size, and the accurate representation of the underlying molecular system.
While the first two rely primarily on advances in hardware and algorithms, the last, accuracy
of the molecular description, requires assiduous development of better force fields that
adequately describe important interactions within the simulation system. The inclusion of
CMAP potentials1,2 and polarizability3–8 are two examples illustrating the current course of
force field development. An often overlooked, but fundamental and long-persisting
limitation, however, is the complexity of developing missing force field parameters for
novel chemical species, such as modified amino acids or small molecule ligands. These
chemical entities are frequently critical components within the biological system of interest,
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yet the inability to easily and accurately parameterize them greatly impedes the utility of
MD technologies across many fields, including most notably drug discovery.9,10

Many different empirical force fields (e.g., AMBER, CHARMM, GROMOS, OPLS) have
been developed for use in MD simulations.11 Although each particular force field follows a
specific philosophy based on a set of theoretical underpinnings and an implementation
strategy, they share a common reliance on the concept of transferability, in which a single
set of parameters for a given atom type accurately describes its behavior in a wide range of
chemical (connectivity) and spatial (conformation) contexts. Biopolymers (e.g., proteins,
DNA, and carbohydrates) lend themselves quite well to this concept due to their modular
nature and composition from a relatively small set of independent building blocks (amino
acids, nucleic acids, sugars). While developing accurate, yet transferable, parameters for
these building blocks requires significant effort initially, the payoff is tremendous, and
allows for the simulation of biological systems covering a wide range of compositions,
scales, and functions from a modestly sized parameter set.

Small molecules, in contrast to most biomolecules, represent a vastly increased diversity of
structures and chemistries. For comparison, it is estimated that the human genome encodes
for ~25,000 proteins,12 while estimates of chemical space range from 1018 to 10200.13 It is
unreasonable to suppose a single parameter set can adequately describe such a large number
of compounds. One approach to addressing this “small molecule problem” is by developing
a limited set of building blocks that cover a specific class or family of molecules. This has
been the underlying principle of the General Amber Force Field (GAFF)14 and CHARMM
General Force Field (CGenFF),15 which target only “druglike molecules in a biological
environment.”15 Pharmaceutically relevant compounds (drugs, chemical probes, etc.),
however, tend to be comprised of linked or fused aromatic (frequently heteroaromatic)
scaffolds that are highly decorated with a great variety of engineered functional groups, with
the goal being to improve potency, selectivity, ADMET properties, and to avoid intellectual
property liabilities. The exotic nature of many substituents combined with the complexities
of charge delocalization and conformational dynamics run counter to the principles of
transferability, thereby reducing the applicability of the building-block approach.

Despite the diverse challenges faced, several tools have been developed to assign missing
parameters directly from analogy to exisiting ones. These tools rely on databases of
molecules and molecular fragments of previously parameterized compounds for a given
force field. Examples of such tools are the ParamChem16,17 and MATCH18 web servers for
the CHARMM force field, and the Automated Topology Builder (ATB)19 and PRODRG20

web servers for the GROMOS force field. The Swiss-Param21 web server, in contrast,
assigns vdW terms by analogy to existing CHARMM atom types while all other parameters
(charges, bonds, angles, dihedrals, impropers) are taken by analogy from Merck Molecular
Force Field (MMFF),22 and translated into the CHARMM format.

Significantly fewer tools are available for the development of parameters directly from first
principles. The most prominent of these is Antechamber,23 which is used to generate
parameters for the AMBER and associated GAFF force fields. Paratool, released as a plugin
within VMD, provided limited ability to derive CHARMM parameters from quantum
mechanical (QM) calculations; however, the tool never went beyond the development stage.
The release of CGenFF, along with a loosely codified set of procedures for
parameterization,15 made possible the development of a comprehensive parameterization
tool capable of yielding a complete set of CHARMM/CGenFF-compatible parameters. To
our knowledge, however, no such tools have been described in the literature. To the
contrary, recent software solutions (e.g., ParamChem, MATCH) have focussed on parameter
assignment based on analogy only.
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We recently surveyed the literature for research papers that cite the original CGenFF
publication15 (Web of Science, n=142) to better understand how the force field and
associated parameterization philosophies are currently implemented by the MD community.
In over three years since the publication of CGenFF, fewer than 10% of references,
excluding subsequent work from the original authors, describe the development of
parameters from ab initio calculations in accordance with the published methodologies.
Furthermore, this subset of publications is limited to deriving partial atomic charges or,
more frequently, dihedral parameters. We are unaware of any reports other than those
associated with the MacKerell laboratory that derive bond or angle parameters according to
prescribed methods. An increasing number of publications report obtaining parameters from
the ParamChem webserver.16,17 While this is an excellent resource for obtaining initial
parameters based on analogy, very few of these publications discuss the penalty scores that
accompany the ParamChem output, verify parameter performance through additional
calculations, or refine the provided parameters within the novel chemical context. Most
disconcerting, however, is the occurrence of published reports that assign or derive
parameters using methodologies that are incompatible with the accepted best practices for
CHARMM force fields, e.g., restrained electrostatic potential (RESP) fitting or extracting
charges directly from quantum mechanical calculations.

The preceding observations strongly suggest that the published methodologies for
parameterization, while enabling, are currently intractable for much of the MD community.
The Force Field Toolkit (ffTK), described herein, serves as a framework to resolve the
disconnect between the theoretical and practical facets of parameterization by organizing
parameterization tasks into a clearly defined modular workflow (Figure 1) supported by a
collection of optimization methods and algorithms. The included graphical user interface
(GUI) steps through the parameterization workflow, providing tools to automate many
tedious and error-prone tasks, without obscuring the underlying processes, and to assess
parameter quality during development. ffTK, therefore, represents a powerful utility for
developing parameters ab initio, refining existing parameters, and quantitive assessment of
parameter performance, both for individual terms as well as a collective set of parameters.

Parameter Optimization Components of ffTK
The literature contains several publications discussing guidelines for developing
CHARMM-compatible parameters,24–29 culminating in the workflow outlined by
Vanommeslaeghe et al.;15 however, the onus of actuation remains entirely on the user. Many
significant barriers remain, namely, obtaining the QM target data, both generating and
parsing the data, iterating through test parameters, and scoring the fit of the resulting MM
properties to the target data. The result of ffTK is the minimization of these barriers through
careful GUI design, helpful support functions, and employing the optimization methods
coupled to tailored scoring algorithms (referred to as “objective functions”).

A large number of support functions in ffTK serve the important task of automating tedious
portions of the parameterization. A particularly useful subset of these functions that aid
users during the “System Preparation” requires some clarification. Entry into the
parameterization workflow requires that the user provides a PSF/PDB file pair containing
molecular information such as pre-assigned atom types, atom names, and an initial
molecular geometry. Using this molecular information, ffTK facilitates tasks such as
identifying missing parameters, generating an initialized in-progress parameter file, and
geometry optimization. ffTK also does not currently support the development of CHARMM
non-bonded (Lennard-Jones) parameters, nor does it provide automated atom typing.
However, it does provide a utility that parses parameter values and comment information
from existing topology/parameter files to aid the user in selecting an appropriate LJ value
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and update the in-progress parameter file accordingly. Rather than relying on one s own
intuition, the automated atom-typing functionality provided by the ParamChem webserver
has also proven to be extremely accurate for CGenFF atom types.16 Further details of ffTK s
other support functions will not be discussed here (see the ffTK documentation website:
http://www.ks.uiuc.edu/Research/vmd/ffTK); instead, the discussion will focus on only the
salient features with respect to the core goal of computing CHARMM-compatible
parameters that reproduce the target data, specifically the Charges, Bonds & Angles, and
Torsions/Dihedrals parameterization stages of Figure 1, with some additional attention to
assessing parameter quality.

The following sections cover the aforementioned stages of the parameterization, and are
presented in an order that corresponds to the workflow given in Figure 1. The Charge
Optimization section briefly reviews the derivation of partial atomic charges from water-
interaction profiles, a distinctive feature of the CHARMM force field.15,27 The subsequent
section describes a new approach to deriving the bonded parameters, which focuses on
fitting potential energy surfaces of small perturbations about the optimized structure.
Finally, dihedral fitting is addressed, for which ffTK employs a direct adaptation of the
method developed by Guvench and MacKerell.29

Optimization of partial atomic charges from water-interaction pro les
A key distinguishing aspect of atomic force fields is how they derive the partial charges on
atoms. For example, in the AMBER force field, charges result from fitting to the
electrostatic potential surrounding the molecule,30 and OPLS charges are derived directly by
fitting experimentally measured condensed phase properties.31,32 In contrast, the CHARMM
force field emphasizes reproducing QM interactions with a TIP3P33 water molecule.
Following the CHARMM convention, in ffTK, each water-accessible atom of the compound
is assigned to a list of potential hydrogen bond donors, acceptors, or both. For each atom
(interaction site) in these lists, a complex between the geometry-optimized target compound
and a water molecule is automatically constructed in which the water is ideally oriented for
hydrogen bonding (Figure 2A). The initial position of the water is defined by the molecular
geometry of the interaction site to minimize steric repulsion between the water molecule and
all neighboring atoms covalently bound to the interaction site (Figure 2B). For each target-
water complex generated, a corresponding Gaussian34 input file is written. Because
hydrogen bonds are almost exclusively assumed to be linear in fixed-charge force fields,
only two free parameters remain, namely the distance between the water molecule and the
target atom and the rotation angle of the water about the line connecting them. These two
parameters are optimized quantum mechanically, with all other degrees of freedom
constrained at the HF/6-31G(d) level of theory to maintain consistency with the CHARMM
force field.15,27 ffTK also automatically generates Gaussian input files to compute single-
point energies for the compound and water molecules separately, which are required during
the optimization.

After the Gaussian calculations are run (notably outside of VMD), the resulting output can
be imported back into ffTK. The Gaussian output is processed to extract the optimized
distances between each atom and its associated water molecule, as well as their optimal
interaction energies; the latter is taken as the difference between the total energy of the
optimized complex and the independent energies of the two molecules, loaded separately.
To better approximate the bulk-phase, for uncharged, polar target compounds the QM-
optimized distances are shifted by an offset of −0.2Å and the interaction energies are scaled
by 1.16 (for neutral molecules only), although both parameters can be adjusted by the
user.15,31,35–37 The compound s dipole moment is also targeted for fitting, within a range of
1.2 to 1.5 times the QM value.15,27 The full set of QM-derived interaction distances,
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energies, and dipole moment provide the necessary data for subsequent fitting and
optimization of the atomic partial charges.

In order to optimize the charges, initial values and bounds (allowable range for a charge) for
each charge group, defined as a set of chemically equivalent atoms expected to have
identical charges, must first be set. While ffTK can set these constraints automatically
(Figure 3), the user has the option to override or modify them easily. ffTK employs a
connectivity-based fingerprinting method to detect and group equivalent atoms. Starting
from each atom, the method traverses the molecular graph and records the set of pre-
assigned atom types located at each step. Atoms with equivalent fingerprints are grouped
within the charge constraints section, and assigned an initial value and bound based on the
element. Furthermore, one can assign an overall integer charge to the target compound,
accounting for those atoms with fixed charges that are excluded from the optimization but
are nevertheless required to calculate water interaction energies. For example, in the
CHARMM force field aliphatic hydrogen atoms are assigned a charge of +0.09 by default.15

Although the typically large amount of QM-generated data makes the charge-fitting problem
overdetermined, the additional user-defined constraints ensure that the resulting charges are
physically realistic.

The typical optimization algorithm utilized for charge fitting is the Complex method (see
Methods and Algorithms), a modification of the Simplex method that incorporates an
additional, implicit bound on the parameters; here, the sum of the partial charges is made to
match the net charge of the target compound, or of whatever subset of atoms is being fitted.
For each QM-optimized target-water complex, the corresponding MM interaction energy as
a function of distance is measured for a small range about the QM minimum for the trial
charges. In the interest of speed, this MM interaction energy is calculated by ffTK using its
own implementation of the non-bonded energy functions. Deviations in the minimum
distances and energies for each interaction (Ψinteractions, Eq. (1)), as well as the molecular
dipole moment (Ψdipole, Eq. (1)), between QM and MM calculations determine the objective
value for the trial set of charges. In the objective function

(1)

distances are scaled by 0.1Å and energies by 0.2 kcal/mol, i.e., the target accuracies, to
make them dimensionless and, thus, comparable (see Methods and Algorithms Eq. (3) and
Eq. (4) for a precise definition of the objective function). Relative weights between the
energies, distances, and dipole moment can be set in ffTK; it is recommended to weight
distances less than other factors in the fitting.38 Similarly, each individual interaction can be
weighted differently. Finally, the optimization proceeds until the change in the objective
function is below a pre-set tolerance. The Charge Optimization Log Plotter (COLP) utility
provides a way to visualize the convergence of the objective function (see the section on
analysis tools below), helping the user to decide if further iterations of refinement are
needed.

Optimization of bonds and angles from distortions along internal coordinates
The next stage of parameterization is to determine the bonded parameters, i.e., equilibrium
values and force constants for all bonds and angles in the target molecule, encompassed
more generally by its minimized geometry and vibrational spectrum, respectively. The
CHARMM force field relies more than others on experimental data as a reference for the
vibrational spectrum of the compound, although in practice obtaining such a spectrum is
often impractical or impossible for the vast majority of compounds. Thus, one typically
resorts to computing the spectrum quantum mechanically and using that as a reference for
the subsequent parameterization.15 However, unlike for partial charge determination, the
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comparison between QM and MM quantities is no longer straightforward. The difficulty lies
in the different coordinate systems used for the description of vibrational spectra and for the
bonded and non-bonded interactions of atoms in the force field model. Vibrational spectra
are best expressed in terms of normal mode vibrations while the interactions of atoms in the
CHARMM force field are described by primarily harmonic potentials for the redundant
internal coordinates (ICs) defined by bonds, bond angles, dihedrals and impropers.
Depending on the molecular geometry some normal modes will have only one contributing
force-field coordinate, e.g., a single bond, while many other modes will reflect combinations
of multiple bonds and angles.

The approach recommended for the CHARMM force field is to derive a Potential Energy
Distribution (PED) from the MM Hessian calculated using the trial parameters, and compare
it with the corresponding QM PED.15 Due to the lack of a strict correlation between the
force constants and the spectrum, one must manually and iteratively update the parameters
until satisfactory agreement is reached. Convergence, however, can be challenging because
a single parameter change can affect multiple normal modes. The hands-on nature of this
approach, which also requires one to carefully define a non-unique mapping between
internal coordinates and normal modes (the so-called U Matrix), causes it to be generally
impractical for rapid or extensive parameterization efforts. An alternative, automated
approach involves performing an eigenanalysis of two- and three-pair interaction matrices
extracted from the QM-calculated Hessian, a matrix containing the second derivatives of the
potential energy with respect to pairs of the input coordinates.39 A more advanced, iterative
procedure in which the trial parameters are determined directly through comparison of the
MM and QM Hessian matrices has also been developed, although this procedure also relies
on a translation between Cartesian coordinates and ICs.40

In the approach to computing bond and angle force constants developed for ffTK, rather
than comparing Hessians directly, QM and MM PESs are computed and matched, working
entirely with internal coordinates, rather than Cartesian coordinates or normal modes. For
each IC, i.e., each bond and angle, a small distortion in two opposing directions is generated
and the corresponding increase in potential energy compared to the undistorted
conformation is computed (see Figure 4 and Methods and Algorithms). The resulting three
energy values are a local description of the shape of the PES. While in some cases, e.g.,
bonds that are not part of a ring, distortion of a single IC is isolated from all others, for many
other cases, the coordinates are coupled. This coupling is particularly evident for systems
containing rings where, for example, distorting a single bond also distorts at least two
neighboring bonds and two angles. Thus, determining the change in energy requires
calculating the contribution from the targeted IC as well as from coupled coordinates.

In MM, computing the energies of different conformations is trivial, as one can simply use
the force field, including the trial bond and angle parameters, evaluated for each
conformation. For these evaluations ffTK currently relies on the NAMD Energy plugin in
VMD. Although relatively slow due to NAMD overhead, future versions of ffTK will
provide a hard-coded energy function akin to that already implemented for partial charge
optimization. While the local PES could be computed in QM in a manner analogous to that
for MM by carrying out a large number of time-consuming single-point energy evaluations
for the distorted conformations, a simpler approach is taken. Because the Hessian describes
a local harmonic approximation of the PES for the vibrational motion of a molecule about its
minimized geometry, it also can be used to compute changes in energy for small distortions.
Although traditionally, the Hessian is defined in Cartesian coordinates, ffTK takes
advantage of Gaussian s flexibility by providing ICs in the input file for the Hessian
calculation. ffTK determines the affected ICs for each distortion and sums their
contributions to the energy, i.e.,
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(2)

where qi is the bond or angle IC targeted, the sum is taken over all ICs qj, and the derivative
is the corresponding entry in the QM Hessian matrix. As prescribed for the CHARMM force
field, the QM Hessian matrix is calculated at the MP2/6-31G(d) level of theory and scaled
by 0.89,15 an empirically derived factor that accounts for a systematic overestimation of
vibrational frequencies.41 Comparing distortion energies instead of force constants is of
great benefit in addressing the degeneracy that naturally arises when mapping molecular
vibrations onto ICs. All redundant contributions to a given molecular vibration are collapsed
into one PES, the accurate reproduction of which is ultimately the goal of almost any
parameterization effort.

Similar to the procedures for partial charge optimization, ffTK requires initial guesses for
the equilibrium value and force constant for each bond and angle term in the force field to be
parameterized. At each iteration, distortions are generated for all bonds and angles that have
undetermined parameters, the corresponding MM and QM energy changes determined, and
an objective measure of the fit computed. This measure relies on deviations in the energies
of the distorted conformations as well as on deviations of the MM-minimized geometry
from the QM one (see Methods and Algorithms Eq. (5) for a precise definition of the
objective function used). Equilibrium values converge very quickly, as they are typically
almost identical to the QM-minimized bond and angle lengths. Force constants, on the other
hand, are much slower to converge, due to the aforementioned degeneracy in the PES. The
downhill Simplex algorithm with 500–1000 iterations is usually sufficient for optimization,
although multiple rounds may improve the quality of the resulting parameters.

Optimization of dihedral terms using torsion scans
The parameterization cycle concludes with the optimization of the four-bodied dihedral
terms, which address rotations about bonds. Although an initial estimate for dihedral force
constants and minima can be extracted from the vibrational analysis during the optimization
of bonds and angles, because the functional form for dihedrals is not harmonic, an
assumption implicit in the Hessian-based derivation, dihedral-parameter optimization
typically requires a more elaborate treatment. Parameters are derived based on QM-
determined PESs, generated by explicitly scanning the dihedrals of interest at the
MP2/6-31G(d) level of theory.15 Such scans provide the net energy for a progression of
fixed dihedral values, while the remainder of the molecule is allowed to relax at each step in
order to isolate the contribution of the energy associated with the dihedral of interest.

In ffTK, unparameterized dihedrals are either detected automatically or specified manually
(Figure 5A), with visualization in VMD to aid selection (Figure 5B); the requisite Gaussian
input files are then written for each dihedral scan. We note that ffTK uses a bidirectional
scanning strategy whereby two Gaussian input files are generated for each scan—one in the
positive direction and one in the negative direction (Figure 5C). The scan starts from the
optimized geometry and proceeds according to the user-input step size and scan range. The
benefit of running the scan in each direction separately derives primarily from the fact that
attempts to traverse extremely high energy conformations, such as those encountered for
dihedrals involving rings, are prone to abnormal termination. However, the resulting log file
will still contain the data from the low energy starting point (equilibrium geometry) to the
point of termination, which represents the relevant regime for parameterization. Upon
import back into ffTK, data from the negative-direction scan is reversed in order to
reconstruct the complete torsion profile, thus mimicking a single-sweep scan (Figure 5D).
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For each optimized conformation and energy in the QM dihedral scan, a corresponding MM
energy must be determined. However, even though the MM bond and angle parameters have
previously been optimized with respect to the QM spectra (see the previous section), some
differences between the QM and MM model will remain, i.e., some of the bonds and angles
for each QM-determined structure will be slightly offset from their corresponding minimum
in the MM force field. In order to prevent the contamination of the dihedral energy being
fitted with these additional contributions from bonds and angles, the molecule s geometry is
first optimized (using the MM model) before the MM energy is compared to the QM
reference. To maintain the validity of the comparison for the torsional potential, those
dihedrals that are being parameterized are kept fixed during the geometry optimization step.

The subsequent optimization of the dihedral parameters proceeds via a simulated annealing
protocol (see Methods and Algorithms) to minimize the difference between the QM and
MM PESs for all scanned dihedrals, identical to that developed by Guvench and
MacKerell.29 The MM energy excluding the contributions of each unparameterized dihedral
is precomputed during the restrained minimization described above. At each step of the
optimization, the additional dihedral contributions are computed via a hard-coded
implementation of the CHARMM dihedral energy function and added to the initial MM-
computed energy to yield the full MM PES. In the optimization, only the value of the force
constant k in the dihedral energy term is continuously varied, leaving still two undetermined
parameters, namely the periodicity n and phase shift angle δ. The periodicity is set by the
user, with multiple values for a single dihedral allowed, each with its own value of k. For the
majority of chemical bonds, n = 1, 2, 3, 4, and/or 6 are sufficient to cover the periodicity of
rotation. The latter parameter, δ, in principle can take on any value in the CHARMM
potential energy function. Values other than 0 or 180°, however, introduce an asymmetry
that results in different energies for molecules with stereogenic centers (e.g., enantiomers,
diastereomers), an undersirable trait for a generalized force field. Accordingly, the current
approach restricts δ to 0 or 180°, with both possibilities considered during optimization.

As was the case for other optimization routines, ffTK offers the user control over several
bounding criteria, e.g., the maximum allowed force constant (kmax), locking phase shift
value to either 0 or 180°, and defining an energy cutoff in the PES fitting to prevent rarely
visited high-energy conformations from dominating the objective function. Once the
optimization satisfies the tolerance criterion, the QM PES, initial MM PES, and the final
MM PES are stored in memory and can be visually analyzed using an internal plotting utility
to determine if further refinement is necessary (see Figure 6 and the section on analysis tools
below).

Methods and algorithms
A critical component of ffTK is the ability to quantitatively assess parameter performance
on-the-fly by employing novel algorithms that score the ability of a given parameter set to
reproduce the target data. When coupled to a variety of existing optimization schemes, these
algorithms enable a programatic approach to parameter development, shifting the burden of
tedious trial-and-error from the user to ffTK. The following sections first describe these
algorithms, referred to as “objective functions”, and elaborate upon built-in features, such as
implicit constraints, user-defined constraints, and the ability to tune specific terms, to ensure
one arrives at physically-relevant parameters. Highlighted next are embedded analysis tools
that allows the user to track the progress of the optimization for the purpose of assessing
convergence and parameter performance. The final section of the Methods describes MD
simulation protocols for rigorous testing of complete parameter sets against experimental
data.
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Multidimensional optimization of MM parameters
In the course of developing parameters multiple optimization problems are encountered that
are best solved by numerical approaches, including determination of partial charges, as well
as bond, angle, and dihedral force constants and equilibrium values. The ffTK plugin utilizes
two methods for optimization, the downhill Simplex method and a simulated-annealing
variant of the same algorithm; both are implemented through the OPTIMIZATION plugin in VMD.
The downhill Simplex method was developed by Nelder and Mead42,43 and works by
continually contracting a so-called simplex composed of N+ 1 function evaluations, i.e.,
points, in N-dimensional space, where N is the number of independent variables in the
objective function being optimized. The initial simplex is generated randomly such that it is
within the user-defined bounds on the variables. For constrained minimization problems,
such as those encountered when fitting charges, which must sum to a fixed value, the
Complex method44 was also implemented in VMD.

The downhill Simplex method is slow, requiring a significant number of function
evaluations, and can potentially miss a global minimum in favor of a local one. The
simulated annealing method, on the other hand, can more effectively explore parameter
space and is particularly useful for problems of high dimensionality. Both methods introduce
an element of randomness, and it is often appropriate to run multiple cycles to check for
consistency; additionally, following simulated annealing with downhill Simplex
optimization can further enhance convergence.

For fitting of partial charges, the objective function being optimized targets three quantities
measured in quantum chemical calculations, namely, the net dipole moment of the
compound and the minimum energy and distance for interaction between a TIP3P33 water
and each atom tested. There does not need to be a one-to-one correlation between the atoms
tested and the charges being fit and, in fact, there is not for most compounds. The objective
function for charge optimization, Eq. (1), includes a target-water objective term given by:

(3)

where wi and wdist. are the weighting factors for each water-target interaction and the
distance term, respectively, and Escale=0.2 kcal/mol and dscale=0.1Å are the target accuracies
of the interaction energies and the interaction distances, respectively. The second term,
accounting for the dipole moment, is more complex and is given by:

(4)

where Δθ is the angle between dipole moment vectors pQM and pMM, Ncharges is the number
of atoms under consideration, and wdip. is the relative weight for the dipole term. The target
accuracies and the range of acceptable values for both the interaction and dipole terms are
all taken from the protocol prescribed by Vanommeslaeghe et al. for CGenFF.15

For bond and angle parameter optimization, both the force constants and equilibrium values
for all bonds and angles are simultaneously optimized. The objective function targets the
QM-optimized geometry and the rise in energy for small distortions (0.1 Å for bonds and 5°
for angles) about that minimum energy conformation. Thus, each objective function
evaluation requires a full molecular mechanics (MM) energy minimization of the compound
using the trial parameters. The function is given by:
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(5)

where q is the minimized value of each bond or angle, qscale is 0.03Å for bonds and 3° for
angles, and wE is the relative weight for the energy component (Escale is implicitly taken to
be 1 kcal/mol). Distortions are generated for each bond and angle in the internal coordinate
(IC) list. The process is straightforward for non-redundant coordinates, i.e., bonds and
angles for which a distortion can be carried out without affecting the geometry of any other
ICs (see (1) under bonds and angles in Figure 4). In the case of redundant angles at a
branching point, labeled (2) in Figure 4, the distortion also affects neighboring angles, for
which the contribution to the change in energy is accounted. Finally, in the case of single
and multi-ring structures, in which the ICs are highly coupled, both bond and angle
distortions change neighboring angles as well as bonds (labeled (2) under bonds and (3)
under angles in Figure 4).

Dihedral parameter optimization in ffTK follows the approach developed by Guvench and
MacK-erell.29 Variables are the force constant and phase (fixed to 0 or 180°) for each
dihedral parameter. The possible multiplicities are chosen by the user, with each
contributing an additional pair of variables to the objective function. The objective function
is given by the difference between potential energy surfaces (PESs) for QM and MM scans
about a set of pre-defined dihedrals of interest; we emphasize here again that there is not a
unique mapping between the dihedrals scanned and those being parameterized. More
specifically,

(6)

where c is a normalization constant set to make ∂ψdihed./∂c = 0, i.e., c = ĒMM – ĒQM

(averages being weighted by wi). The sum is taken over those discrete conformations
determined in the QM scans, with energies recomputed using MM.

Embedded tools for assessing parameter performance
The overwhelming utility of ffTK is the automation of repetitive and tedious tasks; however,
it has been our experience that this automation must be matched with a high attention to
detail to yield high-quality parameters. Functionality is provided throughout the GUI to aid
in such attention; two exemplary tools, COLP and the embedded PES plotter, are described
in detail below.

The COLP utility (Figure 6, top) aides in assessing the performance of assigned partial
atomic charges. During the course of the optimization, many quantitative measures that
drive the objective function are written to the log file. These measures range from
cumulative or bulk quantities such as the total objective function value, the cumulative
energy and distance contributions, and the dipole moment contribution, to the specific
energy and distance of each compound-water interaction. COLP parses these quantities from
the file and organizes them for easy visualization in the embedded plot window. From the
resulting plot it is straightforward to both glean insight into the overall performance of the
collection of charges and to focus on specific interactions that are particularly useful in
identifying problematic charge assignments. This insight can be further leveraged to modify
various input settings, such as weighting factors or bounds, to refine charges in an iterative
manner, or to identify molecular interactions that are difficult to adequately describe using a
water interaction-based point-charge force field.
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An undesirable attribute of dihedral fitting is that the optimized PES is strongly dependent
on the user input. This dependence arises from the complexity of the dihedral description
(with n, k, and δ parameters) compounded by the overdetermined nature of the dihedral
fitting, such that inappropriate user input can yield a good fit via unphysical parameters, or
prevent the optimizer from arriving at an acceptable fit altogether. While reasonable user
input can often be determined a priori from chemical intuition, this is not always the case,
and can be especially frusturating for inexperienced users. Accordingly, the dihedral
optimization tools feature an embedded plotting utility to directly visualize the MM PES fit
to QM target data for each refinement iteration (Figure 6, bottom), in addition to reporting
the objective value. With this utility, users are encouraged to experiment with input values
and optimization constraints to resolve the effects on the MM PES, e.g., shape and minima/
maxima, that are not adequately captured by the scalar objective returned by the optimizer.

Simulation methods for computing condensed phase properties
In addition to the embedded analysis tools, parameters generated from ffTK were further
assessed by their ability to reproduce experimentally measured properties, specifically
density, enthalpy of vaporization, and free energy of solvation. The first two, pure-solvent
properties required simulating a 6 × 6 × 6 grid of molecules, in which the center of mass for
each molecule was positioned at a grid point with an initial random orientation. The system
was then subjected to a 10,000-step conjugate gradient minimization, followed by 1.2 ns of
equilibration, and a final 0.4 ns of production simulation in the NPT ensemble, all in
accordance with the procedures used for CGenFF.15 The density was computed by
calculating the average periodic cell volume over the production simulation. The enthalpy of
vaporization was computed via Eq. (7) after a further set of simulations in the gas phase.
The final conformation of each molecule from the preceding condensed phase simulation
was isolated and simulated in the gas phase for 0.1 ns. All simulations were run using
NAMD45 with T=298.15 K and a 1 fs timestep.

(7)

Solvation free energies were calculated using free-energy perturbation (FEP)46 on each
molecule in a 30-Å/side box containing approximately 1,000 water molecules. Both forward
and reverse calculations were run in which the molecule was coupled and decoupled from
the environment, respectively; intramolecular interactions were not perturbed, obviating the
need for an additional vacuum-state calculation. The reaction coordinate was subdivided
into 50 windows, each run for 200 ps, equally divided between equilibration and sampling
(10 ns per simulation). Finally, the forward and reverse results were combined using the
Bennett acceptance ratio.47 Reported values are the average of five independent runs. A
long-range correction accounting for the cutoff of van der Waals (vdW) interactions at 12Å
was also computed. This correction was taken as the average difference between the solute-
solvent interaction energy with a cutoff of 50 Å and with a cutoff of 12 Å over the last 50 ps
of an 80-ps simulation in a 70-Å/side box of water.48 The correction was typically between
−0.4 and −0.2kcal/mol.

Software implementation
ffTK is distributed as a plugin for VMD,49 a software package for the visualization of
structural data with over 195,000 registered users and a longstanding history of providing
tools for preparing, visualizing, and analyzing molecular dynamics simulations.
Conveniently, VMD contains additional plugins that support tasks relevant to
parameterization, such as structure building (MOLEFACTURE), an interface to external QM
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packages/software (QMTOOL), energy calculations (NAMDENERGY), and plotting utilities
(MULTIPLOT), among many others. ffTK is written entirely in Tcl, a powerful yet flexible
scripting language embedded into VMD. A distinct advantage of coding in Tcl is that ffTK
runs similarly on Linux, MacOS, and Windows machines without any platform-specific
code, and is easily accessible for examination, modification, and extension by developers
and users alike.

Users are expected to interact with ffTK via the provided GUI, written in Tk. Each step of
the workflow is organized into tabs contained within the main window, generally proceeding
from left to right (Figure 7). Tabs containing many sections, or distinct but related tasks, are
divided into collapsible treeview-like elements to prevent users from becoming
overwhelmed with too much information or too many settings. All settings, options, and
processes are controlled via common software interaction paradigms such as buttons, menus,
and file dialogs. Where possible, themed widgets (Ttk) have been used to provide a native
appearance in a platform-specific manner. All tasks are completed directly within ffTK, with
the exception of QM calculations which are run outside of ffTK using the Gaussian34

software package.

Parameterizing pyrrolidine using ffTK
To demonstrate the simplicity with which ffTK can be used to generate a full parameter set
for a molecule, we briefly describe the key steps in the parameterization of pyrrolidine, a
small molecule with biological relevance found in both natural and pharmaceutical contexts.

Pyrrolidine contains several unusual features that complicate the development of static
parameters capable of describing dynamically varied behavior. These features include: a
cyclic structure in which dihedrals are highly coupled, an sp3-hybridized nitrogen atom that
can undergo inversion to yield an alternative low-energy conformation, and facial
asymmetry as a result of an envelope conformation that places forcefield-equivalent
hydrogens in different chemical environments. It is notable that Vanommeslaeghe et al.15

also featured pyrrolidine as an example molecule in the initial publication describing
CGenFF; familiarity with the discussion therein will greatly aid understanding of the
workflow and tools presented here. Additional documentation and screencasts animating the
parameterization of pyrrolidine can also be found online at http://www.ks.uiuc.edu/
Research/vmd/plugins/fftk.

Entry into the workflow outlined in Figure 1 minimally requires PSF and PDB files
describing the connectivity and atomic coordinates, respectively. For this example the
MOLEFACTURE plugin distributed with VMD was used to construct pyrrolidine, assign atom
names, atom types, and initial charges. An initialized parameter file was generated in ffTK
using the BuildPar tab to identify all bonds, angles, dihedrals, and non-bonded terms
required to describe the molecule. The non-bonded terms were then assigned by analogy to
existing atom types using the parameter browser (also in BuildPar), while all other
parameter values were left zeroed out. Finally, the molecular geometry was optimized at the
MP2/6-31G(d) level of theory using the Opt. Geometry tab, which provides a targeted
interface for generating the required Gaussian input file, visualizing the Gaussian output,
and writing a new PDB file containing the final optimized coordinates.

Charge optimization started with generation of the required water interaction target data
from the Water Int. tab. Auto-detection of water interaction sites correctly identified all
hydrogens as hydrogen bond “donors” and the nitrogen as a hydrogen bond “acceptor”,
followed by automated positioning of each water molecule during the generation of each
corresponding Gaussian input file. Upon completion of the Gaussian water optimization
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calculations, the resulting log files were loaded into VMD for visual inspection to ensure
reasonable interaction distances and orientations were achieved (Figure 8). Three additional
single-point energy calculations were performed, two at the RHF/6-31G(d) level of theory
(for pyrrolidine and water), and one at the MP2/6-31G(d) level of theory (to obtain the
dipole moment of pyrrolidine). The Gaussian input files for these additional single-point
calculations were automatically generated by ffTK along with the water interaction input
files.

The QM water-interaction and single-point data were input into the charge optimization
routine in the Opt. Charges tab, along with the initial PSF, optimized PDB, and initialized
parameter files. Charge constraints were taken directly from the “Guess” button, with the
exception of non-polar hydrogens, which are assigned a fixed charge of +0.09 and removed
from the optimization. The charge optimization was run iteratively, first in simulated
annealing mode, followed by additional optimizations performed in downhill mode.
Convergence of the final charges was assessed using the built-in COLP utility (see the
section on analysis tools above) prior to writing the updated charges to a new PSF file.

The bonded parameters were optimized against QM target data extracted from the Hessian
computed at the MP2/6-31G(d) level of theory. After providing the PSF/PDB file pair and
the Gaussian checkpoint file (CHK) from the initial geometry optimization, ffTK generates
the Gaussian input file used to calculate the Hessian. The resulting Gaussian log file was
used as input target data for the bonded parameter optimization. Initial parameters for the
“Parameters to Optimize” were computed for all bonds and angles using the “Guess” button.
The optimization was iteratively performed in downhill mode weighting the geometry and
energy terms 2:1, respectively, until the final objective value became higher than the
previous run (suggesting further improvement could not be achieved). The ffTK log file
containing the lowest returned objective value was used to update the initial parameter file
in the BuildPar tab.

Torsion scans were selected automatically using the “Read from PAR button” in the Scan
Torsions tab, which cross-checks dihedral entries from the provided parameter file(s)
against any dihedrals found in the PSF file. It is notable that this routine excludes from
scanning dihedrals from the same torsion (redundancies) and any dihedrals terminating in a
hydrogen (as per CGenFF protocol specifications15). However, relevant torsions involving
polar hydrogens (e.g., hydroxyls, sulfhydryls) should be explicitly scanned by adding them
manually. In the case of pyrrolidine, ffTK identifies five torsions; however, two symmetric
entries can be removed, leaving three unique torsions. Recalling that nitrogen inversion
yields an alternate low-energy conformation, an additional scan should be performed to
sample this region of the PES. Accordingly, an additional input file was prepared manually
to scan the improper angle centered on the nitrogen. This inversion scan started from the
optimized geometry and proceeded through 90° in 1° increments, while imposing a
constraint on the C–C–C–C dihedral angle to preserve ring shape. The resulting scans,
shown in Figure 9A, clearly demonstrate a coupling between each individual scan and
overall ring shape.

Using chemical intuition regarding sp3-sp3 connectivities, the initial dihedral parameters
were set to k = 0, n = 3, and δ = 0 for all dihedrals under consideration, and the first round of
optimization was performed in simulated annealing mode. Visual analysis of the QM PES
for pyrrolidine revealed complex fine details about each energy minimum for the three ring
torsions, further highlighting the coupled nature of the cyclic structure. Additionally, the
nitrogen-inversion scan identified two local minima separated by an energy barrier of
approximately 8 kcal/mol. Since this is the only accessible barrier at reasonable simulation
temperatures, the energy cutoff for fitting was reduced from the default of 10 kcal/mol to 8
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kcal/mol to capture this barrier while reducing the impact of higher energy conformations.
Only one change was made to the input dihedral parameters by adding an additional term
with initial settings of k = 0, n = 1, and δ = 0 for the C–C–N–H dihedral. Combining the n =
1 and n = 3 terms allows for two different energy minima representative of the axial and
equatorial positions of the polar hydrogen, and is required to fit the N-inversion target data
appropriately. All other results from the initial optimization were retained, and the
refinement optimization was run, again in simulated annealing mode. The resulting refined
parameters provided better agreement between the shape of the MM and QM PESs;
however, the magnitudes of the local minima were still disparate. A final refinement was
performed in downhill mode with a reduced tolerance of 0.0001, yielding an excellent fit of
the MM PES to the QM target PES (Figure 9B). The final optimized dihedral parameters
were written to an ffTK log file, and the parameter file was updated accordingly using the
BuildPar tab.

An additional round of parameterization from start-to-finish was performed to ensure self-
consistency, and is generally encouraged as standard practice. In this round, the geometry
was optimized via a 1000-step conjugate gradient minimization in NAMD, in lieu of the QM
geometry optimization, using the parameters developed in the first round. Next, water
interactions were re-optimized using this MM-minimized geometry; however, all other QM-
derived target data (Hessian and torsion scans) were taken from the initial round,
significantly reducing the time required for subsequent stages. Further rounds of
parameterization did not improve the parameters to any appreciable degree.

The density, enthalpy of vaporization, and free energy of solvation were then computed for
pyrrolidine starting from the QM-optimized molecular geometry in which the polar
hydrogen adopts the axial conformation. Condensed phase properties were also computed
for a small test set of other parameterized molecules (Table 1), with the goal being to assess
the performance of ffTK-derived parameters in comparison to those in the latest CGenFF
release (2b7). Despite containing challenging atom types and functionalities (e.g., sulfur,
fluorine, electrophilic carbons, etc.), parameters developed using ffTK yielded condensed
phase properties comparable with highly tuned parameters available in CGenFF. Computed
densities and enthalpies of vaporization were within 15% of experimental data. For the most
rigorous benchmark, free energy of solvation, computed values were within 0.5 kcal/mol.
The lone exception was the value computed for acetaldehyde, a molecule known to undergo
rapid and reversible hydration reactions in dilute aqueous solutions, a phenomenon that is
outside the scope of a MM force field.

Conclusions
The task of developing suitable force field parameters for novel chemical species presents a
non-trivial barrier to the simulation of many biological systems, such as proteins containing
modified amino acids, small molecules, or metal centers. Small molecule parameterization
also contributes to the challenges associated with extending MD simulation techniques to
other fields, most prominently drug discovery. One solution put forth by others is to assign
parameters based on analogy to molecules, or molecular fragments, for which parameters
have been reported. An alternative approach has been presented here in which
parameterization was addressed head-on by constructing a set of tools that facilitate
parameter development directly from first principles in accordance with the current best
practices. These efforts, released as the Force Field Toolkit (ffTK), were realized through
the confluence of three initiatives: algorithm and method development, automation, and GUI
design, which serve to reduce both practical and theoretical barriers associated with
parameterization. Rapidly developed parameters for a small test-set of organic molecules
were benchmarked by computing condensed phase properties (density, enthalpy of
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vaporization, free energy of solvation) and compared against both existing CGenFF
parameters and experimental data. All three properties were comparable to values obtained
using existing CGenFF parameters and within acceptable thresholds of given experimental
values with few exceptions.

While the primary goal of ffTK is to facilitate the generation of high-quality parameters for
users with varying degrees of experience with parameterization, the toolkit is not limited to
this goal. Specifically, the embedded analytical tools provide several functionalities
targeting the experienced user. The convenience of automation does not sacrifice access to
the underlying data or the ability to closely monitor parameter performance. A logical
extension of this environment is to employ ffTK not just for generating parameters, but to
challenge the force field with complex molecules and functional groups for the purpose of
assessing force field performance to characterize successes, limitations, and eccentricities.
When viewed within this context, ffTK represents a unique and flexible framework for
testing and shaping novel methodologies in force field development.

ffTK contains all of the necessary tools to develop a complete set of parameters; however, a
number of improvements and additions are currently underway. Improvements are largely
technical, such as internalization of structure optimization and energy evaluation to
accelerate bonded and dihedral optimization routines, as well as removing dependencies on
external programs that currently handle these tasks (e.g., NAMD). Additional planned
features include expanded analysis tools, support for multiple QM packages, and
parameterization of improper angles. Finally, as the feature set stabilizes, ffTK capabilities
will be expanded to support parameterization of other force fields, such as AMBER and
GROMOS.
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Figure 1.
A typical parameterization workflow addresses four major stages (left), each of which
requires a specific set of calculations (center), and subsequent action to update a variety of
file types (right). ffTK is designed as a graphical user interface that facilitates traversal of
the workflow without obscuring the underlying processes or data.
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Figure 2.
Molecule-water interactions. (A) Each water interaction site (blue spheres) is identified as a
hydrogen bond “acceptor” or “donor” by the orientation of the water molecule with respect
to the interaction site (B) The position of the interacting atom of the water molecule (H or O;
red spheres) is determined based on the geometry of the interaction site to reduce steric
interactions with covalently bound neighbors (grey spheres).
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Figure 3.
The connectivity-based fingerprinting algorithm correctly identifies symmetric atoms in
pyrrolidine, and provides reasonable bounds by element. The aliphatic hydrogens (8 +0 09)
have been removed from the optimization; therefore, the total charge of the remaining atoms
must sum to −0.72 to preserve the net neutral charge for the molecule.
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Figure 4.
The MM potential energy surface used to fit bonded parameters is constructed by computing
the energetic perturbation of small structural distortions from the equilibrium geometry
along unparameterized internal coordinates. Red and green atoms denote distinct groups
moved to effect the distortion, while black atoms remain unchanged.
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Figure 5.
Scanned dihedrals are auto-detected from a parameter file, or specified manually in the GUI
(A). When a specific entry is selected, the corresponding dihedral is highlighted in the main
VMD window (B). ffTK employs a bi-directional scanning technique that scans the energy
regime relevant to parameterization and avoids complications of starting the scan from high-
energy conformations (C). The result of the scan can be directly loaded into VMD for visual
inspection (D; colored by step proceeding from blue to red).
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Figure 6.
(Top) The Charge Optimization Log Plotter (COLP) extracts relevant data from the charge
optimization log file for visual analysis. These data include the total objective function, the
individual contributions from energy, distance, and dipole moment to the objective function
(shown), as well as, the minimum interaction energy and distance for each interaction site
probed during the optimization. (Bottom) During dihedral fitting, the MM potential energy
surface (PES) computed for each refinement step can be visualized using an embedded
plotting utility for comparison against the QM target PES. The data from both plotting
utilities can be directly exported to file for import into popular plotting applications to
generate publication-quality plots.
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Figure 7.
The graphical user interface (GUI) organizes each parameterization step into a separate tab
containing collapsable elements to group-related settings and options. The GUI also makes
use of common software interaction paradigms, such as file dialogs, buttons, and menus, that
are native to each particular operating system. It also includes many tools for automatically
detecting common settings, performing the required actions from Figure 1, and interacting
with the VMD main window.

Mayne et al. Page 25

J Comput Chem. Author manuscript; available in PMC 2014 December 15.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 8.
Optimized water interactions with pyrrolidine were individually computed at the
MP2/6-31G(d) level of theory. The calculations were run in Gaussian; however, all input
files were generated from ffTK and the results visualized in VMD.
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Figure 9.
(A) The scanned torsions for pyrrolidine were loaded into VMD and colored by iteration
(blue to red) to provide a structural context for assessing the dihedral PESs. (B) The cyclic
structure of pyrrolidine yields a complex dihedral scan profile, in which much of the fine
detail lies below 1 kcal/mol; however, an accessible barrier of 8 kcal/mol exists for the N-
inversion. The refined MM parameters yield a PES (red) that reproduces the QM PES
(black) with excellent agreement.
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