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Abstract

A critical question about piezophilic (pressure-loving) microbes is how their constituent molecules 

maintain function under high pressure. Here, factors are examined that may lead to the increased 

activity under pressure in dihydrofolate reductase from the piezophilic Moritella profunda 
compared to the homologous enzyme from the mesophilic Escherichia coli. Molecular dynamics 

simulations are performed at various temperatures and pressures to examine how pressure affects 

the flexibility of the enzymes from these two microbes, since both stability and flexibility are 

necessary for enzyme activity. The results suggest that collective motions on the 10 ns timescale 

are responsible for the flexibility necessary for “corresponding states” activity at the growth 

conditions of the parent organism. In addition, the results suggest that while the lower stability of 

many enzymes from deep-sea microbes may be an adaptation for greater flexibility at low 

temperatures, high pressure may enhance their adaptation to low temperatures.

GRAPHICAL ABSTRACT

Determining adaptations of enzymes for extreme pressure and temperature is important for 

understanding structure-function relationships in enzymes and may help in defining the “limits of 

life”. Atomistic simulations of dihydrofolate reductase from a mesophile and a “piezophile” 

identify collective motions as responsible for the flexibility necessary for “corresponding states” 

enzyme activity. In addition, the adaptions for low temperature and high pressure environment of 

deep-sea microbes are identified as greater flexibility and lower density.
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Introduction

The discoveries of “extremophilic” microbes and even higher organisms that thrive under 

extremes of temperature, pressure, salinity, pH, etc. raise many questions including the 

nature of adaptations in their constituent molecules to function under conditions where their 

counterparts in mesophiles fail.1,2 Fundamentally, determining the adaptations of enzymes 

for extreme conditions can lead to a greater understanding of enzyme structure-function 

relationships. Practically, understanding these adaptations can be used in biotechnology so 

that enzymes can be bioengineered to function under specific conditions.3 In addition, 

determining the limiting conditions where enzyme activity can be maintained could be one 

of the factors in defining the “limits of life”, which could guide the search for life in extreme 

environments such as beneath the oceanic and continental surface or even extraterrestrially.

Of extreme conditions, the effects of high pressure have been relatively unexplored, both 

because of the difficulty in producing high pressure in the lab and because of the difficulty in 

collecting samples of “piezophiles”, which are microbes adapted for high pressure 

environments. Thus, the development of high-pressure instrumentation for biophysical 

measurements4–9 means that experiments can now be performed at high pressure. Molecular 

studies are also going beyond in vitro to in vivo; for instance, incoherent neutron scattering 

under high pressure has been used to investigate molecular motions in deep-sea microbes.10 

In addition, concerted efforts are being made to sample additional microbes from the deepest 

ocean and far beneath the continental surface at pressures beyond 1 kbar.11
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For proteins, the effects of pressure are thought to be compression and denaturation.12 

Pressure denaturation, though seemingly contrary to volume reduction necessary to lower 

the free energy, apparently occurs since water can pack more tightly against polypeptide 

than polypeptide against polypeptide so that more open solvated states become favorable.
13,14 However, so far, the activity of relatively few enzymes has been studied under pressure. 

One of the most studied experimentally for both structure and activity under pressure is 

dihydrofolate reductase (DHFR). Multiple crystal structures of DHFR from mesophiles, 

including the recently deposited structures of Escherichia coli (Ec) DHFR at pressures up to 

7.5 kbar15 can be found in the Protein Data Bank (PDB).16 Structures of EcDHFR at 1 bar 

bound with different combinations of the co-factor NADP+/NADPH, substrate dihydrofolate 

(DHF), product tetrahydrofolate (THF), and substrate or product analogs have contributed to 

a detailed structural picture of the molecular mechanism of DHFR.17 Based on crystal 

structures18 and NMR experiments19, conformational changes between “occluded”, 

“closed”, and “open” conformations of the nicotinamide binding site involving the Met20 

loop have been implicated in the catalytic activity. In particular, transient open 

conformations appear important for nicotinamide to enter its binding pocket. Interestingly, 

although only the occluded conformation is seen in THF-bound DHFR by NMR at 1 bar, a 

high-pressure 15N/1H two-dimensional NMR study has demonstrated the appearance of a 

second conformation as pressure is increased up to 2 kbar.20

A thorough experimental comparison has also been made of the pressure dependence of the 

activity and stability of DHFR from a moderate piezophile and a mesophile,21 specifically, 

from Moritella profunda (Mp), with a PG, or optimal growth pressure, of 220 bar at 6 °C,22 

and E. coli, with a TG, or optimal growth temperature, of 37 °C at 1 bar. At 25 °C, MpDHFR 

showed maximum enzyme activity at 500 bar while EcDHFR showed monotonic 

inactivation by pressure above 1 bar (Fig. 1a), which suggests pressure adaptations of 

MpDHFR although structural differences are not apparent between the three crystal 

structures of MpDHFR and those of EcDHFR. The initial increase in activity of MpDHFR is 

associated with a change in activation volume of −8.6 mL mol−1 while the decrease is 

associated with a change of 8.6 mL mol−1, and the monotonic decrease in EcDHFR with a 

change of 7.5 mL mol−1. This suggests that the decrease may be due to the same effect, 

although the molecular nature of either the increase or the decrease is not clear. For instance, 

the abovementioned pressure effect on the Met20 loop might play a role in the activity 

changes, although others have suggested that Met20 loop motion is important for the 

catalytic cycle in E. coli but not in M. profunda.23,24 In addition, enzyme activity does not 

always increase with pressure for DHFR from deep-sea bacteria, although the activity 

measurements were made at 25 °C and not TG of the organism.25 Another interesting 

observation is that the unfolding pressure (Pu) at 25 °C is 2.7 kbar with a volume change of 

−77 mL mol−1 for EcDHFR but only 0.7 kbar with a volume change of −44 mL mol−1 for 

MpDHFR (both measurements were for the apo-enzyme, which is less stable than the folate 

bound form), indicating MpDHFR is actually more sensitive to pressure denaturation21 (Fig. 

1b). The marginal stability of enzymes from piezophiles has been noted for DHFR from 

other piezophiles as well as other enzymes, and is actually more general than the initial 

increase in enzyme activity with pressure.25
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Since extremophiles actually thrive under extreme conditions, many studies have focused on 

their enzyme function under those conditions since enzyme activity is a requirement for 

growth. Studies indicate that homologous enzymes from psychrophiles (cold-loving), 

mesophiles, and thermophiles (hot-loving) appear to have maximum activity near the 

respective TG of the microbes,27 consistent with the idea that enzyme activity is similar at 

“corresponding states” – namely, the TG of the microbes.26 In addition, since protein 

stability and flexibility are necessary to maintain enzyme activity, and since more 

interactions promote stability while fewer interactions promote flexibility, the need to 

maintain the balance between stability and flexibility has been noted.27 For instance, 

enzymes from thermophiles apparently need more stabilizing interactions so that they do not 

become too flexible and unfold at the high TG of their organism. Thus, high stability appears 

to the evolutionary driving force for thermophiles. On the other hand, enzymes from 

psychrophiles apparently have fewer stabilizing interactions so that they are flexible enough 

for activity at the low TG of their organism, which also reduces their stability both to heat- 

and cold-unfolding. Thus, flexibility appears to be the evolutionary driving force for 

psychrophiles, which can be accomplished by lowering the stability as long as their cold-

unfolding temperature is lower than the organism’s TG. Therefore, the initial increase in 

activity with temperature was attributed to the increase in flexibility with temperature and 

the subsequent decrease in activity was attributed to destabilization of the protein as it 

approaches its unfolding transition. Of course, the “flexibility” and “stability” may be more 

or less localized to the active site depending on the size of the enzyme, but are more likely to 

apply to the whole protein if the enzyme is small.

However, as yet the corresponding states hypothesis has not been examined for enzymes 

from piezophiles compared to mesophiles at their respective PG. If compression is important, 

enzymes from piezophiles may need to maintain flexibility similar to psychrophiles. Thus, 

the adaptation may be lower stability, resulting in a low Pu compared to mesophilic 

homologs as long as it is higher than PG of the organism. On the other hand, since pressure 

tends to favor open conformations that can lead to unfolding, enzymes from piezophiles may 

need to be more stable and thus less flexible than mesophilic homologs. In addition, 

understanding the effects of pressure is further complicated by the fact that most 

“piezophilic” enzymes have been isolated from piezophiles that live in cold ocean 

environments, so the effects of PG and TG are difficult to separate. In fact, M. profunda is 

considered a psychropiezophile, since it was isolated at 2 °C.22

Moreover, while both protein stability and flexibility have been identified as essential for 

active enzymes, the question of the nature of this flexibility still remains. For instance, the 

flexibility could be only in the large conformational changes necessary for activity with 

adaptations localized to a few regions such as the active site region and hinges for global 

motion. On the other hand, the flexibility could be a global property of the entire protein 

such as the atomic fluctuations that give rise to the deformability of a protein, which then 

influences the large conformation changes. The latter would imply more general adaptations 

such as a lower limit to the overall stability. So far, while there are many clues from studies 

of enzymes from thermophiles and psychrophiles, there is still debate over the nature of this 

flexibility27 and is likely to involve contributions of both local and global properties.
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Understanding the nature of flexibility for enzyme function is essential not only for basic 

knowledge, but has many important implications. The most obvious are for bioengineering 

enzymes, in which a “materials science” approach of developing an understanding of the 

contribution of global properties such as the limiting values of stability and flexibility 

necessary for enzyme activity could provide design criteria. This is of particular importance 

because, as noted above, flexibility and stability are coupled since a very flexible protein 

may not be stable enough and a very stable protein may not be flexible enough. However, 

before a general understanding can be made of the coupling, the roots of the “flexibility” and 

ways to measure it must be determined in the same manner that stability can be measured as 

a free energy difference between the folded and unfolded state, or in terms of unfolding 

temperatures or pressures.

Here, a comparison is made of effects of pressure and temperature on MpDHFR and 

EcDHFR. The nature of the flexibility under different conditions is examined in the context 

of the corresponding states hypothesis. The focus is on global properties of the protein such 

as the molecular volume and the average root mean-square fluctuations (RMSF) of atomic 

positions. In particular, the RMSF are studied to determine the timescale of the motions 

involved in the flexibility. Molecular dynamics simulations of the DHFR-THF binary 

complex, as in the high-pressure NMR studies,20 from both M. profunda and E. coli are 

performed at all possible combinations of the optimal TG and PG (GTP) of both organisms 

as well as at standard temperature and pressure (STP).

Methods

Molecular dynamics (MD) simulations and other coordinate manipulations were performed 

using the molecular mechanics package CHARMM version 37b2.28 The set-up was 

performed in CHARMMing29 and summarized briefly here; default protocols were used 

except as noted. The starting coordinates for the proteins used in the simulations were 

obtained for EcDHFR (PDB ID: 1RX218) and MpDHFR (PDB ID: 2ZZA30) from the PDB 

with hydrogen positions generated by HBUILD.

The CHARMM36 all-atom nonpolarizable potential energy parameter set31,32 was used for 

the proteins. However, water was modeled by TIP4P-Ew33 because of the importance of 

understanding changes in the properties of water under pressure. Additionally, a force field 

for THF was generated using the CHARMM Generalized Force Field server.34 A CGenFF 

was first generated for THF using the coordinates ZINC13513942 from the ZINC server.35 

Since the substrate is modeled with folate in the crystallographic structures 1RX2 and 

2ZZA, the carbon coordinates within the pteridine rings were modified to yield a chair 

conformation of the ring with single bonds rather than the planar conformation with double 

bonds present for folate. Subsequently, the original CGenFF was used with CHARMM to 

generate hydrogens on the THF coordinates generated from the modified crystallographic 

folate substrates, and this new molecule was then used to generate a final CGenFF.

The simulations utilized the leapfrog Verlet algorithm with a time step of 0.001 ps and were 

maintained in the NPT ensemble with the Nose-Hoover algorithm36,37 for the thermostat 

and barostat. Periodic boundary conditions and the particle mesh Ewald (PME) summation 
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algorithm with a k-space grid spacing of about 0.49 Å38 were used. Each protein was first 

solvated in a rhombic dodecahedral simulation box of equilibrated TIP4P-Ew with a 

distance between faces of 70.9021 Å. The smallest distance from a protein atom to a side of 

the box for either protein is ~11.5 Å. The proteins were then neutralized in 0.15 M KCl, 

which resulted in 7420 and 7414 water molecules, 27 and 26 K+, and 14 and 15 Cl− for 

EcDHFR and MpDHFR, respectively. The C-terminal lysine was missing in the crystal 

structure of MpDHFR and so was not included in the simulations; however, it was not close 

to either the THF or NADPH binding sites. Subsequently, the system was minimized with 

100 steps of steepest descent and 100 steps of adopted basis Newton Raphson 

minimization39, with the protein backbone atoms restrained with a harmonic spring constant 

of 100 kcal mol−1 Å−2. Next, the system was heated at 1 bar starting at 200 K below the 

final temperature, in increments of 5 K every 2.5 ps with velocities assigned according to a 

Gaussian distribution at every increment, and then pressurized if necessary in increments of 

20 bar every 2 ps. Finally, the system was equilibrated and simulated using identical 

methods at all temperatures and pressures, with the first 4 ns designated as equilibration, and 

the subsequent 50 ns designated as production run.

Apparent Molecular Volume

The molecular volume 〈Vm〉 of the protein is examined in two ways. First, a measure of the 

spatial extent of the protein is

Vapp = VMD − NW VH2O (1)

where 〈VMD〉 is the average volume of the simulation box, Nw is the number of water 

molecules in the simulation, and 〈VH2O〉 is the average molecular volume of a water 

molecule from a simulation of the pure solvent. The 〈Vapp〉 per heavy atom, 〈Vapp〉/NHA, 

where NHA is the number of heavy atoms in the protein, is thus a measure of the average 

volume available to a heavy atom.

RMS Fluctuations

The average fluctuations for the entire protein are examined at various time scales. First, the 

trajectory of length T is divided evenly into subsets of length τ. The average deviations in 

the coordinates of each atom i from a mean structure averaged over the time τ for each 

subset j δτxi
2

j
, δτyi

2
j
, δτzi

2
j
 are first averaged over the entire trajectory. The second 

moments of the fluctuations of atom i on a timescale τ were defined as

m2x, i(τ) = τ
T ∑

j = 1

T /τ
δτxi

2
j

(2)

and similarly in the y and z directions. Next, the mean square fluctuations per residue or for 

the entire protein are defined as an average overall NHA
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σ2(τ) = 1
NHA

∑
i = 1

NHA
m2x, i(τ) + m2y, i(τ) + m2z, i(τ) (3)

where NHA is all backbone heavy atoms of the residue or all heavy atoms in the protein, as 

denoted in the results.

Anharmonicity

The excess kurtosis of the fluctuations, a measure of anharmonicity, of atom i on a timescale 

τ in the principal X-axis direction was also defined as

k′4X, i(τ) = τ
T ∑

j = 1

T /τ δτXi
4

δτXi
2 2

j

− 3 (4)

since the deviation from harmonicity is most important along the direction of the largest 

fluctuations. Next, the excess kurtosis per residue or for the entire protein is defined as an 

average of over all relevant NHA as above,

γ2(τ) = 1
NHA

∑
i = 1

NHA
k′4X, i(τ) (5)

γ2 serves as a measure of the anharmonicity,40 although not a unique determinant of the 

underlying potential surface. For instance, γ2 is zero if the fluctuations follow a Gaussian 

distribution, indicating a harmonic well and negative if there are fewer very large 

fluctuations than a Gaussian, which may indicate that the sampling time is insufficient to 

explore the larger fluctuations. In addition, γ2 is positive if there are more very large 

fluctuations than in a Gaussian, which might be due to an incomplete transition to another 

state, and γ2 is negative if there is a double well, since this results in both more intermediate 

fluctuations and fewer very large fluctuations. Thus, there are two possible reasons for 

negative contributions, and both positive and negative γ2 can be indicative of an alternative 

conformation.

Results

The crystal structures of EcDHFR and MpDHFR do not show obvious structural differences 

(Fig. S1); domain assignments are also shown Fig. S1 with the associated residue numbers 

given in Table S1. There are slight differences in the types of interactions (Table 1), since 

EcDHFR has slightly more hydrogen bonds and ion pairs, indicating it may be slightly more 

stabilized by polar and ionic interactions, while MpDHFR has slightly more buried nonpolar 

atoms, indicating it might be slightly more stabilized by hydrophobic interactions. The 

stabilization of MpDHFR by hydrophobic interactions rather than polar or ionic interactions 
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is consistent with its lower stability in Fig. 1b. The MD simulations of EcDHFR and 

MpDHFR were performed at various combinations of TG and PG of the organisms (i.e., TG 

= 310 K and PG = 1 bar for E. coli and TG = 279 K and PG = 220 bar for M. profunda 22) as 

well as at STP. The simulations under all of the conditions showed relatively small root 

mean-square deviations (RMSD) from the starting crystal structures (Table S2).

The RMSF averaged over all heavy atoms (Eqn. 3) were examined on different timescales at 

different temperatures and pressures (Fig. S2). They increase with increasing τ as different 

kinds of motions are explored. The short timescale RMSF up to ~100 ps of both MpDHFR 

and EcDHFR are very similar at a given temperature, regardless of organism or pressure, 

and they also increase with temperature as expected (shown for 10 ps as lower lines in Fig. 

2). These fluctuations are determined by motions such as bond or bond angle vibrations and 

hindered rotations about a dihedral angle minimum so that each atom can be considered to 

be fluctuating in its own potential well. However, the long timescale RMSF above ~1 ns, 

while continuing to increase with temperature, begin to show marked differences in the 

simulations. They are generally larger at higher pressures (shown for 10 ns as upper lines in 

Fig. 2), which is consistent with increasing pressure leading to increasing populations of 

more open conformations that eventually lead to high pressure unfolding. The one exception 

is for EcDHFR at 280 K and 1 bar, which is larger than at 280 K and 220bar although within 

the error bars. The RMSF are apparently large due to an anomalous separation of the G-H 

loop during this simulation. In addition, the long timescale RMSF are larger for MpDHFR at 

a given temperature and pressure than EcDHFR, which is also consistent with the 

experimental lower stability of MpDHFR (Fig. 1b) and indicates flexibility may be an 

evolutionary driving force. As might be expected based on studies of psychrophiles versus 

mesophiles at STP, the RMSF at STP are greater for MpDHFR compared to EcDHFR.
27,41,42 These fluctuations are influenced by collective motions of groups of atoms in 

addition to local fluctuations of each atom. The net result is that the long timescale RMSF 

for MpDHFR at the GTP of M. profunda appear similar as those for EcDHFR at the GTP of 

E. coli, which suggests that they are an indicator of “corresponding states” flexibility.

The molecular volume was also examined as a function of temperature (Fig. 3). 〈Vapp〉/NHA 

(Eqn. 1) serves as a measure of the average volume each atom can move in (see Methods). 

〈Vapp〉/NHA is somewhat larger at higher pressure, especially at lower temperatures, which 

is consistent with larger RMSF at higher pressure. In addition, 〈Vapp〉/NHA for MpDHFR is 

slightly larger than for EcDHFR at a given state point, which is also consistent with the 

larger RMSF in MpDHFR at a given state point.

The average 10 ns timescale RMSF for the backbone per residue as a function of distance of 

the residue from the geometric center along with linear least-squares fit lines with slope m, 

intercept b, and correlation coefficient R (Fig. 4) illustrates the effects of pressure and 

temperature on fluctuations as a function of how buried the residue is. Comparing the RMSF 

of MpDHFR at its GTP with when it is at TG of E. coli (Fig. 4a), the main effect of low 

temperatures is to decrease fluctuations as indicated by the decrease in slope, and lower 

stability appears to be an adaptation to increase fluctuations at low temperatures. However, 

comparing the RMSF of MpDHFR at its GTP with when it is at PG of E. coli (Fig. 4b), the 

main effect of increased pressure seems to be to increase the fluctuations as indicated by the 
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larger slope, so pressure appears to partially counteract the effects of low temperature. In 

addition, pressure at 220 bar seems to affect the outer loops more so that the RMSF are 

larger further from the geometric center consistent with 〈Vapp〉/NHA (Fig. 3). Thus, the net 

effects of the increased flexibility due to the low stability adaptation for temperature and the 

increased flexibility due directly to the increased pressure result in the overall similar RMSF 

as a function of distance from the geometric center for EcDHFR and MpDHFR at the GTP 

of their respective organisms seen in Fig. 2 (Fig. 4c). In addition, the RMSF are similar in 

similar regions for EcDHFR and MpDHFR. In particular, the RMSF per residue are large 

near Met20 for both EcDHFR and MpDHFR at the GTP of their respective organisms (Fig. 

5). Although transitions to the open state were not observed in the short 50 ns simulations, 

large fluctuations of the Met20 loop are consistent with the transient open conformation of 

the Met20 loop for binding of nicotinamide17 as well as NMR results of EcDHFR showing 

increasing populations of a second conformation of the Met20 loop with increasing pressure.
20 This is discussed further in the Discussion section.

To examine the origin of similar long timescale RMSF at the corresponding states, the 

excess kurtosis of the fluctuations along the major principal axis direction of the fluctuations 

averaged over all atoms, γ2, (Eqn. 5) was also examined on different time scales at different 

temperatures and pressures (Fig. S3). The short time scale γ2 of both MpDHFR and 

EcDHFR are very similar at a given temperature, regardless of organism or pressure (shown 

for 10 ps as lower lines in Fig. 6), and increase from −0.5 to −0.1 as τ increases to 100 ps. 

The slightly negative values appear to be due to insufficient sampling of large fluctuations 

due to the short periods averaged over. Above τ = ~1 ns, γ2 continues to increase above 0 as 

the fluctuations become somewhat anharmonic (Fig. S3) and marked differences between 

the simulations appear as seen in the RMSF. Interestingly, the long timescale γ2 decreases 

with pressure and is smaller for MpDHFR than EcDHFR at a given temperature (shown for 

10 ns as upper lines in Fig. 6). By examining the RMSF per residue (Fig. S4, S5) and the 

absolute value of γ2 per residue (Figure S6, S7), it appears that the inner core of both 

proteins are relatively harmonic, and that the slightly smaller values of the average over the 

protein with increased pressure and in MpDHFR relative to EcDHFR are due to more double 

wells (which have γ2 < 0) rather than being more harmonic. Thus, γ2 indicates that the 

corresponding states flexibility is associated with fluctuations that are large enough to cause 

transitions of collective motions between different conformations; i.e., so that the RMSF are 

no longer completely within a single harmonic well for a given atom.

Discussions

The simulation results here must be considered in light of two viewpoints, that of 

biochemical/biophysical experiments of the molecule and of what happens in the microbe 

itself. For instance, considering the environmental effects that may appear in typical 

biochemical/biophysical experiments and simulations of a specific enzyme, the experimental 

dynamical properties of liquid water are important. The self-diffusion coefficient of water 

DW has been noted to increase slightly with pressure before decreasing with pressure; for 

instance, the increase occurs up to ~800 bar at ~298 K,43 which is reproduced by the TIP4P-

Ew model 44 used here. These fluctuations may be transmitted to the protein,45 or may 

reflect a more general phenomenon of pressure on condensed phases. In addition, 
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considering the environment of the enzyme in a microbe, not only are the properties of water 

important, but also the effects of the intracellular milieu including co-solutes and crowding. 

In particular, the effects on enzymes of “piezolytes”, which are small molecules that are 

upregulated in response to pressure by microbes,46–48 may be important and are amenable to 

biophysical experiments. The nature of these effects requires further exploration, both 

experimentally and computationally.

Given the above caveats about the microbial intracellular environment, the results here 

suggest the following picture of the effects of pressure and the adaptations that MpDHFR 

has made for high-pressure environments (Fig. 7), although it is not necessarily unique nor is 

it generalizable. Considering motion on a ~10 ns timescale, atoms in loop regions of 

EcDHFR generally have motion within one well with occasional excursions towards a 

second well. For example, an atom in the Met20 loop of THF bound DHFR should oscillate 

mainly in the well corresponding to the occluded conformation as seen in the simulations. 

However, to make transitions to the open conformation as needed for binding of 

nicotinamide17, the fluctuations of the Met20 loop are expected to be larger than a more 

buried region of the protein. In addition, the lower stability of MpDHFR would lead to larger 

fluctuations. Thus, at 310 K and 1 bar (i.e., the growth conditions of E. coli, left side of Fig. 

7), the effective well for an atom would presumably have a smaller force constant k as well 

as a smaller barrier to transitions for MpDHFR than for EcDHFR so the RMSF would be 

larger for MpDHFR. At 310 K and 220 bar (middle of Fig. 7), the higher pressure would 

favor the more open conformation and thus its effective well would be lower so that both 

MpDHFR and EcDHFR might have increased RMSF because of a greater population of the 

open conformation than at 1 bar. There seems to be little change in the force constants of a 

given well at this pressure, although neutron scattering experiments indicate that the force 

constants increased with pressures above 500 bar.49 Also, at 310 K, the greater preference 

for open conformations along with lowered barriers in MpDHFR especially if multiple 

atoms are involved would tend to destabilize the protein, as indicated in experiment. 

However, at 280 K and 220 bar (i.e., the growth conditions of M. profunda, right side of Fig. 

7), the kinetic energy is less so barrier crossings into the open conformation would be fewer 

so the relative population of the open conformation might be smaller depending on 

timescales. Thus, the relative populations of the closed and open conformations of MpDHFR 

at the GTP of M. profunda might be more like EcDHFR at the GTP of E. coli, which shows 

how the long timescale RMSF of a DHFR at the growth conditions of organism from which 

it comes can give rise to the corresponding states flexibility.

For experimental verification of this picture, the results here indicate that the most relevant 

timescale might be best explored by NMR experiments. While the RMSF from a simulation 

are most directly related to the temperature factors from crystallographic determinations of 

structure, these also include effects of lattice vibrations, crystal disorder, and nearest 

neighbors. In addition, neutron scattering data also appears to be restricted to the sub-

nanosecond timescale,49,50 while the relevant motions appear to be above the nanosecond 

timescale. Thus, a computational (and experimental) challenge may be in bridging 

timescales between different experimental measures.
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In addition, Fig. 7 suggests a possible reason for the observed changes in enzyme activity 

with pressure (Fig. 1b). For MpDHFR, the activity may initially increase with pressure 

because open conformations tend to be favored by pressure and a more open conformation 

(or a certain population of this conformation) might be needed for good activity, for 

instance, the open conformation of the Met20 loop. Since the relative populations of closed 

and open conformations may not be the same in DHFR from different deep-sea microbes 

and also may be temperature dependent, this may explain why the initial increase is not 

always seen. In addition, the activity at higher pressures might be reduced due to partial 

unfolding or distortion of the active site. On the other hand, for EcDHFR, the decrease in 

activity above 1 bar may be due to excessive populations of open conformations or 

disruptions of the active site that do not lead to unfolding because of the greater stability of 

EcDHFR.

Overall, the results lead to a general picture of the evolutionary adaptations in enzymes for 

cold deep-sea environments. The results indicate that the lower stability, which gives rise to 

greater flexibility, of MpDHFR compared to EcDHFR may be an adaptation for low 

temperature. However, high pressure may actually enhance the adaptation to low 

temperatures by increasing flexibility because stability is limited in how much it can be 

lowered by having fewer or weaker interactions. Thus, at moderately high pressures below 

~500 bar, pressure might actually aid in adaptation to low temperatures by increasing the 

flexibility of outer loops, which are often involved in binding. More subtly, the lower density 

that is a result of lower stability might also enhance ability of water to penetrate the outer 

loops, and so lower density could be considered an adaptation to these pressures. In addition, 

at high pressures above ~500 bar, the lower overall density of MpDHFR may also aid in 

adaptation to high pressure by protecting against compressive effects noted in the neutron 

scattering experiments.49,50 Finally, specific adaptations to high pressure might also play a 

minor role, such as altering the ratio of open and closed conformations to a more optimal 

balance. Thus, the low stability of enzymes might help psychrophilic bacteria to adapt to a 

wide variety of pressures, which is consistent with the observation that Shewanella and other 

bacteria found in cold deep-sea environments have low enzyme stability and a range of PG 

from 1 bar to 6.5 kbar.51 Further study of these enzymes would help define the role of 

adaptations to temperature and pressure.

Conclusions

The atomic fluctuations of the mesophile EcDHFR and the psychropiezophile MpDHFR 

have been investigated in molecular dynamics simulations. While longer simulations and 

better force fields are warranted, the main conclusion is that flexibility needed for the 

corresponding states of activity of these two enzymes appears to have its roots in 

fluctuations on the 1 to 10 ns timescale, where collective motions appear. In addition, 

pressures near 200 bar seem to affect the enzymes mainly by making other conformations 

more accessible, leading to larger fluctuations, perhaps affecting the exterior more than the 

interior of the protein. The lower stability of MpDHFR apparently leads to larger 

fluctuations than in EcDHFR, so lower stability may be an adaptation mainly for 

temperature. However, high pressure may actually enhance adaptation to low temperatures 

by increasing flexibility by shifting conformational equilibria. In addition, the lower protein 
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density of MpDHFR, a presumable consequence of its lower stability, may enhance 

adaptation to high pressure by favoring water penetration and protecting against its 

compressive effects. In other words, temperature affects the fluctuations of all atoms, while 

pressure appears to affect the exterior more than the interior. Overall, this indicates that both 

temperature and pressure of organism must be considered determining corresponding states 

activity. In addition, this implies that enzymes from microbes near deep-sea hydrothermal 

vents may have very different adaptations for pressure.
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Refer to Web version on PubMed Central for supplementary material.

Acknowledgments

QH and TI are grateful for support from the McGowan Foundation. JMR and RJH acknowledge support from the 
Department of Energy/National Nuclear Security Administration through Grant No. DE-NA-0002006 for the 
Carnegie/DOE Alliance Center (CDAC) and from the Alfred P. Sloan Foundation through the Deep Carbon 
Observatory. This work used computer time on the Extreme Science and Engineering Discovery Environment 
(XSEDE) granted via MCB990010, which is supported by National Science Foundation Grant No. OCI-1053575 
and the Medusa cluster, which is maintained by University Information Services at Georgetown University.

References and Notes

1. Winter R In Chemistry at Extreme Conditions; Manaa MR, Ed.; Elsevier B. V.: Amsterdam, The 
Netherlands, 2005, p 29–82.

2. Meersman F; Daniel I; Bartlett DH; Winter R; Hazael R; McMillan PF In Carbon in Earth; Hazen 
RM; Jones AP; Baross JA, Eds.; Mineralogical Society of America, Geochemical Society, 2013, p 
607–648.

3. Ichiye T Physical Biology 2016, in press.

4. Peterson RW; Wand JA Rev Sci Instrum 2005, 76, 094101.

5. Collins MD; Kim CU; Gruner SM Ann Rev Biophys 2011, 40, 81–98. [PubMed: 21275639] 

6. Ando N; Barstow B; Baase WA; Fields A; Matthews BW; Gruner SM Biochem 2008, 47, 11097–
11109. [PubMed: 18816066] 

7. Ortore MG; Spinozzi F; Mariani P; Pacia A; Barbosa LRS; Amenitsch H; Steinhart M; Ollivier J; 
Russo D J R Soc Interface 2009, 6, S619–S634. [PubMed: 19570795] 

8. Filabozzi A; Deriu A; Di Bari MT; Russo D; Croci D; Di Venere A Biochim Biophys Acta 2010, 
1804, 63–67. [PubMed: 19735743] 

9. Sharma A; Scott JH; Cody GD; Fogel ML; Hazen RM; Hemley RJ; Huntress WT Science 2002, 
295, 1514–1516. [PubMed: 11859192] 

10. Peters J; Martinez N; Michoud G; Cario A; Franzetti B; Oger P; Jebbar M Z Phys Chem 2014, 228, 
1121–1133.

11. https://deepcarbon.net/content/deep-life.

12. Bridgman PW J Biol Chem 1914, 19, 511–512.

13. Silva JL; Weber G Ann Rev Phys Chem 1993, 44, 89–113. [PubMed: 8257561] 

14. Roche J; Caro JA; Noberto DR; Barthe P; Roumestand C; Schlessman JL; Garcia AE; Garcia-
Moreno BE; Royer CA Proc Natl Acad Sci USA 2012, 109, 6945–6950. [PubMed: 22496593] 

15. Yamada H; Watanabe N; Nagae T in PDB unpublished.

16. Berman HM; Westbrook J; Feng Z; Gilliland G; Bhat TN; Weissig H; Shindyalov IN; Bourne PE 
Nucleic Acids Res 2000, 28, 235–242. [PubMed: 10592235] 

17. Schnell JR; Dyson HJ; Wright PE Ann Rev Biophys Biomolecular Struc 2004, 33, 119–140.

18. Sawaya MR; Kraut J Biochem 1997, 36, 586–603. [PubMed: 9012674] 

Huang et al. Page 12

J Comput Chem. Author manuscript; available in PMC 2019 January 16.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

https://deepcarbon.net/content/deep-life


19. Osborne MJ; Schnell J; Benkovic SJ; Dyson HJ; Wright PE Biochem 2001, 40, 9846–9859. 
[PubMed: 11502178] 

20. Kitahara R; Sareth S; Yamada H; Ohmae E; Gekko K; Akasaka K Biochem 2000, 39, 12789–
12795. [PubMed: 11041843] 

21. Ohmae E; Murakami C; Tate S. i.; Gekko K; Hata K; Akasaka K; Kato C Biochim Biophys Acta 
2012, 1824, 511–512. [PubMed: 22266402] 

22. Xu Y; Nogi Y; Kato C; Liang Z; Rüger H-J; De Kegel D; Glansdorff N Int J Sys Evol Microbiol 
2003, 53, 533–538.

23. Behiry EM; Luk LYP; Matthews SM; Loveridge EJ; Allemann RK Biochem 2014, 53, 4761–4768. 
[PubMed: 25014833] 

24. Behiry EM; Evans RM; Guo J; Loveridge EJ; Allemann RK Biochem 2014, 53, 4769–4774. 
[PubMed: 25014120] 

25. Ohmae E; Miyashita Y; Kato C Extremophiles 2013, 17, 701–709. [PubMed: 23798033] 

26. Somero GN Ann Rev Physiol 1995, 57, 453–468.

27. Feller G Scientifica 2013, 512840. [PubMed: 24278781] 

28. Brooks BR; Brooks CL, III; MacKerell AD, Jr.; Nilsson L; Petrella RJ; Roux B; Won Y; Archontis 
G; Bartels C; Boresch S; Caflisch A; Caves L; Cui Q; Dinner AR; Feig M; Fischer S; Gao J; 
Hodoscek M; Im W; Kuczera K; Lazaridis T; Ma J; Ovchinnikov V; Paci E; Pastor RW; Post CB; 
Pu JZ; Schaefer M; Tidor B; Venable RM; Woodcock HL; Wu X; Yang W; York DM; Karplus M J 
Comput Chem 2009, 30, 1545–1614. [PubMed: 19444816] 

29. Miller BT; Singh RP; Schalk V; Pevzner Y; Sun J; Miller CS; Boresch S; Ichiye T; Brooks BR; 
Woodcock HL, III PLoS Comput Biol 2014, 10.

30. Hata K; Tanaka T; Murakami C; Ohmae E; Gekko K; Shiro Y; Akasaka K In PDB, unpublished.

31. MacKerell AD, Jr.; Bashford D; Bellot M; Dunbrack RL, Jr.; Field MJ; Fischer S; Gao J; Guo H; 
Ha S; Joseph D; Kuchnir K; Kuczera K; Lau FTK; Mattos M; Michnick S; Nguyen DT; Ngo T; 
Prodhom B; Roux B; Schlenkrich M; Smith J; Stote R; Straub J; Wiorkiewicz-Kuczera J; Karplus 
M J Phys Chem B 1998, 102, 3586–3616. [PubMed: 24889800] 

32. Best RB; Zhu X; Shim J; Lopes P; Mittal J; Feig M; MacKerell AD, Jr. . J Chem Theory Comput 
2012, 8, 3257–3273. [PubMed: 23341755] 

33. Horn HW; Swope WC; Pitera JW; Madura JD; Dick TJ; Hura GL; Head-Gordon T J Chem Phys 
2004, 120, 9665–9678. [PubMed: 15267980] 

34. https://cgenff.paramchem.org/.

35. zinc.docking.org.

36. Hoover WG Phys Rev A 1985, 31, 1695–1697.

37. Nose S J Chem Phys 1984, 81, 511–519.

38. York DM; Pedersen LG; Darden TA J Chem Phys 1993, 99, 8345–8348.

39. Brooks BR; Bruccoleri RE; Olafson BD; States DJ; Swaminathan S; Karplus M J Comput Chem 
1983, 4, 187–217.

40. Ichiye T; Karplus M Proteins Struc Func Gen 1987, 2, 236–259.

41. Závodszky P; Kardos J; Svingor Á; Petsko GA Proc Natl Acad Sci USA 1998, 95, 7406–7411. 
[PubMed: 9636162] 

42. Feller G; Gerday C Nature Reviews: Microbiology 2003, 1, 200–208. [PubMed: 15035024] 

43. Krynicki K; Green CD; Sawyer DW Faraday Discussions of the Chemical Society 1978, 66, 199–
208.

44. Tran KN; Tan M-L; Ichiye T J Chem Phys 2016, 145, 034501. [PubMed: 27448890] 

45. Vitkup D; Ringe D; Petkso GA; Karplus M Nature Struct Biol 2000, 7, 34–38. [PubMed: 
10625424] 

46. Martin DD; Bartlett DH; Roberts MF Extremophiles 2002, 6, 507–509. [PubMed: 12486460] 

47. Molina-Höppner A; Doster W; Vogel RF; Gänzle MG Appl Environ Microbiol 2004, 70, 2013–
2020. [PubMed: 15066791] 

48. Amrani A; Bergon A; Holota H; Tamburini C; Garel M; Ollivier B; Imbert J; Dolla A; Pradel N 
Plos One 2014, 9.

Huang et al. Page 13

J Comput Chem. Author manuscript; available in PMC 2019 January 16.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

https://cgenff.paramchem.org/
https://zinc.docking.org


49. Meinhold L; Smith JC Phys Rev E 2005, 72, 061908.

50. Meinhold L; Smith JC; Kitao A; Zewail AH Proc Natl Acad Sci USA 2007, 104, 17261–17265. 
[PubMed: 17956984] 

51. Bartlett DH Biochim Biophys Acta 2002, 1595, 367–381. [PubMed: 11983409] 

Huang et al. Page 14

J Comput Chem. Author manuscript; available in PMC 2019 January 16.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 1. 
(a) The relative activity of DHFR and (b) free energy of unfolding of apo-DHFR as 

functions of pressure at 298 K from E. coli (green) and M. profunda (blue). Reproduced 

from ref. 21
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Figure 2. 
RMSF vs. T for EcDHFR (green) and MpDHFR (blue) at 1 bar (solid line) and 220 bar 

(dashed line), with filled symbol indicating GTP for that organism. Lower/upper set of lines 

are for fluctuations on a τ = 0.01/10.00 ns time scale. Standard errors using block averaging 

over 0.01/10 ns intervals are shown.
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Figure 3. 
〈Vapp〉/NHA vs. T for EcDHFR (green) and MpDHFR (blue) at 1 bar (solid line) and 220 bar 

(dashed line), with filled symbol indicating GTP for that organism. Standard errors using 

block averaging over 10 ns intervals are shown.
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Figure 4. 
RMSF per residue vs. distance from geometric center (GC). MpDHFR at PG = 220 bar and 

TG = 280 K (blue ▴) with fit (blue dashed, m = 0.034, b = 0.126 Å, R = 0.66) and (a) 

MpDHFR at PG = 220 bar and T = 310 K (blue ▵) with fit (blue dotted, m = 0.063, b = 

−0.089 Å, R = 0.71), (b) MpDHFR at P = 1 bar and TG = 280 K (blue 엯) with fit (blue line, 

m = 0.029, b = 0.170 Å, R = 0.62), and (c) EcDHFR at PG = 1 bar and TG = 310 K (green 

●) with fit (green line, m = 0.040, b = 0.036 Å, R=0.75).
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Figure 5. 
Residues in a) EcDHFR and b) MpDHFR with tetrahydrofolate in black and with RMSF > 

0.75 Å at GTP of the respective organisms in red.
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Figure 6. 
Kurtosis vs. T for EcDHFR (green) and MpDHFR (blue) at 1 bar (solid line) and 220 bar 

(dashed line), with filled symbol indicating GTP for that organism. Lower/upper set of lines 

are for fluctuations on a τ = 0.01/10.00 ns time scale. Standard errors as in Fig. 2 are shown.
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Figure 7. 
Schematics of an “average” atom in the mesophilic (m) EcDHFR and in the 

psychropiezophilic (p) MpDHFR. The force constant ki, free energy difference between 

wells ΔGi, and transition barrier ΔG‡
i, i = m or p, are indicated for the mesophile at standard 

T, P. Left well corresponds to the more favored conformation and right well corresponds to a 

more open conformation with lower probability.
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Table 1.

Comparison of structural features in crystal structures of DHFR with THF built-in.

MpDHFR EcDHFR

Number of backbone hydrogen bonds
[a] 101 106

Number of hydrogen bonds
[a] 131 142

Number of negative residues/number of residues 22/162 26/159

Number of positive residues/number of residues 14/162 15/159

Number of ion pairs
[b] 4 7

Number of polar atoms
[c]

/number of atoms 474/2588 469/2542

Exposed surface area (Å2) 4072 3904

Number of apolar atoms
[d]

/number of atoms 836/2588 831/2542

Exposed surface area (Å2) 1295 1451

[a]
Amide N to carbonyl O less than 2.4 Å.

[b]
Carboxylic O to amino N less than 4.0 Å.

[c]
N and O atoms, probe radius=1.4 Å.

[d]
C and S atoms, probe radius=1.4 Å.
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