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ABSTRACT 

The source function (SF) decomposes the electron density at any point into 

contributions from all other points in the molecule, complex, or crystal. The SF 

“illuminates” those regions in a molecule that most contribute to determine the 

electron density at a given point of reference. When this point of reference is the bond 

critical point (BCP), a commonly used surrogate of chemical bonding, then the SF 

analysis broken down at an atomic resolution within the framework of Bader’s 

Quantum Theory of Atoms in Molecules (QTAIM) returns the contributions (positive 

or negative) of the various atoms in the system to the electron density at that BCP. The 

most important region that controls a hydrogen bond emerges naturally from this 

analysis which is the point of this paper as the SF analysis is applied to DNA Watson-

Crick dimers (adenine:thymine (AT), and guanine:cytosine (GC)). Both AT and GC 

dimers are studied in their neutral and their ionized doublet states, radical cationic and 

radical anionic states, that can result from the interaction with ionizing radiation or 

with a solvated electron, respectively. The hydrogen bonds in the two dimers are 

shown to be delocalized to various extents and, surprisingly, the effects of gaining or 

loosing an electron have similar net effects on some of the hydrogen bonds concealing 

subtle compensations that are only revealed by examining individual atomic sources 
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contributions. Coarser levels of resolutions (at the level of the rings and even at the 

level of monomers-in-dimers) reveal that distant atoms, groups, and rings often have 

non-negligible effects especially on the weaker hydrogen bonds such as the relatively 

recently discovered third (weak) hydrogen bond in the AT dimer of the type C-HO. 

Interestingly, neither the purine nor the pyrimidine in the neutral or either of the 

ionized forms dominate any given interactions despite that the former has more atoms 

that can act as source or sink for the density at a given hydrogen bond.     

 

Keywords: Hydrogen bonding, Bader’s quantum theory of atoms in molecules 

(QTAIM), electron density, adenine-thymine base pair, guanine-cytosine base pair, 

ionization of DNA. 

 

Introduction 

 

Arguably, few books have had the impact of Erwin Schrödinger’s 1944 “What is 

Life”.1 In an extraordinary leap of intuition, Schrödinger realizes that the hereditary 

mechanism must be mediated by a linear “code-script”, which in modern parlance is 

known as the “genetic code”,2-5 necessary for the transmission and copying of genetic 

information. The “genetic code” is a fitting description indeed since it is amenable, for 

example, to a description with Shannon information theory as an abstract language of 

four letters (adenine (A), guanine (G), thymine (T) or uracil (U), and cytosine (C)) that 

transcends its physical realization.6  

While a complex of DNA (deoxyribonucleic acid) with proteins was isolated from 

leukocytes’ nuclei in 1869 by Friedrich Miescher (who called this substance 

“nuclein”),7,8 Schrödinger did not have the benefit of knowing the chemical nature of 

the genetic material. That nature was only elucidated by Avery, MacLeod, and 

McCarty9 when they established that Griffith’s pneumococcal transforming principle10 

was DNA in nature, findings first reported simultaneously with the appearance of 

Schrödinger’s book. (Avery’s discovery was not immediately appreciated though and 

may have been somewhat premature in the mid-forties of last century (see Ref. 11)).    

Four years later, Chargaff first reported the rules now carrying his name regarding 

the ratio and complementarity of nucleic acid.12-14 By 1952, the chemical composition 
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of the genetic material was now known and so were Chargaff’s rules, however, a 

crucial ingredient of jigsaw puzzle was still missing: the structure of the DNA 

molecule. Without a structure there could be no more than speculations regarding 

DNA’s stability and the mechanisms of translation, copying, and transmission of the 

genetic instructions. 

Meanwhile, Schrödinger’s 1944 book inspired a generation of young scientists to 

study structural biochemistry in the search of a model of the structure of DNA, the 

hereditary molecule that carries genetic information. Among those scientists were the 

then unknown biologist James D. Watson and physicist Francis H. C. Crick.  

Using crude (by today’s standards) model-building techniques but much ingenuity, 

Watson and Crick (WC) built the now iconic model for the structure of DNA as a 

double anti-parallel intertwined α-helices.15-20 The double helix was proposed by WC 

on the basis of X-ray diffraction scattering images obtained by Rosalind Franklin.21 

Chargaff’s rules guided them in the assignment of complementarity of the DNA bases 

which, according to their now accepted model, are hydrogen bonded and are nearest to 

the helical axis in contrast to Pauling and Corey’s proposal.22,23 WC place the 

phosphate groups at the periphery with respect to the helical axis (the furthest possible 

from the axis) on the basis of an electrostatic repulsion argument between the 

negatively charged -PO4
2- groups, again contrary to Pauling and Corey’s model.  

Watson and Crick’s pairing in DNA requires adenine (A) to be bonded by two 

hydrogen bonds to thymine (T) which can be denoted by A T    (where the arrows 

– that can both be reversed in the symbol - indicate the 5’-3’ direction of the 

phosphate-sugar backbone), and guanine (G) to cytosine (C) through three hydrogen 

bonds which can be denoted by G C    (where the two arrows can of course also 

be revered). In 2004, Parthasarathi et al. report a third (weak) hydrogen bonding path 

of the type C-HO=C linking A and T.24  

According WC’s model, hydrogen bonding in DNA strictly determines specificity 

and complementarity with an automatic satisfaction of Chargaff’s rules as a result. 

Inter-strand hydrogen bonding interactions and stacking interactions between 

adjacently stacked base pairs contribute to the stability of the helix structure and hence 

of the genetic code itself.25-28  

The asymmetric double well potential of a hydrogen bond in DNA begets a potential 
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energy barrier that prevents the classical (over the barrier) proton hopping from one 

base to its complementary base at appreciable rates at physiological temperature. This 

barrier accounts for the extraordinary stability of the genetic code and the high fidelity 

of its transmission. Protons, however, are sufficiently small to exhibit some quantum 

effects such as tunneling. Löwdin was the first to realize that protons can tunnel at a 

small but finite rate through the barriers of DNA’s hydrogen bonds.29-40  

If quantum mechanical proton tunneling occurs in DNA immediately prior to cell 

division, it can lead to permanent changes in the genetic code, i.e. to a mutation that 

can be passed on to the daughter cells, which can be harmful to the organism. This 

mechanism of spontaneous (or induced) genetic error generation is known in the 

literature as the Löwdin mechanism.29-40  

Unfavorable charge separation reduces the probability of a single proton tunneling 

from one base to the opposite side, but a concerted double protons tunneling in 

opposite directions would preserve charge neutrality of the individual bases and has a 

higher probability. Such double proton transfer alters the pattern of hydrogen bonding 

by accompanying the conversion of the bases to their less stable tautomers (denoted by 

the asterisks A*═T* and G*≡C*).29,30,32,37,38,40 If double proton hopping occurs during 

DNA replication, then the less stable tautomer in the template helix will hydrogen 

bond with the “wrong” base, that is, A*═C, A═C*, G*=T, or G═T*.41-44 If non 

immediately lethal, this proton tunneling is an accepted mechanism of ageing through 

the accumulation of mutational error in the genetic code.29-32,41-46 The induction of 

mutation by double proton hopping between the monomers constituting a WC dimer 

can be accelerated by the agency of externally applied electromagnetic fields.40-44,47-50 

Nucleic acids (DNA and RNA) are constructed from nitrogenous bases (purines: A, 

G; and pyrimidines: T, U, C) each attached to a sugar and the sugars in their turn are 

linked sequentially via phosphate bridges whereby the alternating phosphate and sugar 

constitute the backbone of the nucleic acid strand. Cartesian analytical philosophical 

tradition of breaking a problem into smaller ones drove scores of computational 

chemists to investigate the building blocks of nucleic acids separately. To reduce the 

size of quantum chemical calculations, the bases, base pairs, triads, etc. - whether 

Watson-Crick, Hoogsteen, or else - are often studied in isolation from their attached 

sugar and phosphate moieties after capping the atoms that connect the two bases to 
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their respective sugar.  

That being said, one notes that Cartesian tradition and expediency are not the only 

justifications for the study of isolated bases (or base pairs) rather than complete 

nucleosides or nucleotides. This approach can be experimentally justified.51  

Thus, Candeias and Steenken (CS) use 193 nm photons to provoke single-photon 

ionization-induced photolysis of purine nucleosides and nucleotides in aqueous 

solution as a model simulating the effect of ionizing radiation on nucleic acids. This 

wavelength is sufficiently longer than the wavelength that marks the onset of 

photolysis of water (180 nm) to avoid complications of secondary ionization(s) in the 

aqueous solutions of these nucleosides and nucleotides. CS found that the 

(deoxy)ribose sugar, the phosphate (especially the di-anion at pH 9), and the 

(deoxy)ribose phosphate are all efficiently ionized by single 193 nm photons judging 

from quantum yields, but the extinction coefficients of the base moieties are two orders 

of magnitude higher than those of the (deoxy)ribose and phosphate.51 Similar results 

were obtained for a model pyrimidine (1,3,5,6-tertramethyluracil) as free and when 

incorporated into its nucleoside or nucleotide. CS conclude that ionization of 

nucleosides or nucleotides occur primarily (90%) at the base moiety and neither at the 

sugar nor at the phosphate group.51 Furthermore, density functional theory (DFT)52 

calculations by Schaefer III et al.53 demonstrate that the addition of the sugar moiety to 

the bases have minimal effects on the AT base pairing energies whether in the neutral 

or anionic form. Thus the pairing energies for deoxyribose-A:deoxyribose-T (dAdT) 

vs. AT pairs or for their anionic counter parts (dAdT- vs. AT-) are equal within 1 

kcal/mol at the B3LYP/DZP++ level of theory.53 This suggests that the hydrogen 

bonding between the A and T is marginally perturbed by the distant group in the sugar 

and that it is essentially dominated by proximal and local factors. Given these 

considerations, the relevance of the present study of isolated WC base pairs in their 

neutral and ionized states to biology (where they form part of nucleotides) has 

experimental and theoretical justifications. 

The five nitrogenous bases (A, G, U, T, C) constitute the letters of the DNA/RNA 

language in which the genetic code is inscribed. These bases have been the subject of 

countless theoretical investigations since the dawn of quantum chemistry.54 Molecular 

orbital studies of these bases have traditionally been used to estimate the energies, 
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thermodynamic stabilities of different tautomers, geometries, bond orders and atomic 

electric charges, dipole moments (and transition dipoles), electronic and vibrational 

transition energies, ionization potentials and electron affinities.31,41-44,46 More recently, 

the topology and topography of the electron density, aromaticity, and conceptual DFT 

properties have also been investigated.24,37,55-59 

The present work explores the effect of ionization on the hydrogen bonding 

interactions in the canonical (WC) base pairs using the tools of Bader’s quantum 

theory of atoms in molecules (QTAIM)60-62 in conjunction with the analysis of the 

Bader-Gatti source function.63-70 

The source function (SF) analysis unravels, for example, the contribution of each 

individual atom to the density at the DNA hydrogen bonding bond critical point. The 

hypothesis being tested is that distant atoms can have a considerable influence on the 

strengths of the individual hydrogen bonds in systems such as the Watson-Crick base 

pairs. Revealing the atoms with the strongest influence on the hydrogen bonds holding 

the base pairs can be used to potentially predict substituent effects71 on this bonding, 

that is, what would be the effect of replacing an atom or group that could be distant on 

the hydrogen bonding of the base pair. Further, it is known that the gain or loss of an 

electron can initiate DNA damage. Hence, another goal of this work is to evaluate the 

effect of ionization on the hydrogen bonds and their main contributing atoms and 

groups in the dimers.  

 

Source Function (SF) Analysis 

 

The Source Function (SF) introduces a novel perspective and one rich of chemical 

insight on how the electron density (ED) of a system originates.64,68-70 In particular, it 

shows, within a cause-effect view, how the various atoms or groups of atoms in the 

system contribute to determine the electron density at a given point of the system. If 

such point is a bond critical point (BCP), assumed as the most representative electron 

density location for a given chemical interaction, the pattern of the atomic SF 

contributions provides a visible representation of the more or less delocalized nature of 

the interaction.64,68-70  

The SF analysis may be applied to any chemical interaction. Yet, it emerges as of 
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particular interest for those cases where conventional covalent bonding - characterized 

by dominant sources from the pair of bonded atoms at BCP - does not apply or where 

chemical bonding exhibits a large variety of nature, depending on some well identified 

chemical variables.64,68,69 This is clearly the case of hydrogen bonds (HBs).  

According to the proton-donor and proton-acceptor nature and their linked 

molecular backbones, hydrogen bonds may range from being short, strong and largely 

covalent in nature to be long, weak and with electrostatic and/or dispersion forces 

playing the major energetic role.72-74 The SF tool has proved to be particularly useful 

to classify and rank hydrogen bonds,64,68,69 according to smaller or larger SF locality 

degree and to the sign and relative weight of sources from the proton-donor, the 

proton-acceptor and the H atom directly involved in the hydrogen bond (these three 

atoms will be hereinafter denoted as the hydrogen bond triad of atoms).  

A later section briefly summaries previous SF results on paradigmatic hydrogen 

bonded systems64,68 and shows SF pattern trends for prototypical N-HN, OHN and 

CHO systems with fixed donor to acceptor distances, in the range of those observed 

for the hydrogen bonds of the investigated DNA base pairs. These trends will then 

serve as a model reference for discussing the SF features of the hydrogen bonds 

binding the DNA bases. Basic aspects of the SF tool are succinctly recalled below. 

As shown by Bader & Gatti already 20 years ago,63 the electron density (r) at a 

point r can be described as determined by contributions from a local source LS(r,r’), 

operating at any other point r’ in R3: 

( ) LS( ) 'd  r r,r' r                                                                (1) 

and given by:  

LS(r,r') = - (4·r - r')-1·2(r'),                                                        (2) 

where 1)'4(  rr  is an influence function75 measuring the effectiveness of 

2(r')dr' in determining the effect (r). The concentration or dilution of the electron 

density, as expressed by its Laplacian at all other points r’, is the cause for the effect, 

the value of the electron density at r.  

By replacing the integration of the local source (LS) over R3 (Eq. 1) with a sum of 

disjoint integrations over the QTAIM atomic basins   
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( ) LS( ) ' LS( ) ' SF( , )d d




     r r,r' r r,r' r r ,               (3)  

the electron density at r may be written as a sum of atomic contributions, SF(r;), 

each of them called the Source Function from atom  to the electron density at r.63  

While the electron density appears as a local property (left hand side of Eq. (3)), in 

reality it is determined by all parts of the system (the three expressions in Eq. (3)). 

Whether the influence of these other parts (e.g. atomic basins) is large or small is 

expressed by their SF values.  

From the tenets of DFT one knows that the electron density is uniquely mapped to 

the external potential which is itself determined from the positions and charges of all 

nuclei in the system (in addition to any externally-applied fields). The SF tool enables 

the expression of such non local dependence in terms of chemistry, that is, in terms of 

the influence the various atoms or group of atoms in the system have in determining 

(r). Furthermore, the SF tool also enables us to quantify how the atoms or group of 

atoms contribute to determine the local changes of the electron density induced by a 

given system’s perturbation (chemical substitution, geometry change, change of 

environment, change of the total number of electrons as in the present study, etc.)  

A final aspect, which is often misunderstood, needs to be clarified. SF atomic 

contributions (Eq. 3) do not represent the direct contribution to the electron density at 

r from their own atom-centered basis set functions, but the capability of the electron 

distribution within the various atomic basins to determine such electron density value. 

Said in other words, for a given electron density and r value the SF values will be 

always the same, regardless the way this electron density is expressed (through an 

atomic basis set or through a multipolar model expansion or given numerically on a 

grid, etc.)  

Though not explored here, it is worth mentioning that the SF analysis represents a 

natural choice for comparing, on the same grounds, results from studies of 

intermolecular interactions using experimentally and theoretically derived electron 

densities.68,70 In fact, SF values are also amenable to experimental determination68,70,76 

provided an accurate 2 distribution derived from high-quality single-crystal X-ray 

diffraction intensity data is available  (Eqs. 1-3).  
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Source Function representations 

Atomic SF contributions are customarily analyzed in terms of Source Function 

percentage contributions, SF%, 

   
 

SF ,
SF% , 100




  
r

r
r

                 (4) 

conveying the capability of an atom or group of atoms  to determine the electron 

density at r, relative to all other atoms or groups in the system.64,68,69 The bond critical 

points (BCPs) are the usually adopted reference points (RPs) when electron density 

reconstructions through SF or SF% are investigated to discuss chemical bonding.64,68,69 

Yet many other choices are possible and in some cases even more convenient.68,70,76  

To overcome the arbitrariness inherent to any reference points selection, very 

recently, the interesting concept of SF reconstructed partial electron densities has been 

introduced.76 The reconstructed partial electron density is defined:76  

   
,subset ,subset

, subset ( ) LS SF( , )d
 

    r r,r' r' r .                           (5) 

These reconstructed partial electron densities are electron distributions representing 

that part of the total electron density distribution that are determined by only a given 

subset of atoms in the system. At the limit, when such subset includes all system’s 

atoms, these distributions become equal to the total electron density if the 

reconstruction procedure is free of numerical errors. This limit has been verified to be 

almost the case,76 especially where (r) is > 0.001 atomic unit (a.u.)  

The SF reconstructed partial densities may be conveniently visualized as 2D 

contour plots. When compared with the corresponding electron density 

representations, they provide a clear picture of the major or minor role a given subset 

of atoms plays in determining the electron density in the various system’s regions in 

the plan of the map.76 The SF partially reconstructed densities should not be confused 

with the partial density representations obtained by using only the contributions from 

the basis functions of a subset of atoms in an ab initio computation. The partial 

densities represent a rigorous cause-effect picture of atomic contributions in partially 

determining a given electron density. In contrast with standard partial densities (that 

are dependent on the underlying expansion of the electron density in terms of a 

specific set of basis functions), the SF partial densities represent a rigorous 
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decomposition of the total electron density that is fully independent of the specific 

expression adopted to obtain it.  

In the analysis of the bonding in neutral and ionized DNA base pairs given 

below, use will be made both of the conventional ball-and stick SF% 

representations64,68-70 and of the SF reconstructed partial densities.76 Though these 

latter may be portrayed as such or also as percentage reconstructed densities, only the 

former option will be considered. 

 

Calculations 

 

Electronic structure calculations 

The geometries of the two Watson-Crick base-pair dimers (AT = Adenine-Thymine; 

GC = Guanine-Cytosine) were fully optimized with no constraints at the density 

functional theory (DFT)52 B3LYP/6-31+G(d,p) level of theory77,78 followed by the 

calculation of harmonic vibrational frequencies that revealed no imaginary 

frequencies. Energies and electron densities were further refined by performing single 

point calculations at the B3LYP/6-311++G(d,p) level of theory at the geometry 

optimized with the smaller basis set.  

Electron densities and energies of the singly ionized radical species (doublet cations 

and doublet anions, namely, AT+, AT-, GC+, and GC-) were obtained using the 

unrestricted DFT formalism UB3LYP/6-311++G(d,p) after geometry optimization 

(adiabatic ionization) at the level of theory denoted by UB3LYP/6-

311++G(d,p)//UB3LYP/6-31+G(d,p). Ball-and-stick representations of the optimized 

geometries of the neutral and charged base pairs along with the atomic and ring 

labeling are shown in Fig. 1.  

Model hydrogen bonded systems (H2N-HNH3, H2NH OH2 and H3CHOH2) 

were evaluated at the same theoretical level of the DNA base pairs and at fixed donor 

to acceptor distances (H2N-HNH3, 2.8, 3.0 and 3.2 Å; HOHNH3, 2.6, 2.8, 3.0 and 

3.2 Å; H3CHOH2, 3.6, 3.8, 4.0 and 4.2 Å), covering the range of distances found in 

the DNA base pairs investigated, at their neutral and charged geometries. All other 

geometrical parameters were optimized within the Cs symmetry constraint.  

All electronic structure calculations and geometry optimizations were performed 
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using Gaussian 09.79 Source Function analyses were performed as described in the 

next sections. 

 

Source Function calculations 

Topological analysis of the electron density () scalar field and the evaluations of 

percentage atomic SF contributions were performed through a modified version80 of 

the AIMPAC program package.81-83 An in-house code (PLOTDEN2016) has been used 

to evaluate the SF reconstructed partial electron densities and to plot them. 

PLOTDEN2016 is an updated and unpublished version of the PLOTDEN2013 code 

(also unpublished, but with brief description in the Supplementary Information of one 

previous paper by one of us).84 The Diamond code85 was employed to draw all the 

atomic SF percentages ball-and-stick pictures.  

 

 
Fig.  1  A  display  of  the  optimized  geometries  (with  bond  length  in  Å)  along with  atomic  and  rings 
labeling  (rings  (R1‐R5))  for  both  neutral  and  charged  AT  and  GC  base  pairs.  In  a  nucleoside  or 
nucleotide, the sugar C2’ carbon would substitute H16 of thymine (bonded to N17), H1 of adenine (to 
be bonded to N2), H17 of cytosine (bonded to N18), and H1 of guanine (bonded to N2). 
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Results and Discussion 

 

Hydrogen bonded systems and their Source Function description   

Reference [68] provides a detailed summary of previous hydrogen bond studies using 

the SF. Increasing SF contributions to the hydrogen bond BCP  electron density from 

the hydrogen bond triad of atoms (D-HA) and a parallel decrease of those from other 

atoms with increasing energy, covalency and local character of the hydrogen bond 

were anticipated from such studies. However, other features, which provide additional 

insights on the nature of the hydrogen bond, were less predictable. In particular, the 

exceptionally wide variation of the role played by the hydrogen atom directly involved 

in the hydrogen bond,  depending on the hydrogen bond nature,64,68 or the specific 

features characterizing the low-barrier hydrogen bonds (LBHB)86 or, also, the 

mechanisms controlling the peculiarities of the resonance-assisted hydrogen bonds 

(RAHBs)64,68,87 

A systematic study on a number of paradigmatic hydrogen bond systems was carried 

out by Gatti et al.64 The reaction path of two water molecules approaching each other 

within the linear dimer Cs constraint serve, in that study, as a model to analyse the 

evolution of the SF atomic contributions to the electron density at the hydrogen bond 

BCP when the HO and OO distances change from the values typical of the weak 

isolated hydrogen bonds (IHBs) to those occurring in the charge assisted H-bonds, 

CAHBs.87  

Though the total source function contributions from the donor and the acceptor 

water molecules remain almost constant and comparable along the whole reaction 

path, the individual SF% contributions were found to change dramatically. In 

particular, the SF% from the hydrogen atom involved in the hydrogen bond represents 

a clear marker of nature of the hydrogen bond. Its value is largely negative at 

equilibrium distance (OO = 3.020 Å), then keeps diminishing in absolute value with 

decreasing donor to acceptor distance and eventually becomes slightly positive for 

very short OO and HO distances.  

For a standard covalent bond, the sum of the SF% contributions from the two 

bonded atoms to the electron density at their intervening BCP is usually around 80-

90%. Conversely, the cumulative SF% contribution from the hydrogen atom and its 
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acceptor oxygen atom to the electron density of the hydrogen bond BCP was found to 

be (significantly) negative at equilibrium distance, almost zero at distances (OO = 

2.750 Å) typical of the long chains of O-HO bonds in water and alcohols dominated 

by -bond cooperativity,88 and finally becomes positive, yet not larger than 50%, at the 

OO = 2.250 Å – a distance typical of CAHBs.87   

To reach values comparable to those of a typical covalent bond, one has to include 

in the SF% sum also the contribution from the donor oxygen atom and to consider 

donor to acceptor distances as low as 2.5 Å. Thus, even at such low distances, the 

hydrogen bond retains at least a three-center nature,64,68,73,87 as also corroborated 

recently by Popelier et al.89 using Interacting Quantum Atoms (IQA) theory90-94 and 

QTAIM delocalization indexes.95 

At equilibrium, the sources from atoms other than the hydrogen bond triad of atoms 

yield almost half of the electron density at the hydrogen bond BCP. This fairly 

delocalized picture of sources has been related64,68 to the dominant electrostatic nature 

of the hydrogen bond at equilibrium distance, to be contrasted with the partial covalent 

character of the bond when the SF%(H+A+D) contribution becomes dominant and the 

atomic sources become much more localized, as is for CAHBs.  

Evolution of atomic sources with hydrogen bond nature change can be depicted as a 

ball and stick representation of sources with the balls’ volumes proportional to the 

SF% contributions.64 Sources are visibly seen as spread almost over the entire 

hydrogen bonded dimer at equilibrium distance and progressively more localized on 

the D-HA triad of atoms by decreasing OO distances.64 The dramatic change along 

the reaction path of the SF% contribution from the hydrogen atom involved in the 

hydrogen bond, and in particular the occurrence of negative and even very large values 

for such contribution might be surprising. Yet, all this was shown to have a profound 

chemical meaning.64,68  

For an isolated atom , SF(r,) and SF%(r,) is always >0, because only  

determines the electron density for any r, but for an atom in a polyatomic system the 

situation may be different. Usually local sources are found, on average, to dominate 

the local sinks, leading to positive SF and SF% values for BCP densities 

reconstruction. However, when the Laplacian distribution of atom in combination is 

deeply distorted from the spherical symmetry, the reverse may also occur, depending 
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on the location of the reference point. Indeed, the hydrogen atom involved in weak to 

moderate OHO hydrogen bonds is notably asymmetric in shape and has a quite 

inhomogeneous 2 distribution, with a large area of positive 2 close to and 

surrounding the hydrogen bond BCP and, conversely, a localized and highly negative 

2 region along the O-H bond. It is this highly asymmetric 2 distribution which 

leads to negative SF(r,H) and SF%(r,H) contributions for the electron density at the 

hydrogen bond BCP and to the usual largely positive contributions to the electron 

density at the O-H bond BCP . However, when the OO distance decreases, the O-H 

and HO distances approach each other in value and both the shape of the hydrogen 

basin and its 2 distribution become more symmetric along the two bonding 

directions, eventually leading to positive sources from the hydrogen atom to both the 

O-H and the hydrogen bond BCP electron densities.  

The evolution of the SF% contribution from the hydrogen atom to its hydrogen bond 

BCP recap the complex change of shape, size and 2 distribution within the basin of 

the hydrogen atom involved in the hydrogen bond related to the progressive 

equalization of the O-H and HO bonds and to the increasing partial covalent 

character of the HO bond with decreasing OO distance.  

 The source function patterns recovered for the model of the two approaching 

water molecules, were also compared to those obtained on a series of prototypical 

OHO hydrogen bond complexes,64 including positively (+CAHB) and negatively (-

CAHB) charge-assisted hydrogen bonds, RAHBs, polarization-assisted hydrogen 

bonds (PAHB) and isolated hydrogen bonds, according to Gilli & Gilli’s 

classification.87 The comparison revealed similar qualitative patterns, as a function of 

the OO distance, but with appreciably enhanced variations of the SF%(H) value 

relative to the water dimer model.  

Additional subtle features were observed for the RAHB systems. They are 

characterized by a significantly decreased SF%(H+D+A) contribution from the 

hydrogen bond triad of atoms at the hydrogen bond BCP electron density relative to 

that expected at a similar OO separation distance in the water dimer model. The 

deviation from the expected trend highlights the ability of the SF tool to reflect the 

electron conjugation mechanisms operative in the RAHBs. Two recent studies have 

confirmed the ability of the SF to reflect electron delocalization effects, either using 
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theoretically67,70 or experimentally70 derived electron densities.  

 Gatti et al.64 also studied a few hydrogen bond systems where either the donor 

(D) or the acceptor (A) atom, or both of them are not oxygen atoms. Though exhibiting 

trends of SF% contributions qualitatively similar to those observed for OHO 

hydrogen bond complexes, as a function of the donor to acceptor distance, the relative 

weights of such contributions also show a marked dependence on the specific nature of 

the proton-donor and proton-acceptor atoms. Table 1 lists the SF% values for the 

electron density at the hydrogen bond BCP for three model hydrogen bond systems, 

(H2N-HNH3, H2NH OH2 and H3CHOH2) having the same D and A atom pairs as 

in the studied DNA base pairs and spanning the same range of donor to acceptor atom 

distances. Fig. 2 illustrates ball and stick representations of these SF% contributions.  

 

Table  1  Source  Function  percentage  (SF%)  contributions  to  the  electron  density  at  the 

hydrogen bond BCP as a function of the donor to acceptor atom distance in the H2N‐HNH3, 

H2NH OH2 and H3CHOH2 model complexes (a,b) 
 

RDA RD-H RHA BCP SF%(H) SF%(H+A) SF%(H+D+A) SF%mol(D) 

H2N-HNH3 
3.2 1.009 2.191 0.0180 -45.7 -49.0 17.3 46.9 
3.0 1.010 1.990 0.0274 -23.3 -11.8 39.6 46.8 
2.8 1.010 1.790 0.0429 -5.9 17.5 57.0 46.6 

H2N-HOH2 
3.2 1.005 2.195 0.0140 -65.6 -52.9 27.4 47.5 
3.0 1.004 1.996 0.0215 -38.0 -14.1 48.1 47.3 
2.8 1.002 1.798 0.0339 -16.8 15.9 63.8 47.2 
2.6 0.997 1.603 0.0546 -0.9 38.4 75.4 47.1 

H3C-HOH2 
4.2 1.091 3.109 0.0025 -241.1 -342.1 -246.4 49.6 
4.0 1.091 2.909 0.0037 -165.2 -223.3 -148.8 49.3 
3.8 1.091 2.709 0.0056 -111.4 -139.5 20.9 49.0 
3.6 1.090 2.510 0.0084 -72.9 -79.9 41.7 48.7 

(a) Distances in Å; b in atomic units (a.u.) 
(b) H, D and A are, respectively, the hydrogen atom directly  involved  in the hydrogen bond, the 

proton‐donor  and  the  proton‐acceptor  atoms  while  SF%mol(D)  is  the  percentage  source 
contribution from the proton‐donor molecule in the complex. 
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Fig. 2 Source function percentage atomic contributions to the electron density at the hydrogen bond 

BCP  as  a  function  of  the  donor  to  acceptor  atom  distance  in  the  H2N‐HNH3,  H2NH  OH2  and 

H3CHOH2 model complexes. Atoms are displayed as spheres whose volume is proportional to the SF 

percentage  contribution  from   to  the electron density  at BCP. Positive  (sources)  in blue/dark  and 
negative (sinks) in yellow/light.  

 

Data in Table 1 confirm that the global SF% contributions from the donor and the 

acceptor molecules remain almost constant and comparable for all model complexes 

and at all studied DA distances, whereas the SF% contributions from selected group 

of atoms (H; H+A; H+D+A) change dramatically with the DA distance and 

significantly as a function of the D and A kind of atoms.  

The SF% from the hydrogen atom involved in the hydrogen bond is confirmed as a 

clear marker of the nature of the hydrogen bond. In the range of investigated DA 

distances, it is everywhere negative and its magnitude decreases with decreasing DA 

distance, approaching almost zero for the strongest hydrogen bond (NHO at the 

shortest NO distance of 2.6 Å). For the very weak CHO hydrogen bond, the 

SF%(H) is largely negative at all examined CO distances and only at the shortest one 

(3.6 Å) the global SF% contribution from the hydrogen bond triad of atoms becomes 
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comparable (42%) to that from all other atoms in the complex. Only for the NHO 

hydrogen bond and at the shortest distance considered, is the SF% contribution from 

the hydrogen bond triad almost approaching a source percentage value similar to that 

from the two bonded atoms of a conventional covalent bond. Ball and stick 

representations in Fig. 2 summarize the SF% patterns differences in the three 

examined model complexes. They serve as a visual reference to interpret SF% data for 

hydrogen bonds in the DNA base pairs, the object of this study.  

Note that for the weaker CHO hydrogen bonds, besides the source function 

percentages from the hydrogen atom involved in the hydrogen bond, also those of the 

oxygen acceptor atom are always largely negative, approaching zero only at the 

shortest CO distance. Fig. 2 also shows that even at the shortest analysed distance, all 

complexes exhibit a fairly delocalized pattern of sources. The delocalized pattern 

increases with decreasing hydrogen bond strength (NHO < NHN < CHO).   

 

DNA base pairs  

It is usual to consider the Watson and Crick DNA base pairs as being bound by two 

hydrogen bonds in AT and by three in GC. As a result, the AT dimer has O30 (Fig. 1 

numbering) of thymine base as a totally available hydrogen bond acceptor on the side 

of the minor-groove, a fact noted by Crick as a possible source of DNA structural 

instability.96 Geometric arguments led Leonard et al. to predict a third hydrogen bond 

in the AT pair with an approximate stabilization energy of 1 kcal/mol.97 In 2004, and 

on the basis of a study of the topography and topology of the electron density, 

Parthasarathi et al. discovered the third hydrogen bonding bond path in the AT dimer, 

with the triad O30-H13-C12 (according to the numbering of Fig. 1).24 Hence, there 

exist three hydrogen bond paths in each of the two WC dimers. 

The energetic stability imparted by individual hydrogen bonds in the Watson-Crick 

dimers has been estimated with MP2/D95(d,p) level after counterpoise correction of 

the basis set superposition error (BSSE)98 by Asensio et al.99 The study of these 

workers included energetic estimates of the third hydrogen bond in the AT dimer. The 

energy of a given hydrogen bond was equated to the total binding energy of the dimer 

after constraining the two monomers to adopt perpendicular planes along the axis of 

the hydrogen bond of interest.99 The values obtained by Asensio et al. generally agree 
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with the values obtained by Matta et al.58 who use Espinosa, Molins, and Lecomte’s 

approximation100 to estimate the energetic contribution of a given hydrogen bond. The 

two literature estimates, just mentioned, agree in that the weak hydrogen bond in AT 

contributes indeed ca. 1 kcal/mol in stability as formerly predicted. 

The total dimerization energy of the AT dimer is approximately 13/15 kcal/mol 

(where the first estimate is of Matta et al.58 and the second that of Asensio et al.,99 the 

same convention that will be used in the following discussion when quoting energies 

of individual hydrogen bonds in the dimers).  

The three hydrogen bonds that link the two base pairs, AT and GC, give rise to two 

rings (R3 and R4) in each WC dimers. In both dimers, the central N-HN hydrogen 

bond is shared by rings R3 and R4 in both systems (Fig. 1). In AT this hydrogen bond 

is estimated to contribute ca. 6 to 5 kcal/mol to the system’s dimerization energy. The 

other strong hydrogen bond in the AT dimer, of the N-HO type, contributes ca. 6/6 

kcal/mol to the dimerization energy bond. Finally, the weak relatively recently 

discovered hydrogen bond of the type C-HO contributes 1/1 kcal/mol. Whereas in 

the GC pair, the N-HN hydrogen bond contributes ca. 9/9 kcal/mol, while the other 

two (both of the N-HO type, but antiparallel) contribute 11/5 kcal/mol (N12-

H13O29) and 6/13 kcal/mol (N24-H25O8), respectively.   

Tables 3 and 4 summarize the principal geometric changes and changes in the SF 

contributions to the individual hydrogen bonds upon ionization. Upon uptake or 

removal of an electron, the central N-HN hydrogen bond weakens in the AT pair 

(RDA is 2.877 Å in AT and elongates up to 3.036 in AT+ and even to 3.136 Å in AT-), 

while it is similarly reinforced in the GC pair (RNN is 2.947 Å in GC and shortens to 

2.844 and 2.857 Å in GC+ and GC-, respectively). Regardless of the sign of the charged 

complex, elongation of the central N-HN hydrogen bond in AT is accompanied by a 

significant strengthening of the N-HO bond, with a RNO decrease of almost 0.3 Å 

and by the rupture of the weak C-HO bond (a BCP is lacking in AT+ and AT- ) due to 

the very large RCO increase (GC: 3.689 Å; GC+ and GC-, 4.129 and 4.249 Å, 

respectively). In the GC base pair, uptake or removal of an electron leads to a 

significant strengthening of one N-HO hydrogen bond, similarly to the AT complex, 

and a clear weakening, though not a rupture, of the other N-HO HB.  
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The SF% contributions at the hydrogen bond densities at the BCPs portrayed in Fig. 

3 (AT and charged forms) and Fig. 4 (GC and charged forms) illustrate such changes. 

The SF% contributions from the hydrogen atom involved in the hydrogen bond are 

negative for all hydrogen bonds in the AT and GC neutral complexes and range from -

137.8% for the very weak C-HO bond in AT down to only -3.4% and -7.1% for the 

strongest N27-H28N11 and N24-H26O8 hydrogen bonds in AT and GC, 

respectively. 

 
Fig. 3 Source function percentage atomic contributions to the electron density at the hydrogen bonds 
BCPs  (denoted  as  small  (red)  dots  when  they  act  as  reference  point  for  the  SF  electron  density 
reconstruction) in the AT base pair (neutral and charged forms). Atoms are displayed as spheres whose 

volume  is  proportional  to  the  SF  percentage  contribution  from   to  the  electron  density  at  BCP. 
Positive (sources) in blue/dark and negative (sinks) in yellow/light. (The orientation of the dimer in this 
figure is rotated 180o along the horizontal central axis with respect to the orientation in Fig. 1). 
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Fig. 4 Source function percentage atomic contributions to the electron density at the hydrogen bonds 
BCP  s  (denoted  as  small  (red)  dots when  they  act  as  reference  point  for  the  SF  electron  density 
reconstruction) in the GC base pair (neutral and charged forms). Atoms are displayed as spheres whose 

volume  is  proportional  to  the  SF  percentage  contribution  from   to  the  electron  density  at  BCP. 
Positive (sources) in blue/dark and negative (sinks) in yellow/light. (The orientation of the dimer in this 
figure is the same as in Fig. 1). 

 

 Upon uptake or removal of an electron, hydrogen bond weakening implies, as 

expected, more negative SF%(H) contributions, while hydrogen bond strengthening 

leads to almost zero or even positive SF%(H) contributions. For instance, lengthening 

of the central N27-H28N11 hydrogen bond in AT decreases SF%(H) from -3.4% in 

the neutral form to -23.4% and -34.4% in AT+ and AT- , while shortening of the central 

N-9-H10N27 hydrogen bond in GC increases SF%(H) from -12.5% in the uncharged 

complex to -0.1% in both GC+ and GC-. Weakening or strengthening of the hydrogen 

bonds, upon electron attachment or detachment, is also accompanied by, respectively, 

an increase or a decrease of the spread of sources (Figs. 3 and 4). This is quantitatively 

summarized by the SF%(H+D+A) values in Tables 2 and 3. 
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Table  2  Adenine:Thymine  (AT)  Source  Function  percentage  (SF%)  contributions  to  the 
electron density at  the hydrogen bond BCPs  in  the neutral and charged base pairs at  their 
fully optimized geometries(a,b) 
 

Bond/system RDA RD-H RHA BCP SF%(H) SF%(H+A) SF%(H+D+A) SF%Ade 

N8-H10O26         
    AT 2.940 1.022 1.921 0.0262 -24.8 -3.6 40.8 47.3 
    AT+ 2.690 1.056 1.634 0.0519 3.0 38.7 67.1 46.3 
    AT- 2.665 1.062 1.606 0.0564 5.5 43.2 69.7 46.4 
N27-H28N11         
    AT  2.877 1.047 1.830 0.0406 -3.4 13.9 40.5 53.6 
    AT+ 3.036 1.027 2.017 0.0257 -23.4 -23.5 13.7 51.8 
    AT- 3.136 1.021 2.121 0.0209 -34.4 -43.8 -1.4 52.6 
C12-H13O30         
    AT 3.689 1.087 2.868 0.0043 -137.8 -217.2 -178.5 47.1 
    AT+ 4.129 1.086 3.410 No BCP 
    AT- 4.249 1.088 3.540 No BCP 

(a) Distances in Å; b in atomic units (a.u.) 
(b) H, D and A are, respectively, the hydrogen atom directly  involved  in the hydrogen bond, the 

proton‐donor  and  the  proton‐acceptor  atoms  while  SF%Ade  is  the  percentage  source 
contribution from the adenine monomer in the dimer. 

 

Table  3  Guanine:Cytosine  (GC)  Source  Function  percentage  (SF%)  contributions  to  the 
electron density at  the hydrogen bond BCP s  in  the neutral and charged base pairs at  their 
fully optimized geometries(a,b) 
 

Bond/system RDA RD-H RHA BCP SF%(H) SF%(H+A) SF%(H+D+A) SF%Gua 

N12-H13O29         
     GC 2.935 1.022 1.913 0.0268 -23.9 -2.0 42.0 46.2 
     GC+ 2.678 1.056 1.622 0.0538 3.8 39.8 67.5 46.7 
     GC- 2.706 1.051 1.656 0.0511 2.0 37.0 65.9 46.8 
N9-H10N27         
     GC 2.947 1.034 1.914 0.0330 -12.5 -2.7 28.7 45.7 
     GC+ 2.844 1.059 1.786 0.0443 -0.1 18.7 44.1 46.6 
     GC- 2.857 1.062 1.795 0.0438 -0.1 19.0 44.2 46.6 
N24-H26O8         
     GC 2.798 1.038 1.761 0.0387 -7.1 23.7 57.6 52.5 
     GC+ 2.984 1.019 1.971 0.0235 -30.0 -12.2 35.5 51.8 
     GC- 3.017 1.021 1.996 0.0236 -28.7 -10.7 36.4 52.3 

(a) Distances in Å; b in atomic units (a.u.) 
(b) H, D and A are, respectively, the hydrogen atom directly  involved  in the hydrogen bond, the 

proton‐donor  and  the  proton‐acceptor  atoms  while  SF%Gua  is  the  percentage  source 
contribution from the guanine monomer in the dimer. 

 

For the central N27-H28N11 bond in AT, SF%(H+D+A) decreases from the already 

low value of 40.5% in AT down to 13.7% and even -1.4% in AT+ and AT-, 

respectively, while for the central N-9-H10N27 hydrogen bond in GC, 

SF%(H+D+A) increases from 28.7% in the neutral form up to more than 44% in the 

charged forms.  
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Hydrogen bonds in AT and GC complexes exhibit, in general, fairly delocalized 

sources. Even for the strongest hydrogen bonds, SF%(H+D+A) does not reach 70%. 

For the weakest N-H N hydrogen bond SF%(H+D+A) is close to zero and equal to -

1.4% (AT- , N27-H28N11) and for the weakest hydrogen bond, C12-H30O30, it is 

largely negative (-178.5%).  

A question that arises in this context is that of which of the bases in each complex is 

giving the larger SF% contribution at a given HB. Said differently, is the purine or the 

pyrimidine base the principle responsible for the glue that binds the dimer? 

Data in Tables 2 and 3, where the global SF% contribution from the atoms of the 

adenine and the guanine moieties are reported (SF%Ade and SF%Gua) show that the 

contributions form the pair of bases in each complex are similar, the dominating one 

never exceeding 54%. Hence, there is no clear dominant monomer type that can be 

termed the principle responsible of the binding of the dimer. However, and similar to 

the case of the H2N-HNH3, H2NHOH2 and H3CHOH2 in the model complexes, it 

is the donor moiety of the complex that appears to always yield a slightly lower 

contribution (slightly below 50%).  

The above general conclusions apply to both the neutral and the charged forms of 

the base pairs. For instance, in the neutral form of AT, SF%Ade is 53.6% for the central 

N27-H28N1 hydrogen bond, where the adenine acts as an acceptor moiety, while 

SF%Ade is about 47% for the other two hydrogen bonds where the adenine acts as an 

hydrogen donor. AT+ and AT- exhibit a similar behavior (See Table 2). Turning now to 

individual rings-in-molecules (RIMs) contributions, Tables 4 and 5 list the SF% 

contributions from the atoms of rings R1-R5 (defined in Fig. 1) to the electron 

densities at hydrogen bonds’ BCPs in both complexes.  
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Table 4 Adenine:Thymine  (AT)  Source  Function percentage  (SF%)  ring  contributions  to  the 
electron density at  the hydrogen bond BCPs  in  the neutral and charged base pairs at  their 
fully optimized geometries(a,b) 
 

Bond/system RDA SF%(H+D+A) SF%(R1) SF%(R2) SF%(R3) SF%(R4) SF%(R5) 

N8-H10O26        
AT  2.940 40.8 6.4 10.0 4.8 53.1 21.4 
AT+ 2.690 67.1 3.3 5.7 3.6(c) 75.2 11.4 
AT- 2.665 69.7 2.9 5.7 3.2(c) 76.1 10.1 

N27-H28N11        
AT  2.877 40.5 7.4 37.8 53.9 54.6 38.0 
AT+ 3.036 13.7 11.4 28.6 33.0(c) 32.1 53.2 
AT- 3.136 -1.4 13.3 26.3 21.5(c) 17.3 62.2 

C12-H13O30        
     AT 3.689 -178.5 48.2 106.1 -188.1 26.6 88.5 

AT+ 4.129 No BCP 
AT- 4.249 No BCP 

(a) SF%(RX, X = 1  ‐ 5)  is  the SF% contribution  from all atoms belonging  to  ring RX. For 
Ring labeling, see Fig. 1. Other quantities retain the same meaning as in Table 2 and, 
for the donor to acceptor distance, also the same units. 

(b) The SF% of the ring(s) formed by the triad (H+A+D) of atoms directly involved  in the 
hydrogen bond is (are) denoted in bold.  

(c) R3  is not  a  “topological”  ring  for  the  charged AT+  and AT‐ pairs  at  their optimized 
geometries. 

 

Table 5 Guanine:Cythosine (GC): Source Function percentage (SF%) Ring contributions to the 
electron density at  the hydrogen bond BCP s  in  the neutral and charged base pairs at  their 
fully optimized geometries(a,b) 
 

Bond/system RDA SF%(H+D+A) SF%(R1) SF%(R2) SF%(R3) SF%(R4) SF%(R5) 

N12-H13O29        
GC  2.935 42.0 5.6 10.5 4.6 50.2 21.3 
GC+ 2.678 67.5 3.0 6.2 3.9 75.5 12.4 
GC- 2.706 65.9 3.0 6.4 3.9 72.5 12.4 

N9-H10N27        
GC  2.947 28.7 6.9 44.5 43.8 42.3 33.0 
GC+ 2.844 44.1 5.1 35.5 56.9 57.1 37.9 
GC- 2.857 44.2 5.2 36.0 55.5 55.7 37.6 

N24-H26O8        
GC 2.798 57.6 5.4 14.9 66.4 2.7 6.8 
GC+ 2.984 35.5 8.0 22.2 47.8 3.8 10.4 
GC- 3.017 36.4 8.8 22.7 45.4 1.6 8.3 

(a) SF%(RX, X = 1  ‐ 5)  is  the SF% contribution  from all atoms belonging  to  ring RX. For 
Ring labeling, see Fig. 1. Other quantities retain the same meaning as in Table 4 and, 
for the donor to acceptor distance, also the same units. 

(b) The SF% of the ring(s) formed by the triad (H+A+D) of atoms directly involved  in the 
hydrogen bond is (are) denoted in bold. 

 

Note that the SF% contributions from the various rings do not sum up to 100%, 

because the contributions from atoms shared by two rings are counted twice and those 
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from the H atoms not involved in the hydrogen bonds are not included in the sum. 

SF%(RX, X=1 - 5) data shown in Tables 4 and 5 serve to distinguish the various 

hydrogen bonds in terms of the different involvement the rings have in determining the 

electron density at the hydrogen bonds’ BCPs.  

While the electron density at the N-HO hydrogen bonds is dominated by R4 (N8-

H10O26 in AT and N12-H13O29 in GC) or R3 (N24-H26O8 in GC) sources, for 

the central N-HN bond in GC and AT both R3 and R4 sources become relevant. This 

is in some way expected. Yet comparable sources also come from R2 and R5, denoting 

the peculiar delocalized nature of the central N-HN bond in the two complexes, both 

in the neutral and charged forms. The very weak C-HO bond in neutral AT has then 

extremely delocalized sources. Its associated ring R3 yields a very negative SF% 

contribution, which is overbalanced by large positive contributions from the other 

rings, in particular R2 and R5. 

A question one can pose is whether the source function patterns for the hydrogen 

bonds in the AT and GC pairs closely resemble, at similar donor to acceptor distances, 

those of the model systems discussed above or whether they exhibit some specific trait. 

Comparison of the SF% data in Tables 2-3 with those listed in Table 1 and the SF% 

portraits shown in Figs. 3-4 vs those illustrated in Fig. 2 reveals important differences 

that hold true both for neutral and charged base pairs.  

Firstly, at similar RDA distances, the hydrogen atoms involved in the N-HN and 

NHO hydrogen bonds, are significantly displaced towards their acceptor atoms in the 

DNA base pairs. For instance, RDH for these kinds of hydrogen bonds does not exceed 

1.010 Å in the model complexes, regardless of the RDA value, while it is higher than 

1.020 and even as large as 1.062 Å in the DNA base pairs.  

The CHO bond behaves differently since RDH even slightly decreases in the GC 

and AT systems relative to the values in the H3CHOH2 model complex. Lengthening 

of RDH and corresponding shortening of RHA for the N-HN and NHO hydrogen 

bonds in the GC and AT complexes leads to an increase of the SF% from the H 

involved in the hydrogen bond, which becomes less negative or even positive in the 

DNA base pairs relative to the model complexes at similar RDA distances. N-HN 

and NHO hydrogen bonds are clearly strengthened in GC and AT with respect to the 
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model complexes.  

The effect of strengthening is however apparently less evident for SF%(H+A) and in 

particular for SF%(H+D+A). As for SF%(H), the former quantity is also generally 

higher in value than in the model complexes of similar RDA distances, indicating that 

the HA bond has slightly increased its covalency in the DNA base pairs. Instead, the 

SF%(H+D+A) is always much lower in these pairs than in the model complexes of 

similar RDA distances. This turns out to be especially true for the central N-HN bond 

in both AT and GC pairs. SF%(H+D+A) becomes even negative in value (-1.4%) in 

AT- (RDA = 3.136 Å), while it is still clearly positive (17.3%) in the model complex at 

a longer RDA = 3.2 Å. At RDA distances around 2.84-2.86 Å (GC+, GC-) and 2.88 Å 

(AT), SF%(H+D+A) does not exceed 45%, while it is almost as large in the model 

complex at a much longer RDA distance of 3.0 Å.  

The low SF%(H+D+A) values in the DNA base pairs, especially for the central N-

HN hydrogen bond is another sign of the enhanced delocalization of such bonds, 

relative to the case of the model complexes, besides that of the unexpectedly large 

SF% contributions to the hydrogen bond BCP density from rings other than R3 and R4 

(Tables 4 and 5). Such an enhanced delocalization may be easily appreciated by visual 

comparison of Figs. 3-4 and 2. It also explains why SF%(H+A) does increase less 

evidently than SF%(H) for N-HN and NHO hydrogen bonds, relative to the 

corresponding values in the model complexes at similar RDA distances.  

The case of the CHO hydrogen bond in the AT complex is different. As said 

before, RDH shortens, rather than lengthening relative to the model complex at similar 

RDA distance and, as a consequence, SF%(H) becomes largely more negative than in 

H3CHOH2. Also SF%(H+A) and SF%(H+D+A) remain negative and even more so 

than SF%(H), at variance with the case of the model complex. The CHO hydrogen 

bond in AT is thus largely weakened relative the bond with corresponding RDA 

distance in the model complex. This is also revealed by a comparison of the 

corresponding BCP values (H3CHOH2, BCP = 0.0059 a.u. at RDA = 3.8 Å; AT, BCP 

= 0.0043 a.u. despite the shorter RDA value of 3.689 Å). Eventually, this leads to the 

lack of a BCP in the charged AT species and at RDA distances where a clear BCP is 

still present in the model complex.    
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Interesting insights on the localised/delocalised hydrogen bonds nature in the neutral 

and charged AT and GC base pairs may be also gained from the SF reconstructed 

partial electron density maps shown in Fig. 5 (AT), Fig. 6 (GC), Fig. 7 (AT+ ) and Fig. 

8 (AT-). As discussed before, the advantage of such maps is that of enlarging our view 

besides that recovered at some selected reference points. Partial reconstructions from 

only ring R3+R4 atoms sources, R3+R4, or from only R3, R3, or only R4, 

R4, atoms sources are compared in these figures with those including all atoms 

sources, all. This latter density equals  within absolutely negligible numerical 

errors.  

Figs. 5 and 6 both highlight three important points. Firstly, there is a large influence 

of rings 3 sources, R3, to the electron density in the region of the external 

hydrogen bond in ring 4 and, analogously, a large influence of ring 4 sources, R4, 

to the electron density in the region of the external hydrogen bond in ring 3. Secondly, 

significantly large regions of negative electron density occur in the centers of the rings 

not only when the ring 3 or the ring 4 sources alone are taken into account, but also 

when both ring 3 and ring 4, R3+R4, sources are included. Such regions become 

positive only when the sources from the excluded atoms of rings 1-2 and those of ring 

5 are also considered. Third, the electron density along the NHO, and in particular 

along the NHN central bond paths is appreciably lowered relative to all, even 

when both R3 and R4 atoms sources are included. This becomes dramatically evident 

for the weak CHO hydrogen bond in AT, where a significant region of negative 

sources, rather than of positive ED, occurs along the bond path. Similar general 

considerations apply to the partial electron density maps of charged AT complexes 

(Figs. 7 and 8) and of charged GC base pairs (not shown), though geometry changes 

due to electron uptake or detachment, lead to visible variations.  
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Fig. 5 Adenine:thymine neutral complex: Source  function reconstructed partial electron densities  for 

various  atomic  subsets   in  the  least  squares molecular plane. Positions of  the hydrogen bonds’ 
bond critical points are denoted by full black dots. Bond paths are also shown. Contours are drawn at 

interval of (2,4,8)∙10n, –3  n  0 atomic units (a.u.) Red positive and, dotted blue, negative contour 
values. (The orientation of the dimer in this figure is rotated 180o along the horizontal central axis with 
respect to the orientation in Fig. 1). 

 

 
Fig. 6 Guanine:cytosine neutral complex: Source  function reconstructed partial electron densities  for 

various  atomic  subsets   in  the  least  squares molecular plane. Positions of  the hydrogen bonds’ 
bond critical points are denoted by full black dots. Bond paths are also shown. Contours are drawn at 

interval of (2,4,8)∙10n, –3  n  0 atomic units (a.u.) Red positive and, dotted blue, negative contour 
values. (The orientation of the dimer in this figure is the same as in Fig. 1). 
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Fig. 7 Adenine:thymine positively charged complex, AT+: Source function reconstructed partial electron 

densities  for  various  atomic  subsets    in  the  least  squares  molecular  plane.  Positions  of  the 
Hydrogen  bonds  bond  critical  points  are  denoted  by  full  black  dots.  Bond  paths  are  also  shown. 

Contours are drawn at interval of (2,4,8)∙10n, –3  n  0 atomic units (a.u.) Red positive and, dotted 
blue, negative  contour values.  (The orientation of  the dimer  in  this  figure  is  rotated 180o along  the 
horizontal central axis with respect to the orientation in Fig. 1). 

 

 
Fig.  8  Adenine:thymine  negatively  charged  complex,  AT‐:  Source  function  reconstructed  partial 

electron densities for various atomic subsets  in the least squares molecular plane. Positions of the 
Hydrogen  bonds  bond  critical  points  are  denoted  by  full  black  dots.  Bond  paths  are  also  shown. 

Contours are drawn at interval of (2,4,8)∙10n, –3  n  0 atomic units (a.u.) Red positive and, dotted 
blue, negative  contour values.  (The orientation of  the dimer  in  this  figure  is  rotated 180o along  the 
horizontal central axis with respect to the orientation in Fig. 1). 
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To conclude, Fig. 9 shows, as an example, the partial electron density due to only 

the sources from the donor, acceptor and hydrogen atoms of the central NHN 

hydrogen bond in the AT neutral and charged complexes. The three maps in Fig. 9 are 

qualitatively similar, yet immediately reveal the significant NHN hydrogen bond 

weakening on going from the neutral to the positively charged and to the negatively 

charged complex.  

The two regions of negative sources present in the ring 3 and 4 in AT approach each 

other in AT+ and finally almost merge in AT-. Comparison with R3+R4 (and 

R3 or R4) maps in Figs. 5, 7, and 8 shows the relevant role that atoms in rings 

3 and/or 4, other than the hydrogen bond triad, play in determining the electron density 

in the central NHN hydrogen bond region, providing further conclusive evidence for 

the quite delocalised nature of such hydrogen bonded interaction.  
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Fig. 9  Adenine:thymine neutral and charged complexes: Source function reconstructed partial electron 
densities  in  the  least squares molecular plane  for  the  triad of atoms  (N27, H28,N11)  involved  in  the 

central N‐HN bond. Positions of the hydrogen bonds’ bond critical points are denoted by  full black 
dots. Bond paths are shown. Contours are drawn at  interval of (2,4,8)∙10n, –3  n  0 atomic units 
(a.u.) Red positive and, dotted blue, negative contour values (with selected contour values are given in 
a.u.) (The orientation of the dimer  in this figure  is rotated 180o along the horizontal central axis with 
respect to the orientation in Fig. 1).  
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Closing Remarks 

It is possible for a scientific question not to ever occur if there exists no conceivable 

approach to answer it in the first place. DNA is without a doubt one of the most 

important and most heavily studied biopolymers. A simple internet search on the 

keyword “DNA” returns 474,000,000 results in 0.49 s.101 Hence research papers on 

DNA must count by the tens of millions. With this volume of accumulated knowledge, 

it is fair to ask what is the gap in knowledge that this paper is attempting to fill 

regarding DNA? 

The gap in knowledge that this paper addresses can be translated into the following 

questions that refer to the two Watson-Crick DNA dimers (AT and GC):  

(1) What are the atoms that are responsible for most of the binding through the 

hydrogen bonds in the dimer?  

(2) Are there dominant atoms? Dominant rings? Or even a dominant monomer that 

drives the binding of the dimer together?  

(3) What is the effect of ionization by either losing an electron to ionizing radiation 

or gaining one from, say, a solvated electron on the order of dominance in 

atomic or group contributions? 

These questions would not have had a rigorous and model-independent answer prior to 

the pioneering discovery of the source function and its analysis. The best that could 

have been done in the past was to calculate basis function contributions, or stock-

holder contributions to a point of reference with all the well-known problems these 

approaches have (non-uniqueness, basis set dependency, etc.) The SF analysis, by 

being unique, is also unique in providing the bridge to experiment.  

Applied to the WC DNA dimers, the SF analysis uncovers truly remarkable facts - 

previously unknown – about the extent to which a given hydrogen bond in a dimer (or 

its ion) depends on distant atoms far from the hydrogen bond triad per se. A notable 

example is that ionization can have little net effects on some of the hydrogen bonds 

that hide a subtle by significantly different interplay of sources and sinks behind the 

scenes. That resiliency of WC hydrogen bonds in DNA could be a mechanism to 

maintain DNA’s stability in the face of environmental assaults at least to give time for 

the polaron to travel though the -helix, be dissipated to the surroundings, or for the 

repair mechanisms to start. Evolution may have, therefore, fine tuned the atomic 



 32

composition of the bases to minimize the effect of ionization on the ensuing hydrogen 

bonds. This hypothesis will be the subject of a future study.  

Another finding of interest is that coarser grained sources reveal that there is no 

particular advantage for the purine or the pyrimidine base in determining the strength 

of the hydrogen bonding whether in the neutral or the ionized dimers. The binding of 

either of the WC dimers, whether in the neutral, singly cationic, or singly anionic 

forms, is equally determined by each of the monomers composing it irrespective of 

that monomer’s size. 

The double helix was conceived by Watson and Crick in 1953 on the basis of the X-

ray diffraction pattern obtained by Rosalind Franklin. In the 65 years to the time of 

writing, X-ray diffraction has moved light years ahead on all fronts. Similar 

spectacular advances have occurred during this time in computer technology and in the 

theory and practice of quantum chemistry. While the techniques themselves diverge 

quickly by being increasingly more specialized, paradoxically, the object of their study 

- the electron density - unite them more than ever. We now have highly accurate 

experimental and theoretical electron density maps to both of which the SF analysis 

can be applied. Comparison of the SF results from theory and experiment can serve in 

the bench-marking of new theoretical methods or basis sets being developed. The SF is 

also a promising molecular (or unit cell descriptor) that is well suited for quantitative 

structure activity relationship (QSAR) studies.102   

One principal advantage of the SF should be clear: It goes beyond the picture of the 

electron density as just a “local” scalar function and expresses it, instead, as an effect 

of a cause distributed in all space. In effect, it provides a language to discuss electron 

delocalization67,70 that can be applied to both theoretically-generated and 

experimentally-fitted electron densities70 as has been recently emphasized in an article 

regarding molecules as networks.102 

The SF is blossoming at a time when “Quantum Crystallography”, the science of 

constraining the densities refined from X-ray diffraction to mathematical requirements 

from quantum mechanics, is seeing a strong renewed interest.103-111 The entire field of 

study of the electron density is, in more than one way, undergoing a fast evolution on 

the front of obtaining quantum mechanically correct experimental electron densities 

(and density matrices) that can then be compared with those obtained from theory in 
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benchmarking using tools such as the SF analysis as a base for comparison.  The recent 

extension84,112 of the SF tool to the analysis of the electron spin densities provide 

further precious insights in such comparison benchmarking.76,84,112  
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