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ABSTRACT 

We show that a certain matrix norm ratio studied hy Parlett has a supremum 
that is O(Vn) when the chosen nonn is the Frohenius ·norm, while it is O(log n) 
for the 2-norm. This ratio arises in Parlett's analysis of the Cholesky decompo
sition of an n hy n matrix. 

/{ eyword.~: Cholesky, norm inequality, perturbation. 

1 Introduction 

Let. U be a non-zero upper triangular matrix wit.h diagonal entries u;; 2: -1. Define 

r(U) I lUll 

Parlett. [4] asked for bounds for 

x(n) = sup r(U), 
Uii~-1 
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where the supremum is taken over all such upper triangular U of dimension n. 
The quantity x(n) arises in Parlett's [4] perturbation theory of the Cholesky 

decomposition. The term uT u in the denominator would be neglected by first order 
perturbation theory but, according to Parlett., it. actually helps in the arialysis. 

Consider perturbations 8A to the identity matrix. (The analysis for perturbing 
any positive definite matrix can be reduced to this case through an appropriate 
change of coordinates [4].) The Cholesky factorization is 

I+ 8A =(I+ 8Uf(I+ 8U), 

where 8U is upper triangular, so that 

It. follows that 
II8UII 
II8AII = r(hU). 

Given II8AII, it. is natural t.o a.o;;k for the maximnrri value of II8UII and hence we study 
x(n). 

We bound the quantity x( 71) for both the Frobenius n~rm IIAIIF = Jr:_ ali = 
~and the 2-norm IIAib =IT max, where the u; denote the singular values of A.· 
We will denote our supremum a.<; XF(n) and x2 (n) respec.t.ively for the Frobenius 
norm and the 2-norm. Section :.! discusses the bounds for the Frobenius norm while 
Section 3 discusses the bounds for the 2-norm. 

Other approaches to this problem may be found in [1] and [5]. Our bounds are 
tighter and have shorter proofs. The results indicate quite a difference in asymptotic 
behaviors as n -+ oo: 

Frobenius norm bound: 

(1) 

2-norm bound: 

o.22logAn- 1)- o.362 < x~(n) < 2log2 n + 4. (2) 

2 The Frobenius norm's XF(n) 

Lower Bound: Let U be the n X n matrix defined· by 

{ 

-'-1 j=i 
Uij = 1 j = i + 1 

0 otherwise. 

u has Frobenius norm .../2n- 1 ·and uT + u + uTu has norm 1. Therefore x(n) 2: 
.../2n- 1. 
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Upper Bound: Though not logically necessary, we will find it convenient at times 
to make the change of variables R = I + U. We may then define 

- - III- RIIF 
p(R) = T(R- I) - III- RTRIIF I 

and ask for 

x(n) = sup p(R) 
Tii~O 

where the supremum is over the set of n by n upper triangular matrices R with 
non-negative diagonals r;;, excluding the identity matrix. 

Our upper bound (1) is 
' 

p(R) < J1i ( 1 + v'1 + n-1/2). (3) 

for any upper triangular matrix R with r;; ~ 0 and R i= I. For n large, this is 
roughly 2.fii. . 

Given our expression for p(R), it is natural to study three cases: a large numera
tor, a small denominator, or neither a large numerator nor small denominator. Each 
possibility yields a bound for p(R). The three cases are indicated schematically in 
Figure 1. 

A v 
Case I 

~---------------------------------------------: 

Figure 1 Proof outline: 1: R large, II: R ~I, III: R in between 

Notice that if IIRIIF is very large, the quadratic term in the denominator of p(R) 
is roughly the square of the numerator. This is the beauty of Parlett's suggestion of 
keeping the quadratic term- it. will allow us to bound p(R) for IIRIIF large. As R 
tends to the identity I, a simple argument. shows that p(R) ~ 2- 112 suggesting the 
existence of a small bound for p(R) when R is near the identit.y. lf neither of these 
two hypotheses is true, then we again obtain a bound because the numerator in our 
expression for p(R) is not too large, and also the denominator is not too small. We 
proceed to quantify these ideas. 

• Case I'!' If IIRIIF is so large that IIRIIF > ..jii, then 

..;n 
p(R) ~ IIRIIF- ..;n 

3 



Proof: Jensen's inequality states that the square of an average is no bigger than 
the average of squares: 

Thanks to the singular value definition of the Frobenius norm-

JniiRII} ~ IIRTRIIF· 

Therefore, III- RTRIIF;::: IIRTRIIF -IIIIIF;::: f,;-.(IIRII}- n) giving a bound for the 
denominator. 

The triangle inequality bounds the numerator: III -' RIIF < IIRIIF + IIIIIF = 
IIRIIF +fo, and the result follows upon division. 

• Case II: If III- RTRIIF = K for some 0 < K < 1, then 

p(R) < v'2U=l. 

Proof: If III- RTRIIF = K, then the upper left. entry of I- RTR tells us that 
(1 - r 2 

) 2 < K-
2 so 

11 - ' 

since rn ;::: 0 and equality would violate K < 1. 
Let WI be the row vector obtained by deleting r11 from the first row of R. The 

first row (column) of I- RTR with its first component deleted is r 11 WI (transposed). 
Since III- RTRIIF = K, 

We claim that llwiii~ < K-
2 for otlierwise (1- rri)2 ~ (1- 2rri}K2 , which implies 

that K-
2 ;::: (~=;~~)

2 

;::: 1, which would contradict the hypothesis K < 1. 
11 

Since RTR is similar to RRT, we deduce that III- RRTIIF = III- RTRIIF = K. 

Let Rk be the submatrix of R obtained by taking rows and columns k through 
n. The matrix in the corresponding position of I- RRT is I- RkRI so that 
III-: RIRkiiF = III- RkRIIIF ~ K. Now the argument that we applied to the first 
row of R may be applied to the first row of each Rk so that 

2 ., 
(1 - 7"H) < K~ and 

for every row ~:. Here Wk denotes the row vector past the diagonal of R in row k 
for k = 1, ... , n- 1. Add up the contributions from the rows of I - R to conclude 

yielding the upper bound for p(R) claimed in this case. .. 
We Temark that,_ since this upper hound matches the lower bound obtained 

earlier from an example U on the boundary of this case, the worst case cannot fall 
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in Case II. We suspect. that p(R) achieves its maximum x(n) for some R = I+ U 
similar to the example, but slightly outside Case II. ' 

• Case III: If III- RTRIIF > 1 then 

p(R) < IIRIIF + ..;n. 
Proof: The triangle inequality. 
•Final Assembly If IIRIIF > .fov'1 + n 112 apply Case I. If III- RTRIIF ::; 1 

apply Case II, possibly taking the limiting case of K = 1 by continuity. Otherwise 
IIRJIF::; vfnV1 + n- 172 and Case III applies completing the proof. 

3 The 2-norm's x2(n) 

Lower Bound: We are indebted to Roy Mathias [3) for the realization that ah 
example of Kahan [2) serves as a lower bound for the 2-norm. The discussion that 
follows is a reformulation and enhancement. of Mathias' observation. 

We begin with the observation that. if U is any non-zero upper triangular matrix, 
then 

. IIUib 
hm r(fU) = IIUT Ull . •-o + 2 

Therefore 
. IIUII2 

X2(n) 2:: sup IIUT+ Ull2' 

the supremum taken over all non-zero upper triangular matrices. 
Kahan [2] shows that the upper triangular matrix W E Rmxrn with 

{ 

1 . . . -.-. J>z w. .. - )-J 

' 3 - 0 j :::: i 

satisfies IIW + WTII 2 > 2logm + ~- 2log2 + ;k > 2logm- 0.8863. Therefore 
IIWIJ2 > logm- 0.44315 by the triangle inequality. . 

Kahan also shows IIW- WTJ!z < 1!' for all m. Define a 2m by 2m matrix 

y =( -~ ~). 
It follows that IIYIIz = IJWJb > logm-0.44315 and that JJY+YTJb = JJW-WTII2 < 
1!'. 

Performing a perfect shuffle1 n the rows and c.olumns of Y produces a 2m by 
2m strictly upper triangular matrix U for which 

IJUII2 1 1 ( ) 0.44315 
IIU + UT!b > ; og m - 1!' 

1 A perfect shuffie re.;,rranges the munbers 1, ... , 2n into 1, n + 1, 2, n + 2, 3, n + 3, ... , n, 2n. 
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Replar.ing 2m with n or n - 1 depending on whether n is even or odd, numerically 
computing (0.44315+log2)/7r, and switching to base 2logarithms, we may conclude 
that there exists an n x n strict.ly upper triangular matrix U' such that 

r(U') > .!_log(n- 1)- 0.362 > 0.22log2(n- 1)- 0.362. 
7r 

Upper Bound: In the following analysis we always assume that U is not the zero 
matrix. 

Theorem 3.1 If U E R 2
k X

2
k is upper triangular, with Uii ~ -1 for 1.$ i $ 2k, 

then 
IIUII2 

r(U)= IIU+UT+UTUII2 < 2k+2. 

Fur·thn·m.or·e, if U E Rnxn with the same hypotheses, 

r(U) < 2log2 n + 4. 

Proof: The second statement follows from the first by adding rows and columns 
of zeros so that 2k is the smallest power of 2 bigger than n. The proof of the first 
statement is a divide and conquer style argument by induction on k, the log2 of 
the dimension of U. The theorem is true for k = 0 since for 1 x 1 matrices with 
uu ~ -1, 

r(U) = I uu I 
l2uu + tti1 I 

1 
$ 1 < 2 X 0 + 2. 

2 + tlii 
Now let us assume that the t.heorem holds for dimension 2(k-l). Take a 2k x 2k 

matrix U satisfying the hypotheses of Theorem 3.1. We once again take the same 
strategy as in Sect.ion 2. We first consider the case that the numerator in r(U) 
is large, and then second that the denominator is not. too small. The only non
trivial part of the argument is the case when the denominat.or may be small, but 
the numerator is not large. We chose two convenient numbers for large and small: 3 
arid 3/4 respectively. Slightly better bouuds may be obtained with different choices. 

If IIUII2 ~ 3 then 

nuT+ u + uTu112 ~ IIUTUII2 -11UTII2 -IIUII2 = IIUII2 CIIUII2- 2) ~ IIUII2· 

Therefore, if IIUII2 ~ 3 then r(U) $ IIUII:?/IIUII:J = 1 < 2k + 2. On the other hand, 
if IIUIIz < 3, k ~ 1 and IIU + r;T + UTUII2 ~ 3/4, then r(U) < 4 $ 2k + 2. 

We have only left. the case IIU + r;T + UTUII2 < 3/4 and IIUII2 < 3. In this case 
we write· 

(4) 

where each block X, Y, Z has dimension 2(k-l)_ The X and Z may be thought of 
as the easy part of the divide and conquer, while theY is more of a nuisance term 
that needs to be handled gingerly. 
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Our partition of U leads to 

uuT- ( x y) ( xT o ) _ ( x xT + yyT yzT ). (5) - 0 z yT zT -. zyT zzT 

B:= U+UT +UUT (; Y(I+ZT)) 
Z+ZT +ZZT ' (6) 

and 

Bl:= U +UT +UTU _ ( X+XT+XTX 
- ? ; ) . (7) 

The question marks indicate matrix elements that are of no immediate interest to 
us. Since (I+ U)(I + Uf is similar to (I+ Uf (I+ U), we learn that the B and B 1 

defined in (6) and (7) are similar symmetric matrices. In particular, IIBII = IIB111. 
The same holds if U is replaced with Z or X. 

The proof follows from the three claims below: 

• Claim 1: IIXII:z < 2k IIBII2· 

• Claim 2: IIZib < 2k IIBib· 

• Clair~ 3: IIYII:z < 2IIBII2· 

In fact, if these claims are true then from (4), 

completing the induct.ion. 
Let us now prove the three claims above. Since z + zT + z zT is the lower right 

corner of B in (6) we can use the induct.ion hypothesis to conclude that 

IIZib < (2(k- 1) + 2) liZ+ zT + zzTib ~ 2~~ II Bib· 

Analogously, Since X + XT +X XT is the upper right. corner of B 1 
, 

IIXIb < (2(k- 1) + 2) IIX + xT +XXTII2 ~ 2k liB%= 2k IIBib. 

and we have proved the first. two claims. 
Now the proof of the third claim. Using (6) and standard norm inequalities we 

obtain, 

(8) 

So as to obtain information about (I+ z)- 1 , we look at the partition 

( 
? '7 ) 

(I+ U)-1 = 0 (I +.Z)-1 ' 

7 



fram which it is clear that. 

(9) 

Finally, the assumption that II(I + U)T(I + U) - Jib < 3/4 means that all the 
eigenvalues of the positive definite matrix (I+ U)T(I + U) are greater than 1/4, 
from which it readily follows that 

(10) 

Claim 3 is a direct consequence of (8), (9), and (10). This completes our proof. 

4 Concluding Remarks 

We s{Ispect. .more pre<".ise ·bounds for x( n) are obtainable. Indeed there is evidence 
that XF( n) may he V2f1. asymptotically as it. was in our Case ·II. We can also slightly 
improve the 2-norm bound. We satisfy ourselves here with the bounds (1) and (2) 
as they are tight enough to demonstrate Parlett's point. that. keeping the quadratic 
term helps produce better bounds. 
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