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#### Abstract

A large class of Positional Games are defined on the complete graph on $n$ vertices. The players, Maker and Breaker, take the edges of the graph in turns, and Maker wins iff his subgraph has a given - usually monotone - property. Here we introduce the $d$-diameter game, which means that Maker wins iff the diameter of his subgraph is at most $d$. We investigate the biased version of the game; i.e., when the players may take more than one, and not necessarily the same number of edges, in a turn. Our main result is that we proved that the 2 -diameter game has the following surprising property: Breaker wins the game in which each player chooses one edge per turn, but Maker wins as long as he is permitted to choose 2 edges in each turn whereas Breaker can choose as many as $(1 / 9) n^{1 / 8} /(\ln n)^{3 / 8}$.

In addition, we investigate $d$-diameter games for $d \geq 3$. The diameter games are strongly related to the degree games. Thus, we also provide a generalization of the fair degree game for the biased case.


## 1. Introduction

In the most general setting, a positional game can be viewed as a game in which two players - Maker and Breaker - occupy vertices in a hypergraph. Maker wins if he can occupy all vertices of one hyperedge, otherwise Breaker wins, i.e., if Breaker can occupy at least one vertex of each hyperedge. For more information on these games, see the excellent survey included in [4].
1.1. Biased positional games. Formally a Maker-Breaker Positional Game is defined as follows. Given an arbitrary hypergraph $\mathcal{H}=(V(\mathcal{H}), E(\mathcal{H}))$, Maker and Breaker take $a$ and $b$ elements of $V(\mathcal{H})$ per turn. Maker wins by taking all elements of at least one edge $A \in E(\mathcal{H})$, otherwise Breaker wins. In this paper we let Maker start the game. We call such games $(a: b)$-games. If $a=b$, the game is fair, otherwise it is biased. If $a=b>1$, the game is accelerated.

[^0]In general it is hard to decide who wins a certain Maker-Breaker game. The first general results were obtained by Hales and Jewett, who formalized the strategy stealing idea of Nash, and gave a König-Hall type criterion for Breaker's win, see [11]. The celebrated Erdős-Selfridge Theorem gives a condition on the hypergraph which guarantees the existence of a winning strategy for the Breaker when $a=b=1$, see [9]. We shall use its general version that is due to József Beck, see [1].

Theorem 1 (Beck [1]). Let $E(\mathcal{H})$ be the family of winning sets of a positional game. Breaker has a winning strategy in the ( $a: b$ )-game if

$$
\begin{equation*}
\sum_{A \in E(\mathcal{H})}(1+b)^{1-|A| / a}<1 . \tag{1}
\end{equation*}
$$

Remark. In using Theorem [1, we say the winning strategy guaranteed by the theorem is playing as ESB-Breaker (after Erdős-Selfridge and Beck). For several games we describe, the player we denote as Maker will play as ESB-Breaker.

Note that Theorem 1 is best possible in the sense that for all $a, b \in \mathbb{N}$ there is a hypergraph $\mathcal{H}$ with equality in (11), and Maker having a winning strategy. In order to appreciate the significance of biased games let us discuss some games defined on graphs.
1.2. Graph games. In Shannon's switching game, Maker and Breaker take the edges of a given graph $G$, and the winning sets are the spanning trees. The classical theorem of Lehman [13] states that in a (1:1)-game Maker (as a second player) wins iff $G$ contains two edge-disjoint spanning trees.

Let the edges of $K_{n}$ (the complete graph on $n$ vertices) be the "board." By Lehman's Theorem Maker wins the Shannon switching game for $n \geq 4$, so Chvátal and Erdős asked [8] what is the outcome of the $(1: b)$-game? More precisely, they looked for the breaking point, that is the smallest value of $b_{0}=b_{0}(n)$ such that Breaker wins the $\left(1: b_{0}\right)$-game. It turned out that $b_{0}=\Theta(n / \ln n)$.

In general, one fixes a (usually monotone) graph property $\mathcal{P}$, and Maker wins if $\mathcal{P}$ holds for the subgraph of his edges. Again, the question is: What is the smallest $b_{0}$, for which Breaker wins the $\left(1: b_{0}\right)$-game? Along this line a number of beautiful results are published: for Hamiltonicity and maximum degree see Beck, [2, 3], for planarity, colorability and graph minor games, see Hefetz et al, [12, for building a specific graph $G$ or creating a large component, see Bednarska and Luczak, [5, 6].

Here, we work with the monotone property $\mathcal{P}_{d}$, that is the graph has diameter at most $d$. We denote the corresponding $d$-diameter game by $\mathcal{D}_{d}(a: b)$, or more briefly, by $\mathcal{D}_{d}$ if $a=b=1$.

First, we investigate the 2-diameter game and in particular we observe that in the (1:1)-game, Breaker wins.

[^1]Proposition 2. For $n \leq 3$ Maker has and for $n \geq 4$ Breaker has a winning strategy in the game $\mathcal{D}_{2}$.

Our main result is observing (and proving) the following phenomenon: When Maker takes two edges in each turn, then, rather surprisingly, Breaker loses the game not only if his bias is 2 but even if it is $\frac{1}{9} n^{1 / 8} /(\log n)^{3 / 8}$, i.e., a little acceleration of the game drastically changes the breaking point of Breaker. Our result is the first where such an unusual circumstance is proved.
Theorem 3. Maker wins the game $\mathcal{D}_{2}\left(2: \frac{1}{9} n^{1 / 8} /(\log n)^{3 / 8}\right)$, and Breaker wins the game $\mathcal{D}_{2}(2:(2+\epsilon) \sqrt{n / \ln n})$ for any $\epsilon>0$, provided $n$ is large enough.

We prove similar (but weaker) results for the game $D_{d}$ for $d \geq 3$.
Theorem 4. For any fixed $d \geq 3$, and $n$ large enough, Maker wins the game $\mathcal{D}_{d}(1$ : $\left.(2 d)^{-1}(n / \ln n)^{1-1 /\lceil d / 2\rceil}\right)$.

Furthermore, for every integer $a>1$ and integer $d \geq 3$, there exist $c_{2}=c_{2}(d)>0$ and $c_{3}=c_{3}(a, d)>0$ such that Breaker wins the games $\mathcal{D}_{d}\left(1: c_{2} n^{1-1 /(d-1)}\right)$ and $\mathcal{D}_{d}\left(a: c_{3} n^{1-1 / d}\right)$, provided $n$ is big enough.

The careful reader can verify that the computations that confirm the results of Theorem 4 will hold even if $d$ is going to infinity with $n$, provided $d \leq c_{1} \ln n / \ln \ln n$ for some positive constant $c_{1}$.

We conjecture that in the games $\mathcal{D}_{d}$ (for $d \geq 2$ ) the correct breaking point is close (up to a polylog factor) to the "Breaker's" bound.
1.3. Probabilistic intuition. An important guide to understand such games is the so-called probabilistic intuition, for more details and examples see [3]. In the probabilistic intuition, we substitute the perfect players with "random players." In the simplest example, when $a=b=1$, this process leads to a random two coloring of a hypergraph by flipping a fair coin. The condition of Theorem 1 says that the expected number of monochromatic sets is smaller than one. That is the first moment method tells the random Breaker has a chance to win, and Theorem 1 says that deterministic Breaker also wins.

Indeed, the theories of probabilistic methods and positional games are in close relation. One can find the game theoretic analogy of the second moment method or Lovász' Local Lemma, see some examples in [1, 3, 14]. One of the most far-reaching ideas is to model a biased game by a random graph. It means that we consider the random graph $G(n, p)$ with $p=a /(a+b)$; i.e., the expected number of edges in the random graph is the same as the number of Maker's edges in the game at its conclusion. It was demonstrated in a number of cases that Maker wins if $\mathcal{P}$ holds, while Breaker wins if $\mathcal{P}$ does not hold for $G(n, p)$ almost surely, see [3, 12, 5, 6].

Note that acceleration of a game can have profound effects. Based on the previous heuristic, one might tempted to think that the outcome of a (1:1)-game is more or less the same as that of an $(a: a)$-game on the same $\mathcal{H}$ for $a>1$ if the winning sets
are big2. A counterexample to this belief is the $k$-in-a-row game. The ( $1: 1$ )-game is a draw (i.e., Breaker wins) for $k \geq 8$, see [10]. The ( $n: n$ )-game is a Maker's win not only for, say, $k \leq n+8$ but as long as $k \leq n+\log n / \log \log n$ and it is a Breaker's win for $k \geq n+c \log n$, see [15].

Since the diameter of $G(n, 1 / 2)$ is 2 almost surely, we can interpret Proposition 2 that the probabilistic intuition fails completely in the $\mathcal{D}_{2}(1: 1)$-game. Furthermore Theorem 3 means that the probabilistic intuition is at least partially restored in the (2:2)-game. The change is more dramatic than in the case of $k$-in-a-row game, since once Maker can mark two edges per turn, the breaking point jumps up to at least $\frac{1}{9} n^{1 / 8} /(\log n)^{3 / 8}$. Probably, $b_{0}$ is much larger, perhaps even $\Omega(\sqrt{n / \log n})$.

It is worth discussing the problem $\mathcal{D}_{3}(1: b)$ before the general case. Observe that the threshold of the property $\mathcal{P}_{3}$ is about $n^{-2 / 3}$; i.e., $G(n, p)$ has property $\mathcal{P}_{3}$ with probability close to 1 if $p=n^{-2 / 3+\epsilon}$, and it does not have property $\mathcal{P}_{3}$ if $p=n^{-2 / 3-\epsilon}$ for arbitrary $\epsilon>0$ and $n$ sufficiently large. See Bollobás [7] for a detailed account of the diameter of the random graph. According to Theorem 4, Maker wins the game $\mathcal{D}_{3}\left(1: c_{1} \sqrt{n / \ln n}\right)$, and Breaker wins the game $\mathcal{D}_{3}\left(1: c_{2} \sqrt{n}\right)$, for some $c_{1}, c_{2}>0$, provided $n$ is big enough. That is, the game $\mathcal{D}_{3}(1: b)$ defies the probabilistic intuition again. However we suspect that the $\mathcal{D}_{3}(3: b)$-game again agrees with the probabilistic intuition; i.e., the breaking point should be $b_{0} \approx n^{2 / 3} \times \operatorname{polylog}(n)$. We do not have the courage to state a conjecture for the breaking point for the $\mathcal{D}_{3}(2: b)$-game.

In general, the threshold function of the property $\mathcal{P}_{d}$ is about $n^{-(d-1) / d}$. This suggests that in the game $D_{d}$ the breaking point should be around $n^{1-1 / d} \times \operatorname{polylog}(n)$, however for $a=1$ the probabilistic intuition still fails, see Theorem 4 .

The rest of the paper is organized as follows: In Section 2 we describe general theorems and auxiliary games, such as the degree game and expansion game. In Section 3 we prove our results on the 2-diameter game and Section 4 on the $d$-diameter game for $d \geq 3$.

## 2. Auxiliary games

We shall need a theorem of Erdős and Chvátal that they used to derive bounds for the biased Shannon switching game in [8].

Theorem 5 (Chvátal-Erdős [8]). Let $\mathcal{H}$ be an r-uniform family of $k$ disjoint winning sets. Then
(i) Maker has a winning strategy in the (a:1)-game when

$$
r \leq(a-1) \sum_{i=1}^{k-1} \frac{1}{i}
$$

[^2](ii) Maker has a winning strategy in the ( $a: 2$ )-game when
$$
r \leq \frac{a-1}{2} \sum_{i=1}^{k-1} \frac{1}{i} .
$$

In the rest of this section we state and prove theorems regarding minimum-degree and expansion games.
2.1. Biased degree games. In our proofs we use some auxiliary degree games. Given a graph $G$ and a prescribed degree $d$, Maker and Breaker play an ( $a: b$ )-game on the edges of $G$. Maker wins by getting at least $d$ edges incident to each vertex. For $G=K_{n}$ and $a=b=1$ this game was investigated thoroughly in [18] and [3]. It was shown that Maker wins if $d<n / 2-\sqrt{n \log n}$, and Breaker wins if $d>n / 2-\sqrt{n} / 12$.

This is in agreement with the probabilistic intuition, since in $G(n, 1 / 2)$ the degrees of all vertices fall into the interval $[n / 2-\sqrt{n \log n}, n / 2+\sqrt{n \log n}]$ almost surely. When $a \neq b$, playing on $G=K_{n}$ analogously one would expect that Maker wins if $d<a n /(a+b)-c^{\prime} \sqrt{n \log n}$, and Breaker wins if $d>a n /(a+b)-c^{\prime \prime} \sqrt{n}$ for some $c^{\prime}, c^{\prime \prime}>0$.

Here we are interested in giving conditions for Maker's win only, so this will suffice:
Lemma 6. Let $a \leq n /(4 \ln n)$ and $n$ be large enough. Then Maker wins the $(a: b)$ degree game on $K_{n}$ if $d<\frac{a}{a+b} n-\frac{6 a b}{(a+b)^{3 / 2}} \sqrt{n \ln n}$.

Remark. In referencing this game, we call it the $(a: b)-\operatorname{MINDEG}(d)$ game and, where the parameter is understood, refer to the winning strategy as playing as MINDEG-Maker.

Note that, in the statement of the lemma, no bound on $b$ is necessary. It can be shown that if $b \geq n /(36 \ln n)+a$, then the lemma simply states that Maker can achieve minimum degree at least 0 , which is trivially true.

Proof of Lemma 6. We use a little modification of the weight function argument of Beck, see [3]. Consider the hypergraph $\mathcal{H}=(V(\mathcal{H}), E(\mathcal{H}))$, where $V(\mathcal{H})=E\left(K_{n}\right)$ and $E(\mathcal{H})$ contains the set $A_{v}$ for each vertex $v \in K_{n}$, where $A_{v}$ is the set of edges incident to $v$.

Let $X_{i}$ and $Y_{i}$ be the set of (graph) edges selected by Maker and Breaker, respectively, before Maker makes his last, $a^{\text {th }}$ move in the $i^{\text {th }}$ step. The $i^{\text {th }}$ step is formally defined to be Maker's $i^{\text {th }}$ set of moves, together with the succeeding moves of Breaker. The $\left(\lambda_{1}, \lambda_{2}\right)$-weight of a hyperedge $A$ at the end of the $i^{\text {th }}$ step is defined as

$$
w_{i}(A)=\left(1+\lambda_{1}\right)^{\left|Y_{i} \cap A\right|-(b n /(a+b)+k)}\left(1-\lambda_{2}\right)^{\left|X_{i} \cap A\right|-(a n /(a+b)-k)},
$$

where we let $k=\frac{6 a b}{(a+b)^{3 / 2}} \sqrt{n \ln n}$ and the values of $\lambda_{1}, \lambda_{2}$ will be given later. For any (graph) edge $e$, let

$$
w_{i}(e)=\sum_{e \in A} w_{i}(A) \quad \text { and } \quad T_{i}=\sum_{A \in E(\mathcal{H})} w_{i}(A)
$$

We want to ensure the following three properties:
(i) If Breaker wins the game in the $i^{\text {th }}$ step, then $T_{i} \geq 1$,
(ii) $T_{i+1} \leq T_{i}$,
(iii) $T_{0}<1$.

Property (ii) is trivially true if Maker follows the greedy strategy, that is he always chooses the maximum weight edge available. Let $w$ be the weight of the largest weighted edge before Maker makes his last, $a^{\text {th }}$, move. This means that Maker will reduce the value of $T_{i}$ by at least $a \lambda_{2} w$. When Breaker moves, he will add $b$ edges. So,

$$
T_{i+1} \leq T_{i}-a \lambda_{2} w+\left(\left(1+\lambda_{1}\right)^{b}-1\right) w .
$$

To ensure Property (iii), we need to have

$$
\begin{equation*}
\left(1+\lambda_{1}\right)^{b} \leq 1+a \lambda_{2} \tag{2}
\end{equation*}
$$

In order to ensure Property (iiii), we require

$$
T_{0}=n\left(1+\lambda_{1}\right)^{-b n /(a+b)-k}\left(1-\lambda_{2}\right)^{-a n /(a+b)+k}<1 .
$$

This simplifies to

$$
\begin{equation*}
1+\lambda_{1}>n^{\frac{a+b}{b n+k(a+b)}}\left(1-\lambda_{2}\right)^{-\frac{a n-k(a+b)}{b n+k(a+b)}} . \tag{3}
\end{equation*}
$$

To satisfy (2) and (3), we need

$$
n^{\frac{a+b}{b n+k(a+b)}}\left(1-\lambda_{2}\right)^{-\frac{a n-k(a+b)}{b n+k(a+b)}}<1+\lambda_{1} \leq\left(1+a \lambda_{2}\right)^{1 / b} .
$$

Hence, we merely need to verify the existence of a $\lambda_{2}>0$ that gives

$$
\begin{equation*}
n^{b(a+b)}<\left(1+a \lambda_{2}\right)^{b n+k(a+b)}\left(1-\lambda_{2}\right)^{a b n-k b(a+b)} \tag{4}
\end{equation*}
$$

Let $\alpha$ be the unique negative root of the equation $1+x=\exp \left\{x-x^{2}\right\}$. Note that $1+x \geq \exp \left\{x-x^{2}\right\}$ for all $x \geq \alpha$, and $\alpha \approx-0.684$. Observe, if $(a+b) / a^{2} \geq \alpha^{2} n / \ln n$, then

$$
\frac{a n}{a+b} \leq \frac{\ln n}{\alpha^{2} a}<\frac{3 \ln n}{a} \leq \frac{6 a b \sqrt{n \ln n}}{(2 \sqrt{a b})^{3 / 2}} \leq \frac{6 a b \sqrt{n \ln n}}{(a+b)^{3 / 2}}
$$

and the statement of the lemma would be vacuous since it merely guarantees that Maker's graph has minimum degree at least 0 . Otherwise one may substitute $\lambda_{2}=$ $\sqrt{\frac{(a+b) \ln n}{a(a+1) n}}<-\alpha$, and use the lower bound on $1+x$. So it is enough to see that (4) holds as long as

$$
\begin{gathered}
n^{b(a+b)}<\exp \left\{\lambda_{2} k(a+b)^{2}+\lambda_{2}^{2}\left(\left(b-a^{2}\right)(a+b) k-a b(a+1) n\right)\right\} \\
2 b(a+b) \ln n<k\left[(a+b)^{2} \sqrt{\frac{(a+b) \ln n}{a(a+1) n}}+\frac{(a+b)^{2} \ln n}{a(a+1) n}\left(b-a^{2}\right)\right] \\
\frac{2 b \sqrt{a(a+1)}}{(a+b)^{3 / 2}} \sqrt{n \ln n}<k\left[1+\left(b-a^{2}\right) \sqrt{\frac{\ln n}{a(a+1)(a+b) n}}\right] .
\end{gathered}
$$

Since it is true that

$$
\left(b-a^{2}\right) \sqrt{\frac{\ln n}{a(a+1)(a+b) n}} \geq-\sqrt{a \ln n / n} \geq-1 / 2,
$$

then, by the assumption $a \leq n /(4 \ln n)$ and the fact that $3 a b \geq 2 b \sqrt{a(a+1)}$, inequality (5) will be satisfied if

$$
\frac{6 a b \sqrt{n \ln n}}{(a+b)^{3 / 2}} \leq k,
$$

which was known.

Lemma 7. Let $n>2 a$. Breaker wins the ( $a: b)-\operatorname{MINDEG(d)~game~on~} K_{n}$ if $d>$ $a\left\lfloor\frac{n}{a+b}\right\rfloor$.
Remark. Again, this is the $(a: b)-\operatorname{MINDEG}(d)$ game and, where the parameter is understood, refer to the winning strategy as playing as MINDEG-Breaker.

Proof of Lemma 7. In the first round Breaker chooses a vertex, say $v$, which Maker has not touched and chooses all of his edges to be incident to that vertex in every round. At the end of the game, Maker has chosen at most $a\left\lfloor\frac{n-1}{a+b}\right\rfloor$ edges incident to $v$.
2.2. Expansion game. In the expansion game, Maker wins if he manages to achieve that in his graph for every pair of disjoint sets $R$ and $S$, where $|R|=r$ and $|S|=s$, he has an edge between $R$ and $S$. We may assume that $s \geq r$.

Lemma 8. Maker wins the ( $a: b$ )-expansion game on $K_{n}$ with parameters $r \leq s$ if one of the following holds:
(a) $2 b \ln n<r \ln (a+1)$,
(b) $b \ln n<r \ln (a+1) \leq 2 b \ln n$ and $s>\frac{r b \ln n}{r \ln (a+1)-b \ln n}$,
(c) $n-s<\frac{n r \ln (a+1)}{b \ln n+r \ln (a+1)}$.

Remark. In referencing this game, we call it the $(a: b)-\operatorname{EXP}(r, s)$ game and, where the parameters are understood, refer to the winning strategy as playing as EXPMaker.

Proof of Lemma 8. Construct a hypergraph that has vertex set $E\left(K_{n}\right)$ and each hyperedge consists of the set of edges between disjoint sets $R, S \subseteq V\left(K_{n}\right)$ where $|R|=r$ and $|S|=s$. Maker attempts to occupy at least one vertex in every hyperedge. If he manages then he wins the expansion game. We use Theorem 1 in order to verify that each of the conditions implies Maker's win. Recall that the corresponding hypergraph has $\binom{n}{r}\binom{n-r}{s}$ hyperedges, each of size $r s$.

First we prove that condition (回) is sufficient; i.e.,

$$
\begin{align*}
\binom{n}{r}\binom{n-r}{s}(1+a)^{-r s / b} & \leq \exp \left[(s+r) \ln n-\frac{r s}{b} \ln (a+1)\right]  \tag{6}\\
& \leq \exp \left[s\left(2 \ln n-\frac{r}{b} \ln (a+1)\right)\right]<1
\end{align*}
$$

Assuming (b) we just have that

$$
\binom{n}{r}\binom{n-r}{s}(1+a)^{-r s / b} \leq \exp \left[(s+r) \ln n-\frac{r s}{b} \ln (a+1)\right]<1
$$

For (지) we have a similar computation, we just use $\binom{n-r}{n-r-s}=\binom{n-r}{s}$ :

$$
\binom{n}{r}\binom{n-r}{n-r-s}(1+a)^{-r s / b} \leq \exp \left[(n-s)\left(\ln n+\frac{r}{b} \ln (a+1)\right)-\frac{n r}{b} \ln (a+1)\right]<1
$$

## 3. The 2-Diameter game

3.1. The $b<a$ case in the 2-diameter game. First we prove that Maker wins the $\mathcal{D}_{2}(a: b)$-game if $b<a<(n /(72 \ln n))^{1 / 3}$ and $n$ is large enough. Maker's strategy is to play the degree game with $d=\left\lceil\frac{n-1}{2}\right\rceil$ on $K_{n}$. By Lemma 6, he wins the game and it is easy to check that the diameter of Maker's graph is 2 , i.e., he wins the $D_{2}(a: b)$-game. Indeed, if $u v$ is not a Maker's edge for some vertices $u$ and $v$, then $|N(u) \cap N(v)| \geq n-2-2\left(n-2-\left\lceil\frac{n-1}{2}\right\rceil\right)>0$, implying that the intersection is nonempty. That is, in Maker's graph, the distance between $u$ and $v$, hence the diameter of the graph, is at most two.
3.2. Proof of Proposition 2. For $n \leq 3$ the statement is obvious. For $n \geq 4$ regardless of whether Maker or Breaker starts the game, Breaker chooses an edge not incident to that chosen by Maker. Let this edge - the one Breaker chooses be $u v$. The strategy of Breaker is: if Maker chooses an edge incident to $u$, say $u w$, then Breaker chooses $w v$. Similarly, if Maker chooses $v w$, then Breaker chooses $w u$.

Otherwise Breaker may take an arbitrary edge. Clearly, at the end of the game, in Maker's graph the pair $\{u, v\}$ has distance at least three.

### 3.3. Proof of Theorem 3.

3.3.1. Breaker wins when $b$ is large. We prove that Breaker wins the $\mathcal{D}_{2}(2: b)$-game for $b=(2+\epsilon) \sqrt{n / \ln n}$. Breaker plays in two phases. In Phase I, before his first move, he picks a vertex $v$ which has no edge in Maker's graph yet. For $r^{\prime} \leq(n+b-1) / b$ rounds, he occupies as many incident edges to $v$ as possible. Let $u_{1}, \ldots, u_{t}$ be the list of vertices so that Maker occupied the edge $v u_{i}$ before Breaker makes his $\left(r^{\prime}+1\right)^{\text {st }}$ move. Trivially $t \leq 2 r^{\prime}+2$. At the end of Phase I, there is no unclaimed edge incident to $v$.

In Phase II, Breaker considers $n-t-1-2 r^{\prime}$ disjoint sets of edges: For each vertex $x \notin\left\{v, u_{1}, \ldots, u_{t}\right\}$ such that neither $x v$ nor any $x u_{i}$ is occupied by Maker after round $r^{\prime}$, define $E_{x}:=\left\{x u_{1}, \ldots, x u_{t}\right\}$. By Theorem 5(ii), Breaker can occupy one of these sets, say $E_{x}$, when

$$
t \leq \frac{b-1}{2} \ln \left(n-t-1-r^{\prime}\right)
$$

which is satisfied for $b=(2+\epsilon) \sqrt{n / \ln n}$, if $n$ is large enough. This forces $v$ and $x$, in Maker's graph, to be at a distance of at least 3 from each other, i.e., Breaker won the game.
3.3.2. Maker wins when $b$ is small. We set $r, s$ and $c$ such that the possible value of $b$ is maximized. The values will be

$$
\begin{equation*}
b=\frac{n^{1 / 8}}{9(\ln n)^{3 / 8}}, \quad c=\frac{1}{8}, \quad r=\sqrt{\frac{n \ln n}{2}} \quad \text { and } \quad s=\frac{n^{3 / 4}}{\ln n}, \tag{7}
\end{equation*}
$$

although we will not substitute these values until the end of the proof.
Maker's strategy consists of two phases. The first one, which lasts 2 nr rounds, uses $2 n r(b+2)$ edges, and the second deals with the rest of the $\binom{n}{2}$ edges. In the first phase, Maker will play four subgames, each with a different strategy.

Denote $\operatorname{deg}_{B}^{I}(x)$ to be Breaker's degree and $\operatorname{deg}_{M}^{I}(x)$ to be Maker's degree at vertex $x$ after Phase I. In general, $\operatorname{deg}_{B}(x)$ and $\operatorname{deg}_{M}(x)$ will denote Breaker's and Maker's degrees, respectively, in whichever round the context indicates.

Phase I. There are $2 n r$ rounds in this phase. Each of the following games is played in successive rounds. That is, Maker plays game $i$ in round $j$ iff $i \equiv j(\bmod 4)$. A vertex becomes high if it achieves $\operatorname{deg}_{B}(x) \geq c n / b$ before the end of Phase I. Note that Maker's goals are monotone properties, i.e., if the strategy of a subgame requires Maker to occupy an edge that he already occupied in an other subgame, then he is free to use his edges in any way for this turn. The goals of Maker in the four games played in Phase I are the following:

- Game 1. Ratio game. If vertex $x$ becomes high, then after this change the following relation will hold during the rest of Phase I: $\frac{\operatorname{deg}_{B}(x)}{\operatorname{deg}_{M}(x)}<3 b$.
- Game 2. Degree game. For all vertices $x, \operatorname{deg}_{M}^{I}(x) \geq r$.
- Game 3. Expansion game. For every pair of disjoint sets with $|R| \geq r$ and $|S| \geq s$ there is a Maker's edge between $R$ and $S$ at the end of Phase I.
- Game 4. Connecting high vertices. In this subgame, which lasts in the entire game not only in Phase I, the aim of Maker is to connect each pair of high vertices with a path of length at most two.

Phase II. In the odd rounds of this phase, Maker will connect with a path of length at most two each pair of vertices whose distance in Maker's graph is at least 3. As for the even turns of this game, half of them are already dedicated to continue Game 4 , the other half are arbitrary moves by Maker. Because Game 4 played in the entire game, it is easier to analyze the connection of pairs of vertices by performing it only in odd rounds.

By Game 2, after Phase I is finished, $\operatorname{deg}_{M}^{I}(u) \geq r$ for every vertex $u$. By Game 3, after Phase I is finished, in Maker's graph there is an edge from the neighborhood of $u$ into every $s$ set of vertices, hence to all but $s$ vertices there is a path of length at most 2 from $u$ at the end of Phase I. The aim of Maker in Phase II to connect the remaining pairs of vertices with a path of length at most 2. This is handled in Game 4 for pairs $(u, w)$ when both are high. So in the odd rounds in Phase II we only need to connect $u$ and $w$ where either $u$ or $w$ is not a high vertex.

Game 1 verification. We can view Game 1 as a (2:4b)-game. Here, Maker plays the (2:4b)-degree game, for which he has a winning strategy, provided $d<n /(1+$ 2b) $-\frac{48 b}{(2+4 b)^{3 / 2}} \sqrt{n \ln n}$ using Lemma 6. Suppose, that for a vertex $x$ after becoming high at some point in Phase I, $\operatorname{deg}_{B}(x) \geq c n / b$ but $\operatorname{deg}_{M}(x)<\operatorname{deg}_{B}(x) /(3 b)$. We claim that it is not possible, because starting from this situation Breaker has a simple strategy to win the min-degree game: claiming only edges incident to $x$. This way Breaker occupies at least a $\frac{4 b}{4 b+2}$-fraction of the remaining edges and his degree at the end is at least:

$$
\begin{align*}
& \operatorname{deg}_{B}(x)+\left[n-1-\left(\operatorname{deg}_{B}(x)+\operatorname{deg}_{M}(x)\right)-(4 b-1)\right] \frac{4 b}{4 b+2} \\
& \quad \geq \operatorname{deg}_{B}(x)+\left[n-4 b-\operatorname{deg}_{B}(x)\left(1+\frac{1}{3 b}\right)\right] \frac{4 b}{4 b+2} \\
& \quad \geq(n-4 b)\left(\frac{2 b}{2 b+1}\right)+\operatorname{deg}_{B}(x)\left(\frac{1}{6 b+3}\right) \\
& \quad \geq n-4 b-\frac{n}{2 b+1}+\frac{8 b^{2}}{2 b+1}+\left(\frac{c n}{b}\right)\left(\frac{1}{6 b+3}\right) . \tag{8}
\end{align*}
$$

As long as

$$
\begin{equation*}
c \geq 36 b^{3 / 2} \sqrt{\frac{\ln n}{n}} \tag{9}
\end{equation*}
$$

and $n$ is large enough, we have the following:

$$
\frac{c n}{b(6 b+3)} \geq \frac{36 b^{3 / 2}}{b(6 b+3)} \sqrt{n \ln n}>\frac{48 b}{(4 b+2)^{3 / 2}} \sqrt{n \ln n}+4 b
$$

So Maker occupies at most $d=\frac{n}{2 b+1}-\frac{48 b}{(4 b+2)^{3 / 2}} \sqrt{n \ln n}$ edges incident to $x$, contradicting that he plays according to a winning strategy in the degree game. Hence Maker wins Game 1.

Game 2 verification. Here, Maker will use a straightforward greedy strategy for the ( $2: 4 b$ )-degree game until the end of Phase I. By the end of Phase I, Maker will have claimed $n r$ edges during Game 2.

Maker's strategy is that in his next move, he tries to put an edge incident to a vertex whose Maker degree is the smallest. Game 2 is played in $n r / 2$ rounds, so Maker has $n r$ edges to use. Therefore, the only reason that Maker cannot increase $\operatorname{deg}_{M}^{I}(x)$ (Maker's degree of $x$ in Phase I) to $r$ by the end of Phase I is that Breaker occupied more than $n-1-r$ edges incident to $x$. More precisely, if Maker takes less than $r$ incident edges to $x$ while Breaker takes the rest, then in this case, $\operatorname{deg}_{M}^{I}(x)+\operatorname{deg}_{B}^{I}(x)=n-1$ which gives that $\operatorname{deg}_{B}^{I}(x) \geq n-r$ and consequently $\operatorname{deg}_{B}^{I}(x) \geq 3 b r$ since

$$
\begin{equation*}
n \geq 4 b r . \tag{10}
\end{equation*}
$$

But then Game 1 ensures that $\operatorname{deg}_{M}^{I}(x)>r$, i.e. Maker wins Game 2, given that we already know that Maker wins Game 1.

Game 3 verification. Here Maker plays a virtual $\left(2:\binom{n}{2} /(2 n r)-2\right)$-expansion game on sets of size $r$ and $s$. That is, for each $4 b$ edges that Breaker chooses, Maker also assumes that Breaker also adds a set of $\binom{n}{2} /(2 n r)-2-4 b$ edges arbitrarily. Note that we must have that

$$
\begin{equation*}
\binom{n}{2} /(2 n r)-2 \geq 4 b \tag{11}
\end{equation*}
$$

In this virtual game, we apply results about completed games, because Phase I is finished in $2 n r$ rounds. This ensures not only a Maker's edge between each $(R, S)$ pair, but ensures that it has occurred in Phase I.

By Lemma 8(a), it is sufficient to have:

$$
\begin{equation*}
s \geq r \geq 3 \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
2\left(\frac{n}{4 r}\right) \ln n<r \ln (2+1) \quad \Longleftrightarrow \quad \ln n<\frac{2 r^{2} \ln 3}{n} \tag{13}
\end{equation*}
$$

(We use $n /(4 r)$ in place of " $b$ " in the lemma.)
Game 4 verification. We will see below that, when a high vertex emerges, then from it to every high vertex that emerged previously there are many paths of length 2 consisting of unoccupied edges. Since Breaker can begin working immediately on these paths, Maker must begin playing this game during Phase I. Since high vertices can emerge at the end of Phase I, this game must continue into Phase II.

Denote the high vertices $x_{1}, x_{2}, \ldots, x_{\ell}$, indexed in the order in which they appear. Since Breaker occupies $2 n r b$ edges, so $4 n r b$ endpoints, by the end of Phase I, hence

$$
4 n r b \geq \ell\left(\frac{c n}{b}\right)
$$

implying $\ell \leq \frac{4 r b^{2}}{c}$. Recall that

$$
\begin{equation*}
c=\frac{1}{8}, \quad \text { implying } \quad \ell \leq 32 r b^{2} . \tag{14}
\end{equation*}
$$

Game 1 ensures that, for a high vertex, $x_{t}$, after it became high, during Phase I $\frac{\operatorname{deg}_{B}\left(x_{t}\right)-4 b}{\operatorname{deg}_{M}\left(x_{t}\right)}<3 b$ holds (we subtract $4 b$ from $\operatorname{deg}_{B}\left(x_{t}\right)$ because the effects of Game 1 may be delayed by a round). Hence $\operatorname{deg}_{B}\left(x_{t}\right)<\frac{3 b(n-1)+4 b}{3 b+1}<\frac{3 b n}{3 b+1}+\frac{1}{3}$. Moreover, in the set of four rounds when $x_{t}$ becomes high, $\operatorname{deg}_{B}\left(x_{t}\right) \leq \frac{c n}{b}+4 b=\frac{n}{8 b}+4 b$.

For $j<t$ and after Round $4 i$, let $Y_{i}(j, t)$ denote the number of paths of length 2 between $x_{j}$ and $x_{t}$ in which neither edge is occupied by Breaker. Suppose $x_{t}$ becomes high in round $i^{*}$, then the number of such paths, available to be taken by Maker, is

$$
Y_{i^{*}}(j, t) \geq n-1-\operatorname{deg}_{B}\left(x_{j}\right)-\operatorname{deg}_{B}\left(x_{t}\right)>n\left(\frac{1}{3 b+1}-\frac{c}{b}\right)-\frac{1}{3}-1-4 b .
$$

If $b$ grows slowly $(b=o(\sqrt{n})$ is sufficient $)$, then, when $x_{t}$ becomes high,

$$
Y_{i^{*}}(j, t) \geq \frac{n}{b}\left(\frac{1}{4}-c\right)=\frac{n}{8 b} .
$$

We will again use a weight function argument. (See similar ideas in Pluhár [16].) The hypergraph is $\mathcal{H}=(V(\mathcal{H}), E(\mathcal{H}))$, where $V(\mathcal{H})$ is the set of paths of length two between high vertices $3^{3}$ A hyperedge (i.e., a winning set) is of the form $A(j, t), j<t$ which consists of the paths of length two between $x_{j}$ and $x_{t}$ which did not contain a Breaker edge at the time $x_{t}$ becomes high. In each turn Maker uses his two edges to (fully) occupy paths of length 2. Breaker, on the other hand, chooses $4 b$ edges between rounds of Game 4. If Breaker chooses edge $x_{t} y$, then there are at most $\ell$

[^3]paths that he occupies to connect $x_{t}$ to other high vertices. Similarly for $y$ if it also happens to be a high vertex. As a result, this can be viewed as a ( $1: 8 b \ell$ )-game between Maker and Breaker.

A complication with this game is that the board is dynamic. Maker must connect the high vertices as they emerge before he knows which vertices will become high later. When a new vertex becomes high, the vertex set of our hypergraph increases, as does the set of hyperedges. We, however, modify the weight argument to ensure that this is not a problem.

We assign to the hyperedge $A(j, t)$ at round $4 i$ the weight $w_{i}(A(j, t))=(1+\lambda)^{-Y_{i}(j, t)}$ if Maker has not connected $x_{j}$ and $x_{t}$ by a path of length 2 and both $x_{j}$ and $x_{t}$ are already high. Otherwise let $w_{i}(A(j, t))=0$. The value of $\lambda>0$ will be specified later. At any round $4 i$,

$$
T_{i}=\sum_{j, t} w_{i}(A(j, t))
$$

We want to ensure the four properties itemized below. We take $i^{\text {th }}$ step, to be the step that begins with Maker's $(4 i)^{\text {th }}$ move and before Maker's $(4 i+4)^{\text {th }}$ move, when he, again, plays Game 4 . So, it encompasses 4 rounds of moves by both Maker and Breaker.
(i) If Breaker wins in the $i^{\text {th }}$ step, then $T_{i} \geq 1$,
(ii) $T_{i+1} \leq T_{i}+\ell(1+\lambda)^{-n /(8 b)+4 b}$, where $\ell$ is the number of vertices that become high during Phase I, and if no vertices become high in the $i^{\text {th }}$ step, then $T_{i+1} \leq T_{i}$.
(iii) $T_{0}=0$,
(iv) $\ell^{2}(1+\lambda)^{-n /(8 b)+4 b}<1$.

If all of the above conditions hold, then (iii) ensures $T_{i}$ will only increase in steps for which a vertex becomes high. Since there are at most $\ell$ such steps, condition (iv) ensures that $T_{i}<1$ for all $i$. By condition (ii), however, Breaker does not win the game. Thus, the above is a winning strategy for Maker for Game 4.

Property (ii) trivially holds. If

$$
\begin{equation*}
4 b<c n / b \tag{15}
\end{equation*}
$$

then no vertex becomes high before Maker moves in round 4 and property (iiii) is true also.

Maker follows the greedy strategy, that is he always chooses a hypervertex of $\mathcal{H}$ (i.e., a 2-path in $K_{n}$ ) with the maximum weight. Let $w$ be the weight of the largest weighted hypervertex of $\mathcal{H}$ before Maker makes his move. This means that Maker will reduce the value of $T_{i}$ by at least $w$. When Breaker moves, he could ruin many 2-paths. In particular, for any pair of high vertices, $x_{j}$ and $x_{t}$, the weight of the hyperedge $A(j, t)$ changes by a multiplicative factor of at most

$$
(1+\lambda)^{d_{i}\left(x_{j}\right)+d_{i}\left(x_{t}\right)}-1,
$$

where $d_{i}\left(x_{t}\right)$ is the number of edges that Breaker takes incident to $x_{t}$ in the $i^{\text {th }}$ step.
So, at the end of step $i$, we analyze the change in the weight. Maker occupies a hypervertex with the maximum weight $w$ and Breaker's moves will add weight to hyperedges, each with weight at most $w$. Finally, we add a term for the vertices that become high during this step. Note that if a vertex becomes high early in the step but then the weight is increased by further play, then the increase is still accounted for by the summation term. Using the following inequality, which holds for all $\alpha, \beta \geq 0$ :

$$
(1+\alpha)^{\beta}-1 \leq \exp (\alpha \beta)-1 \leq \alpha \beta \exp (\alpha \beta)
$$

we obtain that if no vertices become high in the $i^{\text {th }}$ step, then

$$
T_{i+1} \leq T_{i}-w+\sum_{j, t}\left[(1+\lambda)^{d_{i}\left(x_{j}\right)+d_{i}\left(x_{t}\right)}-1\right] w
$$

Otherwise,

$$
\begin{aligned}
T_{i+1} & \leq T_{i}-w+\sum_{j, t}\left[(1+\lambda)^{d_{i}\left(x_{j}\right)+d_{i}\left(x_{t}\right)}-1\right] w+\ell(1+\lambda)^{-n /(8 b)+4 b} \\
& \leq T_{i}+\left[-1+\sum_{j, t} \lambda\left(d_{i}\left(x_{j}\right)+d_{i}\left(x_{t}\right)\right) \exp \left[\lambda\left(d_{i}\left(x_{j}\right)+d_{i}\left(x_{t}\right)\right)\right]\right] w+\ell(1+\lambda)^{-n /(8 b)+4 b} \\
& \leq T_{i}+\left[-1+\sum_{j, t} \lambda\left(d_{i}\left(x_{j}\right)+d_{i}\left(x_{t}\right)\right) \exp [\lambda(4 b+1)]\right] w+\ell(1+\lambda)^{-n /(8 b)+4 b} .
\end{aligned}
$$

Since an edge is counted at most twice in the degree summation, we have $\sum_{j, t}\left(d_{i}\left(x_{j}\right)+\right.$ $\left.d_{i}\left(x_{t}\right)\right) \leq 2 \ell \sum_{j} d_{i}\left(x_{j}\right) \leq 16 b \ell$, and

$$
T_{i+1} \leq T_{i}+[16 \ell b \lambda \exp \{\lambda(4 b+1)\}-1] w+\ell(1+\lambda)^{-n /(8 b)+4 b} .
$$

In order for condition (iii) to hold, it suffices to show that $16 b \ell \lambda \exp \{\lambda(4 b+1)\} \leq 1$. We choose $\lambda=\frac{1}{16 b \ell}-\frac{4 b+1}{(16 b \ell)^{2}}$.

$$
\begin{aligned}
16 b \ell \lambda \exp \{\lambda(4 b+1)\} & =\left(1-\frac{4 b+1}{16 b \ell}\right) \exp \left\{\frac{4 b+1}{16 b \ell}-\left(\frac{4 b+1}{16 b \ell}\right)^{2}\right\} \\
& \leq \exp \left\{-\frac{4 b+1}{16 b \ell}+\frac{4 b+1}{16 b \ell}-\left(\frac{4 b+1}{16 b \ell}\right)^{2}\right\}<1
\end{aligned}
$$

and so, condition (iii) is satisfied.
Finally, to find that condition (iv) holds, it is sufficient to show that, with $\lambda=$ $\frac{1}{16 b \ell}-\frac{4 b+1}{(16 b \ell)^{2}}$,

$$
\begin{equation*}
\ell^{2}(1+\lambda)^{-n /(8 b)+4 b} \leq \exp \left\{2 \ln \ell-\lambda \frac{n}{8 b}+4 \lambda b\right\}<1 \tag{16}
\end{equation*}
$$

Since $b \geq 1$ and $\ell \geq 2$ otherwise Game 4 is irrelevant,

$$
\lambda=\frac{1}{16 b \ell}-\frac{4 b+1}{(16 b \ell)^{2}} \geq \frac{1}{16 b \ell}\left(1-\frac{1}{4 \ell}-\frac{1}{16 b \ell}\right) \geq \frac{1}{16 b \ell}\left(\frac{27}{32}\right)>\frac{3}{64 b \ell} .
$$

Hence, because $2 \leq \ell \leq 32 r b^{2}$,

$$
\begin{aligned}
\exp \left\{2 \ln \ell-\lambda \frac{n}{8 b}+\lambda 4 b\right\} & \leq \exp \left\{2 \ln \ell-\frac{3 n}{512 b^{2} \ell}+\frac{3}{16 \ell}\right\} \\
& \leq \exp \left\{2 \ln \left(32 r b^{2}\right)-\frac{3 n}{16384 r b^{4}}+\frac{3}{32}\right\}
\end{aligned}
$$

and so, in order for (16) to be satisfied, it would be sufficient for

$$
\begin{equation*}
\ln \left(32 r b^{2}\right)-\frac{3 n}{32768 r b^{4}}+\frac{3}{64}<0 \tag{17}
\end{equation*}
$$

Phase II verification. Recall that Game 4 played in Phase II also, in the even rounds. The aim of Maker in Phase II to connect the remaining pairs of vertices with a path of length at most 2. This is handled in Game 4 for pairs $(u, w)$ when both are high. So in the odd rounds in Phase II we only need to connect $u$ and $w$ where either $u$ or $w$ is not a high vertex.

For this purpose we define the following hypergraph: $\mathcal{H}=(V(\mathcal{H}), E(\mathcal{H}))$, where $V(\mathcal{H})$ is the set of paths of length two between vertices. For each pair of vertices $u, w$, satisfying that at least one is not high and after Phase I did not have a Maker's 2-path between them, we define a hyperedge (i.e., a winning set) $A(u, w)$, which consists of the paths of length two between $u$ and $w$ which did not contain a Breaker edge at the time Phase II began.

When Breaker chooses an edge $u v$ in the graph, he may take one elements of the hyperedges $A(u, w)$ and $A(v, w)$ for all $w$. As we have seen, the number of these type of hyperedges not more than $2 s$ at the beginning of Phase II. Therefore, considering the hypergraph game on $\mathcal{H}$, it can be viewed as a (1:4bs)-game between Maker and Breaker.

We have to compute the size of the winning sets. If $u$ is high and $w$ is not, then when Phase II begins,

$$
\operatorname{deg}_{B}(u)<\frac{3 b n}{3 b+1}+\frac{1}{3} \quad \text { and } \quad \operatorname{deg}_{B}(w)<\frac{c n}{b}+4 b .
$$

Therefore, for $n$ large enough (and recalling $c=1 / 8$ ), there are at least ( $1 / 4-$ $c) n / b=n /(8 b)$ available paths of length 2 between $u$ and $w$. There are even more paths if neither $u$ nor $w$ is high.

Using Theorem 1, we see that $|E(\mathcal{H})| \leq n s / 2$, Breaker makes $4 b s$ moves on each turn and Maker (utilizing the strategy of ESB-Breaker on $\mathcal{H}$ ) makes 1. Hence, Maker has a winning strategy if

$$
\begin{equation*}
\frac{n s}{2} 2^{-n /\left(32 b^{2} s\right)}<1 \tag{18}
\end{equation*}
$$

We compile the inequalities which need to be satisfied: (9), (10), (11), (12), (13), (14), (15), (17) and (18). Let the parameters be as defined in (7).

Conditions (9), (10), (11), (12) are trivially satisfied for these values as long as $n$ is large enough. Conditions (13), (17) and (18) determine the appropriate values of $b, r$ and $s$.

Proving that Maker wins the $\mathcal{D}_{2}(2: b)$ game. In Phase I, by winning Game 2, Maker achieves a minimum degree $r$ in his graph. By winning Game 3 Maker ensures that for every vertex $u$ and every set $S$ with $|S|>s$ he has an edge between $S$ and the at least $r$ Maker edges incident to $u$. I.e., after Phase I, there are at most $s$ vertices which are not within distance 2 of $u$. After this thinning process, in Phase II, Maker tries to connect the remaining pair of vertices with a 2 -path.

If both $\operatorname{deg}_{B}^{I}(u)$ and $\operatorname{deg}_{B}^{I}(v)$ are small then there many possibilities for Maker to build a 2-path between $u$ and $v$. If only $\operatorname{deg}_{B}^{I}(u)$ is small, then by Game $1, \operatorname{deg}_{M}^{I}(v)$ is still large and still there are many ways to build a 2-path between $u$ and $v$. These path buildings are done in Phase II.

In case both $\operatorname{deg}_{B}^{I}(u)$ and $\operatorname{deg} g_{B}^{I}(v)$ are high then the 2-path between $u$ and $v$ is built in Game 4. Thus, Maker wins the $\mathcal{D}_{2}(2: b)$ game for $b=\frac{n^{1 / 8}}{9(\ln n)^{3 / 8}}$.

## 4. Results on the general $d$-diameter game

For this section, let the distance between $u$ and $v$ be the length of the shortest path between vertices $u$ and $v$ in the graph induced by Maker's edges and be denoted $\operatorname{dist}_{M}(u, v)$. For every positive integer $i$, let the $i^{\text {th }}$ ball around $v$ be set of vertices of distance at most $i$ from $v$ (including $v$ itself). Denote it by $B_{i}(v)$.
4.1. Proof of Theorem 4- Maker's strategy. Maker will play a different game in different sets of rounds. For $k=1, \ldots,\lceil d / 2\rceil-1$, Maker will play Game $k$ in round $i$ when $i \equiv k(\bmod \lceil d / 2\rceil)$. In rounds $i$, where $i \equiv 0(\bmod \lceil d / 2\rceil)$, Maker plays game $\lceil d / 2\rceil$. We first describe the individual subgames in detail.

We define several variables for the games. There is a sequence $1=r_{0}, r_{1}, \ldots, r_{\lceil d / 2\rceil-1}$ such that

$$
\begin{aligned}
r_{1} & =\frac{n}{\lceil d / 2\rceil b}\left(1-7 \sqrt{\frac{\lceil d / 2\rceil b \ln n}{n}}\right), \text { and } \\
r_{i} & =\frac{n r_{i-1} \ln 2}{\lceil d / 2\rceil b \ln n+r_{i-1} \ln 2}-\sum_{j=0}^{i-1} r_{j} \text { for } \quad i=2, \ldots,\lceil d / 2\rceil-1
\end{aligned}
$$

Let

$$
\beta:=\left(\frac{2 n \ln 2}{\ln n}\right)^{1 /\lceil d / 2\rceil} \quad \text { and } \quad b:=\frac{n \ln 2}{\lceil d / 2\rceil \ln n} \beta^{-1}
$$

After defining the games, we immediately prove that Maker can win them, as the justifications are straightforward.

Game 1. This game is a $(1:\lceil d / 2\rceil b)-\operatorname{MINDEG}\left(r_{1}\right)$ game. That is, Maker plays to achieve minimum degree at least $r_{1}$ in the graph of edges that he occupies. By Lemma 6. Maker is able to ensure that the minimum degree is at least

$$
\begin{aligned}
& \frac{n}{1+\lceil d / 2\rceil b}\left(1-\frac{6\lceil d / 2\rceil b}{\sqrt{1+\lceil d / 2\rceil b}} \sqrt{\frac{\ln n}{n}}\right) \\
& \geq \frac{n}{\lceil d / 2\rceil b}\left(1-\frac{6 \sqrt{\lceil d / 2\rceil b}}{\sqrt{1+\lceil d / 2\rceil b}} \sqrt{\frac{\lceil d / 2\rceil b \ln n}{n}}\right) \\
& \geq \frac{n}{\lceil d / 2\rceil b}\left(1-6 \sqrt{\frac{\lceil d / 2\rceil b \ln n}{n}}\right)=r_{1},
\end{aligned}
$$

as long as $n$ is large enough.
Game 2 to Game $\lceil\mathbf{d} / \mathbf{2}\rceil$ - 1. Game $i$, for $i=2, \ldots,\lceil d / 2\rceil-1$, is a $(1:\lceil d / 2\rceil b)$ -$\operatorname{EXP}\left(r_{i-1}, n-r_{i}\right)$ game. That is, Maker's aim is to have one of his edges between any set of size $r_{i-1}$ and any set of size $n-r_{i}$. So, by Lemma 8 (ㄷC), if Maker's $(i-1)^{\text {st }}$ neighborhood is of size at least $r_{i-1}$, then he can ensure that the $i^{\text {th }}$ neighborhood is of size at least

$$
\frac{n r_{i-1} \ln 2}{\lceil d / 2\rceil b \ln n+r_{i-1} \ln 2}-\sum_{j=1}^{i-1} r_{j}-1 .
$$

Game $\lceil\mathbf{d} / \mathbf{2}\rceil$. The game in this case depends on the parity of $d$.
For $d$ even, the game is a $(1:\lceil d / 2\rceil b)$-EXP $\left(r_{\lceil d / 2\rceil-1},\lceil n / 2\rceil-1\right)$ game. In that case, the $(d / 2)^{\text {th }}$ neighborhood of every vertex, in Maker's graph, is at least $\lfloor n / 2\rfloor+1$, which implies the diameter of Maker's graph is at most $d$.

For $d$ odd, the game is a $(1:\lceil d / 2\rceil b)-\operatorname{EXP}\left(r_{\lceil d / 2\rceil-1}, n-r_{\lceil d / 2\rceil-1}\right)$ game. This ensures that Maker has an edge between the $(d-1) / 2$ neighborhoods of each pair of vertices.

To prove that Maker wins this game, in both cases, we apply Lemma 8 (a). In checking the conditions of Lemma 8 (目), the first is the trivial condition that $r \leq s$. In either case, if $r>s$ then the $(\lceil d / 2\rceil-1)^{\text {st }}$ neighborhoods of each vertex is at least $\lfloor n / 2\rfloor+1$, giving that the diameter is less than $d$ already.

For the nontrivial condition of Lemma 8 (a),

$$
\begin{equation*}
2\lceil d / 2\rceil b \ln n<r_{\lceil d / 2\rceil-1} \ln 2 . \tag{19}
\end{equation*}
$$

To prove that Maker wins this game we must justify (19).
Checking the conditions imposed by the subgames. The following claim merely proves a statement about the constants we defined at the beginning of the section.

Claim 1. If $n$ is large enough, then for $i=1, \ldots,\lceil d / 2\rceil-1$ we have

$$
\begin{equation*}
\left(1-6 \beta^{-1 / 2}\right)^{i} \frac{\ln n}{\ln 2} \beta^{i} \leq r_{i} \leq \frac{\ln n}{\ln 2} \beta^{i} \tag{20}
\end{equation*}
$$

Proof of Claim 1. We will prove this by induction on $i$. For $i=1$ using the definition of $r_{1}$ we easily see that (20) holds:

$$
r_{1}=\frac{n}{\lceil d / 2\rceil b}\left(1-6 \sqrt{\frac{\lceil d / 2\rceil b \ln n}{n}}\right)=\frac{\ln n}{\ln 2} \beta\left(1-6 \sqrt{\frac{\ln 2}{\beta}}\right) .
$$

Let us assume the bounds hold for $r_{i-1}$ whenever $i \in\{2, \ldots,\lceil d / 2\rceil-1\}$. Now we compute $r_{i}$ :

$$
r_{i}=\frac{n r_{i-1} \ln 2}{\lceil d / 2\rceil b \ln n+r_{i-1} \ln 2}-\sum_{j=0}^{i-1} r_{j}=\frac{n r_{i-1} \beta}{n+r_{i-1} \beta}-\sum_{j=1}^{i-1} r_{j}-1 \leq r_{i-1} \beta
$$

So by the inductive hypothesis, $r_{i} \leq \frac{\ln n}{\ln 2} \beta^{i}$. As to the lower bound, we note that $n$ large enough ensures that $r_{i-1}$ is the largest among $r_{1}, \ldots, r_{i-1}$.

$$
r_{i} \geq r_{i-1} \beta\left[\frac{n}{r_{i-1} \beta+n}\right]-i r_{i-1} \geq r_{i-1} \beta\left[1-\frac{r_{i-1} \beta}{n}-i \beta^{-1}\right] .
$$

To bound this,

$$
i \beta^{-1} \leq(d / 2)\left(\frac{\ln n}{2 n \ln 2}\right)^{1 / d} \beta^{-1 / 2} \leq 3 \beta^{-1 / 2}
$$

as long as $d \leq c \ln n / \ln \ln n$ for some constant $c$ and $n$ sufficiently large. Also, the bound $r_{i-1} \leq \frac{\ln n}{\ln 2} \beta^{i-1}$ gives

$$
\frac{r_{i-1} \beta}{n} \leq \frac{\ln n}{n \ln 2} \beta^{i} \leq \frac{\ln n}{n \ln 2} \beta^{\lceil d / 2\rceil-1}=2 \beta-1 \leq 3 \beta^{-1 / 2}
$$

for any $d \geq 1$. So, we combine these and see that $r_{i} \geq r_{i-1} \beta\left(1-6 \beta^{-1 / 2}\right)$. By the inductive hypothesis, $r_{i} \geq\left(1-6 \beta^{-1 / 2}\right)^{i} \frac{\ln n}{\ln 2} \beta^{i}$ and the proof is finished.

Claim 1 proves that all of the $\lceil d / 2\rceil$ subgames are won by Maker and so Maker can construct a path of length at most $d$ between any pair of vertices. In particular, our values of $b$ and $r_{[d / 2\rceil-1}$ ensure that inequality (19) is satisfied. Indeed, for any pair of vertices $u, v$ Maker can achieve that the $\lfloor d / 2\rfloor$-neighborhoods of both vertices have sizes at least $n / 2$, therefore they are intersecting and their distance in Maker's graph will be at most $d$.

This completes the proof that Maker's strategy is successful and

$$
b=\frac{n \ln 2}{\lceil d / 2\rceil \ln n} \beta^{-1}>\frac{1}{2 d}\left(\frac{n}{\ln n}\right)^{1-1 /\lceil d / 2\rceil}
$$

4.2. Proof of Theorem 4-Breaker's strategy, $a=1$. We will show that Breaker has a winning strategy for $a=1, b \geq 4 d^{1 /(d-1)} n^{1-1 /(d-1)}$ and $n$ is sufficiently large.

In Breaker's first move, he will choose an edge between $u$ and $v$. (If Maker goes first, Breaker will make sure that neither $u$ nor $v$ is incident to Maker's first edge.) We give a strategy for Breaker to ensure that $\operatorname{dist}_{M}(u, v)>d$. Then at each move Breaker will play two roles. He will use $d^{1 /(d-1)} n^{1-1 /(d-1)}$ edges to ensure the maximum Maker degree is small and then will use the remaining edges to ensure that every vertex in the $i^{\text {th }}$ Maker's neighborhood of $u$ is adjacent by a Breaker edge to every vertex in the $j^{\text {th }}$ Maker's neighborhood of $v$ for $j=0, \ldots, d-1-i$. If Breaker succeeds in his plan, then since Maker can have no edge between the $i^{\text {th }}$ ball around $u$ and the $(d-i-1)^{\text {st }}$ ball around $v$, it is impossible for Maker to occupy any path of length at most $d$ between $u$ and $v$, and Breaker wins.

Breaker will play as MINDEG-Maker with $a_{\text {MINDEG }}=b_{1}:=d^{1 /(d-1)} n^{1-1 /(d-1)}$ and $b_{\text {MINDEG }}=1$. By Lemma 6, Breaker (i.e., MINDEG-Maker) has a winning strategy to keep the maximum degree in Maker's graph, $\Delta$ (i.e., minimum degree in Breaker's graph at least $n-1-\Delta$ ), at most

$$
\begin{align*}
\Delta & \leq n-1-\left(\frac{b_{1} n}{b_{1}+1}+\frac{6 b_{1}}{\left(b_{1}+1\right)^{3 / 2}} \sqrt{n \ln n}\right) \\
& \leq \frac{n}{b_{1}}+6 \sqrt{\frac{n \ln n}{b_{1}}}  \tag{21}\\
& \leq\left(\frac{n}{d}\right)^{1 /(d-1)}+6 d^{-1 /(2 d-2)} \sqrt{n^{1 /(d-1)} \ln n} \\
& \leq\left(\frac{n}{d}\right)^{1 /(d-1)} \exp \left\{6 d^{1 /(2 d-2)} \sqrt{\frac{\ln n}{n^{1 /(d-1)}}}\right\} .
\end{align*}
$$

The remaining number of edges used by Breaker in a turn is $b_{2}:=b-b_{1}$. We will guarantee that, for some $k \in\{0, \ldots, d\}$, the intersection of the balls around $u$ and $v$, namely $B_{k}(u) \cap B_{d-k}(v)$, is empty. Let $x y$ be the edge chosen by Maker in the preceding move.

For any pair of disjoint vertex sets $X$ and $Y, E(X, Y)$ denotes the set of edges with one endpoint in $X$ and the other in $Y$. There are 2 cases in Breaker's strategy.
(i) Vertex $x$ is as close to $u$ as $y$ is and vertex $y$ is as close to $v$ as $x$ is. Let $i=\operatorname{dist}(x, u)$ and $j=\operatorname{dist}(y, v)$. If $i \leq d-1$, then Breaker will choose each edge in $\bigcup_{k=0}^{d-i-1} E\left(N_{k}(x), B_{d-i-1-k}(v)\right)$. If $j \leq d-1$, then Breaker will choose each edge in $\bigcup_{k=0}^{d-j-1} E\left(N_{k}(y), B_{d-j-1-k}(u)\right)$.
(ii) Vertex $x$ is closer than $y$ to both $u$ and $v$.

Let $i=\operatorname{dist}(x, u)$ and $j=\operatorname{dist}(x, v)$. If $i \leq d-2$, then Breaker will choose each edge in $\bigcup_{k=0}^{d-i-2} E\left(N_{k}(y), B_{d-i-2-k}(v)\right)$. If $j \leq d-2$, then Breaker will choose each edge in $\bigcup_{k=0}^{d-j-2} E\left(N_{k}(y), B_{d-j-2-k}(u)\right)$.

Suppose for a contradiction, that Maker chooses the edge $\left\{x^{\prime}, y^{\prime}\right\}$ which results in a path of length at most $d$ from $u$ to $v$. Let $x^{\prime}$ be closer to $u$ than $y^{\prime}$ and $x^{\prime} \in N_{i}(u)$ and $y^{\prime} \in N_{j}(v)$. By the supposition, $i+j \leq d-1$. Before Maker chooses $\left\{x^{\prime}, y^{\prime}\right\}$, we look for the first point in the game at which $x^{\prime}$ is distance $i$ from $u$ and $y^{\prime}$ is distance $j$ from $v$.

By symmetry we may assume, without loss of generality, that $x^{\prime}$ becoming distance $i$ from $u$ does not happen before $y^{\prime}$ becomes distance $j$ from $v$. When $x^{\prime}$ becomes a member of $N_{i}(u)$, it means that there is another edge $\left\{x^{\prime \prime}, y^{\prime \prime}\right\}$ that Maker chose in a path of length $i$ from $u$ to $x^{\prime}$. Without loss of generality, we may choose $x^{\prime \prime}$ to be closer to $u$ than $y^{\prime \prime}$, denoting $x^{\prime \prime} \in N_{\ell}(u)$. Hence, $x^{\prime} \in N_{i-\ell}\left(x^{\prime \prime}\right)$.

If $\left\{x^{\prime \prime}, y^{\prime \prime}\right\}$ is in case (ii), then Breaker will occupy all edges in $E\left(N_{k}\left(x^{\prime \prime}\right), B_{d-\ell-1-k}(v)\right)$ for any $k \leq d-\ell-1$. Since $i \leq d-1, i-\ell \leq d-\ell-1$ and we may choose $k=i-\ell$. In particular, Breaker occupies every edge in $E\left(\left\{x^{\prime}\right\}, B_{d-i-1}(v)\right)$, since $d-i-1=d-\ell-1-(i-\ell)$. Since $j \leq d-i-1, y^{\prime} \in N_{j}(v) \subseteq B_{d-i-1}(v)$ and $\left\{x^{\prime}, y^{\prime}\right\}$ was chosen by Breaker, so it is not available for Maker to take later.

If $\left\{x^{\prime \prime}, y^{\prime \prime}\right\}$ is in case (iii), then Breaker will occupy all edges in $E\left(N_{k}\left(y^{\prime \prime}\right), B_{d-\ell-2-k}(v)\right)$ for any $k \leq d-\ell-2$. Since $i \leq d-1, i-\ell-1 \leq d-\ell-2$ and we may choose $k=i-\ell-1$. In particular, Breaker occupies every edge in $E\left(\left\{x^{\prime}\right\}, B_{d-i-1}(v)\right)$, since $d-i-1=d-\ell-2-(i-\ell-1)$. Since $j \leq d-i-1$, $y^{\prime} \in N_{j}(v) \subseteq B_{d-i-1}(v)$ and $\left\{x^{\prime}, y^{\prime}\right\}$ was chosen by Breaker, so it is not available for Maker to take later.

Having thus proven that the above strategy by Breaker will ensure diameter at least $d+1$, we compute the value of $b_{2}$.

Consider the number of edges that Breaker takes in case (il). The total number of edges needed is at most:

$$
\begin{align*}
& \sum_{k=0}^{d-i-1} \Delta^{k} \sum_{\ell=0}^{d-i-1-k} \Delta^{\ell}+\sum_{k=0}^{d-j-1} \Delta^{k} \sum_{\ell=0}^{d-j-1-k} \Delta^{\ell} \\
& =\frac{1}{\Delta-1} \sum_{k=0}^{d-i-1}\left(\Delta^{d-i}-\Delta^{k}\right)+\frac{1}{\Delta-1} \sum_{k=0}^{d-j-1}\left(\Delta^{d-j}-\Delta^{k}\right) \\
& =\frac{1}{(\Delta-1)^{2}}\left[(d-i) \Delta^{d-i+1}-(d-i+1) \Delta^{d-i}+1\right]  \tag{22}\\
& \quad+\frac{1}{(\Delta-1)^{2}}\left[(d-j) \Delta^{d-j+1}-(d-j+1) \Delta^{d-j}+1\right]
\end{align*}
$$

Case (iii) gives a similar expression

$$
\begin{align*}
& \frac{1}{(\Delta-1)^{2}}\left[(d-i-1) \Delta^{d-i}-(d-i) \Delta^{d-i-1}+1\right]  \tag{23}\\
& \quad+\frac{1}{(\Delta-1)^{2}}\left[(d-j-1) \Delta^{d-j}-(d-j) \Delta^{d-j-1}+1\right]
\end{align*}
$$

Observe that, since Breaker's strategy is successful at preventing a length $d$ path from $u$ to $v, i+j \geq d$ for case (ii) and $i+j \geq d+1$ for case (iii). Claim 2 is a general statement for integers:

Claim 2. Let $\Delta$, $n$ be positive integers. Then for $k=1, \ldots, n-1$,

$$
\begin{aligned}
f(k) & :=\left[(n-k) \Delta^{n-k+1}-(n-k+1) \Delta^{n-k}+1\right]+\left[k \Delta^{k+1}-(k+1) \Delta^{k}+1\right] \\
& \leq(n-1) \Delta^{n}-n \Delta^{n-1}+1+(\Delta-1)^{2}
\end{aligned}
$$

Proof of Claim 2. By symmetry, $f(k)=f(n-k)$. So it is sufficient to show that $f(k) \geq f(k+1)$ for $k \in\{1, \ldots,\lfloor(n-1) / 2\rfloor\}$.

$$
\begin{aligned}
& f(k)-f(k+1) \\
&= {\left[(n-k) \Delta^{n-k+1}-(n-k+1) \Delta^{n-k}+1\right]+\left[k \Delta^{k+1}-(k+1) \Delta^{k}+1\right] } \\
&-\left[(n-k-1) \Delta^{n-k}-(n-k) \Delta^{n-k-1}+1\right]-\left[(k+1) \Delta^{k+2}-(k+2) \Delta^{k+1}+1\right] \\
&= \Delta^{n-k-1}\left[(n-k) \Delta^{2}-2(n-k) \Delta+(n-k)\right] \\
&-\Delta^{k}\left[(k+1) \Delta^{2}-2(k+1) \Delta+(k+1)\right] \\
&=(\Delta-1)^{2} \Delta^{k}(n-k)\left[\Delta^{n-2 k-1}-\frac{k+1}{n-k}\right] .
\end{aligned}
$$

Since $k \leq\lfloor(n-1) / 2\rfloor$,

$$
\Delta^{n-2 k-1} \geq 1 \geq \frac{k+1}{n-k}
$$

Thus, it must be the case that $f(k)$ attains its maximum at $k=1$ and $k=n-1$ and the claim is proven.

Therefore, in case (ii) (where $i+j \geq d$ ), the term in (22) is bounded above by

$$
\frac{1}{(\Delta-1)^{2}}\left[(2 d-i-j-1) \Delta^{2 d-i-j}-(2 d-i-j) \Delta^{2 d-i-j-1}+1+(\Delta-1)^{2}\right]
$$

In case (iii) (where $i+j \geq d+1$ ), the term in (23) is bounded above by

$$
\frac{1}{(\Delta-1)^{2}}\left[(2 d-i-j-3) \Delta^{2 d-i-j-2}-(2 d-i-j-2) \Delta^{2 d-i-j-3}+1+(\Delta-1)^{2}\right] .
$$

It can be shown that, for $\Delta \geq 3$, both expressions are maximized by making $i+j$ as small as possible so in any case, $b_{2}$ is bounded above by

$$
\begin{equation*}
\frac{1}{(\Delta-1)^{2}}\left[(d-1) \Delta^{d}-d \Delta^{d-1}+1+(\Delta-1)^{2}\right] \tag{24}
\end{equation*}
$$

As long as $\Delta \geq d$, inequality (24) can be bounded so that $b_{2} \leq d \Delta^{d-2} \exp \{1 / \Delta\}$ whence

$$
\begin{aligned}
b_{2} \leq d \Delta^{d-2} \exp \left\{\frac{1}{\Delta}\right\} & \leq d\left(\frac{n}{d}\right)^{\frac{d-2}{d-1}} \exp \left\{6(d-2) d^{1 /(2 d-2)} \sqrt{\frac{\ln n}{n^{1 /(d-1)}}}+\left(\frac{d}{n}\right)^{\frac{1}{d-1}}\right\} \\
& \leq d^{1 /(d-1)} n^{1-1 /(d-1)} \exp \left\{7 d^{\frac{2 d-1}{2 d-2}} \sqrt{\frac{\ln n}{n^{1 /(d-1)}}}\right\}
\end{aligned}
$$

As long as $d \leq \frac{\ln n}{3 \ln \ln n}$ and $n$ is large enough, we have that

$$
b_{2} \leq d^{1 /(d-1)} n^{1-1 /(d-1)} \exp \left\{7 d^{\frac{2 d-1}{2 d-2}} \sqrt{\frac{\ln n}{n^{1 /(d-1)}}}\right\} \leq 2 d^{1 /(d-1)} n^{1-1 /(d-1)}
$$

Hence, we only used $b_{1}+b_{2} \geq 3 d^{1 /(d-1)} n^{1-1 /(d-1)}$ in order to ensure a Breaker win.
4.3. Proof of Theorem 4-Breaker's strategy, $a \geq 2$. For the sake of simplicity, we deal only with the case $a=2$; the general case is very similar. We will show that Breaker can win if $b \geq 4 n^{1-1 / d}$ and will do so by simply playing the degree game. As we have seen in (21), Breaker can ensure that
$\Delta \leq \frac{2 n}{b}+12 \sqrt{\frac{n \ln n}{b}} \leq \frac{n}{4 n^{1-1 / d}}+12 \sqrt{\frac{n \ln n}{4 n^{1-1 / d}}} \leq n^{1 / d}\left(\frac{1}{2}+6 \sqrt{n^{-1 / d} \ln n}\right) \leq(2 / 3) n^{1 / d}$, as long as $n$ is large enough.

With $\Delta$ being the maximum degree, for any vertex $v$,

$$
\left|B_{d}(v)\right| \leq 1+\sum_{i=0}^{d-1} \Delta(\Delta-1)^{i}=1+\Delta \frac{(\Delta-1)^{d}-1}{(\Delta-1)-1} \leq 1+\left(1+\frac{2}{\Delta-2}\right)\left(\Delta^{d}-1\right)<2 \Delta^{d}
$$

as long as $\Delta \geq 4$.
But then, using the upper bound for $\Delta$ and recalling $d \geq 2$,

$$
\left|B_{d}(v)\right|<2 \Delta^{d}<2\left(\frac{2}{3} n^{1 / d}\right)^{d} \leq \frac{8}{9} n .
$$

So, for any vertex $v$, there is at least one vertex of distance greater than $d$ from it. Note that in order for Breaker to win this degree game, we need to have that $b \leq n /(4 \ln n)$. Since $b=4 n^{1-1 / d}$, this holds for $d \leq \ln n /(2 \ln \ln n)$ and $n$ large enough.
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