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ABSTRACT 

In this paper, we focus on the energy efficiency of secure communication in wireless sensor networks (WSNs). 

Our research considers link layer security of WSNs, investigating both the ciphers and the cryptographic 

implementation schemes, including aspects such as the cipher mode of operation and the establishment of 

initialization vectors. We evaluate the computational energy efficiency of different symmetric key ciphers 

considering both the algorithm characteristics and the effect of channel quality on cipher synchronization. 

Results show that the computational energy cost of block ciphers is less than that of stream ciphers when data 

is encrypted and transmitted through a noisy channel. We further investigate different factors affecting the 

communication energy cost of link layer cryptographic schemes, such as the size of payload, the mode of 

operation applied to a cipher, the distribution of the initialization vector, and the quality of the 

communication channel. A comprehensive performance comparison of different cryptographic schemes is 

undertaken by developing an energy analysis model of secure data transmission at the link layer. This model is 

constructed considering various factors affecting both the computational cost and communication cost and its 

appropriateness is verified by simulation results. In conclusion, we recommend using a block cipher instead of 

a stream cipher to encrypt data for wireless sensor network applications and using a cipher feedback scheme 

for the cipher operation, thereby achieving energy efficiency without compromising the security in WSNs.   

 

Keywords - wireless sensor networks; security; encryption; cryptographic algorithm; stream cipher; block 

cipher 

 

1 INTRODUCTION 

Secure data transmission is important in wireless sensor networks (WSNs) which can be used in a variety of 

scenarios ranging from medical applications to environment monitoring. The energy efficiency of security methods 

applied to WSNs has become important due to the open media and broadcast nature of WSN communication and the 

limited energy supply of the sensor device [1]. Security requirements in WSNs include four major aspects: data 



confidentiality, data integrity, data authentication, and data freshness [2]. To cater to these security requirements, 

cryptography is typically applied to the data and additional energy cost is introduced as a result. The energy cost 

includes both the computational cost and the communication cost and is affected by both the cryptographic algorithm 

(i.e., cipher) and the cryptographic implementation scheme1 being used.  

The energy limitation of a sensor device is a challenging constraint in WSNs. Researchers have focused on 

studying cryptographic algorithms which have direct impact on the computational energy cost in a WSN, by 

evaluating existing cryptographic algorithms [3][4] or proposing new energy efficient ciphers [5][6]. However, these 

studies are mainly based on the algorithm itself, independent of the cryptographic scheme. Other proposals focus on 

the cryptographic scheme such as the TinySec link layer security architecture [7], SPINS [2] and other encryption 

schemes based on, or developed from, TinySec [8][9][10][11][12]. Although these proposed schemes do consider 

energy efficiency in their recommendations for the application of cryptography, no effort has been made to 

effectively study the energy efficiency of a sensor node in a noisy environment, considering both the cryptographic 

algorithm and the cryptographic scheme as a whole.  

In this paper, we explore the energy efficiency of secure data transmission at the link layer in WSNs by 

considering both the computational cost and communication cost. We investigate both the intrinsic factors and 

extrinsic factors which affect the computational cost of the cryptographic algorithms, including both stream ciphers 

and block ciphers. As well, we explore effects on the energy consumption of cryptographic schemes, from factors 

such as the packet size, the process used in the distribution of the initialization vector, and the channel quality. We 

present the integrated performance evaluation for different ciphers and schemes by developing an analysis model for 

a sensor node, which considers various factors. The appropriateness of the model is verified and supported by 

extensive simulation results. Based on our modeling and analysis, we propose an effective security scheme which 

utilizes a block cipher with a ciphertext feedback scheme to encrypt the data, thereby achieving enhanced energy 

efficiency as well as secure data transmission in WSNs.   
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1 We use the term "cryptographic implementation scheme" or simply "cryptographic scheme" in this paper to refer to the method of applying a cipher to the 

plaintext data. For example, while a cryptographic system may use the block cipher Advanced Encryption Standard (AES [17]) as its cryptographic 

algorithm, the mode of operation applied (e.g. cipher block chaining (CBC) [30]) and the process associated with establishing the initialization vector (IV) 

are important components of the cryptographic scheme. 



2 ENERGY COST IN A SECURE WSN 

2.1 Cryptography in WSNs 

In many WSNs, the confidentiality of data is often critical since the information transmitted by a sensor node may 

contain private information, such as the health condition of a patient. For this purpose, we focus on exploring 

symmetric key cryptographic algorithms and schemes for the basic communication behavior of a sensor node. Our 

network model assumes that a sensor node encrypts the sensing data and transmits the ciphertext out. The receiver 

can be a cluster head, an aggregator or the base station, which will decrypt the message for further analysis. Two 

fundamental categories of ciphers, symmetric key ciphers and asymmetric (or public) key ciphers use different 

mechanisms to achieve security: asymmetric cryptography depends on the difficulty of a mathematical problem and 

symmetric key cryptography focuses on the structure of simple iterative cryptographic operations [13]. Because 

significantly less energy is required, symmetric key ciphers are preferred for use in the encryption of data transmitted 

by a sensor node. 

Symmetric key cryptographic algorithms include two types of ciphers, as shown in Figure 1: stream ciphers and 

block ciphers [13]. A stream cipher typically operates on one bit of data by XORing the generated keystream bit with 

a plaintext bit, whereas a block cipher operates on a block of data (typically 64 bits or 128 bits) by iterating through 

rounds of simple cryptographic operations, such as nonlinear substitution and linear transformation. A mode of 

operation is often applied to a block cipher to make the cipher’s operation suitable for a given application. Such 

modes include cipher block chaining (CBC) mode, counter mode, and cipher feedback (CFB) mode [13].  

 

Fig. 1. Symmetric key cryptographic algorithms. 
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A symmetric key block cipher uses the same cipher key for both the encryption and decryption, which is assumed 

to be already known by the communicating parties. This cipher key can be embedded inside the sensor device before 

its deployment or established by a specialized key agreement at the beginning of communication [2]. Note that, in 

most applications, key establishment will be very infrequent and, as a result, the relatively high cost of a key 

agreement protocol can be expected to have little impact on the battery life of the sensor node in comparison to the 

ongoing encryption and transmission of sensor data. Hence, in our research, we assume the cipher key is established 

in a sensor node prior to our analysis and we do not consider the effects of key establishment.  

Encryption is used to achieve the confidentiality between two communicating parties, preventing potentially 

sensitive information from being obtained by an inappropriate party. At the same time, a message authentication code 

(MAC) [13] can be transmitted in a packet, so that the receiver side can use it to judge the validity of a packet. In a 

security scheme, a MAC can provide both data integrity and data authentication. Using a MAC instead of a 

checksum or CRC is necessary in a WSN since both the channel quality and a malicious attack can influence the 

correctness of a received message. In our work, we assume that, at the receiver, to eliminate the potential possibility 

of malicious attack, a packet will be dropped if the MAC value calculated from the received data does not match the 

MAC accompanying the received data. 

2.2 Energy Cost Calculation 

The energy cost of a sensor node related to cryptographic operations consists of two parts: the communication 

cost and the computational cost. For communication energy cost, we consider the transmitting and receiving energy 

cost; while for computational cost, we consider the encryption cost and MAC calculation cost. In our research, the 

energy cost calculation is based on the structure of the Mica series sensor devices [14][15], which are representative 

products that have been widely studied and used in recent years. However, it is worth noting that the proposed 

analysis approach can be easily applied to other sensor products.  

The operation of a sensor node mainly includes sensing data from the environment being monitored (such as 

temperature, heart rate, etc.), processing the collected data using a microprocessor (for example, the 8-bit Atmel 

Atmega128 CPU [16]), and transmitting messages out using small size packets (typically not larger than 30 bytes). 

Figure 2 shows a typical packet format of a sensor node derived from TinySec [7] and its notation is explained in 



Table I. The initialization vector (IV) used by the encryption scheme can be transmitted with the payload (as shown 

in the figure) or be transmitted independently, determined by the specific cryptographic scheme adopted (which will 

be explicitly explained in the following sections).  

 

TABLE I. NOTATION USED IN THE PACKET FORMAT 

Symbol Size (bits) Description 
START SYMBOL Nss Start symbol used for medium access. 

DEST Destination address of the receiver. 
AM Active message handler type. 
LEN 

Nhd 

(sum) 
Size of the packet. 

IV Niv Initialization vector information. 
PAYLOAD Npld Payload, usually variable. 

MAC Nmac Message authentication code. 
 

 

Fig. 2. Typical packet format for a sensor node 

The cryptographic energy cost is calculated as the sum of the communication and computational energy costs as 

detailed in the following sections. 

2.2.1 Communication Energy Cost 

The energy cost of a sensor node for transmitting one packet ( ) depends on the current drawn from the battery 

by the transceiver circuitry in transmitting mode ( ), the voltage ( ), the size of the packet ( ), and the bit rate 

of transmission (R), and is given by 

.                             (1) 

Similarly, the energy cost of receiving one packet ( ) can be expressed as 

,                             (2) 

where  is the current in receiving mode. 
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2.2.2 Computational Energy Cost 

We consider two parts of computational energy cost introduced by cryptographic operation: encryption and MAC 

generation. Since a sensor node is manufactured to be low power and low cost, most devices use an 8-bit 

microprocessor for data processing, such as one from the Atmel AVR ATmega series [14]. We calculate the energy 

by determining the number of CPU cycles to finish the cryptographic processing. Two factors impact the 

computational energy cost: the cipher algorithm efficiency and the payload size. When considering the use of a 

symmetric key cipher, the block size is an important parameter in the energy cost calculation, as this determines how 

many encryption operations are to be carried out. From the perspective of a sensor node, whose main function is to 

transmit collected sensor information, the encryption and MAC processing energy costs per packet (  and , 

respectively) are given by:    

                 (3) 

and 

            ,      (4) 

where  represents the CPU’s power,  represents the CPU’s clock frequency, Cenc and Cmac represent the 

number of clock cycles required to encrypt one block for the encryption scheme and the MAC, respectively, and the 

packet parameters (Npld, Npkt, Nss, and Nmac) are defined in Table I. For a block cipher,  is the block size, while for a 

stream cipher,  represents the keystream block size which is the amount of keystream produced at one time to be 

used in the bit-wise XOR of b bits in parallel. The symbol  denotes the ceiling operator. Note that we assume that 

the MAC is produced using a block cipher of block size  in CBC mode [13] and is applied across all fields of 

the packets except the start symbol.  

2.3 Performance Metrics 

In a WSN, energy and security are two key considerations. Although security is a design goal, it is not practical to 

evaluate a cryptographic algorithm or scheme by taking the level of the security as a metric. Although security 

schemes may be identified to have weaknesses, such flaws are not always evident or easily quantifiable. Hence, we 
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shall assume that schemes using accepted cryptographic algorithms and methods with reasonable block and key sizes 

are secure, and the metric we shall use to evaluate the cryptographic performance in a WSN is based on the energy 

consumption. We choose as a metric the amount of valid information successfully transmitted from the sensor node 

per Joule of energy consumed in the transmission process and refer to this metric as “energy efficiency”. Because the 

main focus of this paper is on evaluating cryptographic schemes, we consider only the energy costs related to security 

operation in a sensor node and ignore the energy requirement of other types of processing.  

The valid information successfully transmitted refers to the data in packets which are received and decrypted 

correctly. That is to say, if a packet is transmitted with a corruption of its start symbol or packet header, the packet is 

considered to be not valid since the receiver will not receive it. As well, if other fields of packet are corrupted, the 

MAC verification will fail and the data will be discarded and also considered not valid. Many factors will influence 

the energy efficiency of a sensor node. In the following sections, we will analyze it from both the perspective of 

cryptographic algorithm and the applied cryptographic scheme. 

3 CRYPTOGRAPHIC ALGORITHMS IN WSNS 

Data encryption is an important aspect of applying security to a WSN. Although the transmission of data is 

typically the most energy consuming activity in a wireless sensor node, it is also important to select an energy 

efficient cipher that will minimize the energy consumption of the sensor node. In WSNs, energy limitations make the 

security schemes focus on ciphers with efficient computational energy consumption. Hence, the symmetric key 

cipher is typically utilized to encrypt data for transmission. In this section, we analyze the computational cost of 

symmetric key ciphers in a WSN, including analyses of both block ciphers and stream ciphers.  

3.1 Factors Affecting the Computational Cost 

Before evaluating the energy consumption of different cryptographic algorithms in a sensor node, we first discuss 

different factors which directly affect the computational energy cost. These factors can be divided into two types: (1) 

intrinsic nature of the algorithm structure; (2) extrinsic factor of channel quality, which influences the frequency of 

cryptographic resynchronization. Both the intrinsic and extrinsic factors interactively affect the computational energy 

cost of cryptographic algorithms in a WSN.   
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3.1.1 Intrinsic Factors: Characteristics of the Algorithms 

(1) Structure of the Cryptographic Algorithm 

Cryptographic algorithms may vary significantly in structure. Many block ciphers, such as Advanced Encryption 

Standard (AES) [17], make use of a number of rounds of operations such as substitutions (S-boxes) and linear 

transformations. To satisfy some special needs, such as low circuit area and limited resources, some lightweight 

ciphers have been designed [18]. For many applications in WSNs, a sensor node is an energy limited device 

transmitting low entropy information with a limited life span. Hence, lightweight ciphers with energy efficiency are 

good candidates for such applications. Lightweight ciphers are often designed to provide just sufficient security, 

which may not offer as much as provided by AES [17]. For example, a lightweight block cipher may use a smaller 

block size and key size than AES. 

(2) Size of Encryption Operands 

The size of encryption operands is different for stream ciphers and block ciphers. Stream ciphers typically operate 

on one bit of plaintext data to produce one ciphertext bit. This is typically achieved by XORing plaintext bits with a 

pseudorandom sequence of bits called keystream to produce the ciphertext bits. For practicality, blocks of plaintext 

bits can often be XORed with keystream bits in parallel. In contrast, block ciphers process an entire block of plaintext 

bits (typically, 64 bits or 128 bits) at one time to produce a block of ciphertext bits. When encrypting a large 

sequence of plaintext bits, stream ciphers can straightforwardly operate on variable lengths. However, block ciphers 

may need to pad plaintext out to have a length that is a multiple of the block size and in WSNs the resulting extra 

ciphertext bits may lead to an increased transmission energy cost to the sensor node.  

(3) Key Setup 

Usually there is a key setup period in the operation of symmetric key ciphers. For example, AES has a key 

expansion phase to generate round keys from the cipher key. Although the detailed operation of key setup varies for 

different ciphers, it can be complicated and take relatively long time to finish. However, in WSNs, key setup is 
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typically very infrequent since it will only follow the establishment of a new cipher key. Hence, the energy 

consumption introduced by key setup is very small over the lifetime of the sensor node. 

(4) Initialization Vector (IV) Setup 

Setup of the initialization vector (IV) takes place in symmetric key ciphers whenever a new IV is established. For 

example, stream ciphers must periodically re-initialize the keystream based on an updated IV to ensure that the 

transmitter and receiver are synchronized in their encryption and decryption processes, respectively. For block 

ciphers, most modes of operation [13] use IVs, which are periodically updated to establish synchronization between 

encryption and decryption. When a block cipher is used in a stream cipher mode such as counter mode, the setup of 

the IV is equivalent to the setup for the keystream. The energy cost of IV setup for stream ciphers is typically much 

higher than that of block ciphers, and as we shall see, in a WSN, the energy cost of IV setup is especially critical in 

the determination of whether to use a stream cipher or a block cipher. 

3.1.2 Extrinsic Factors: Quality of Communication Channel 

In a noisy communication channel, bit errors may result in packet loss or corruption and the resulting decryption 

may lose synchronization with the encryption process. This can be resolved by periodic resynchronization via the 

transfer of a new IV. However, the energy cost of resynchronization will directly impact the lifetime of the sensor 

device and is influenced by the channel condition since poor channel quality may lead to the need of frequent 

resynchronization. The computational cost of resynchronization will be different for block ciphers and stream ciphers 

due to the variation in the IV setup phases. In this section, we focus on the computational energy cost of 

cryptographic resynchronization for different ciphers, with its communication cost being explicitly investigated in 

Section 4.  

(1) Block Cipher Resynchronization 

When using block ciphers, the computational cost of encryption can be calculated directly by the number of data 

blocks times the energy cost per block. That is, fixed computational energy is consumed per data block encrypted. 

The computational energy cost of IV setup for a block cipher typically includes only a few CPU cycles to complete 

operations such as loading and storing the new IV. The computational cost of key setup for block ciphers can be 
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more substantial. However, we assume that key setup is very infrequent and base our analysis on the assumption that 

the round keys used by a block cipher are already generated and stored. 

(2) Stream Cipher Resynchronization 

For stream ciphers, two phases are included in the operation of the cipher: (1) keystream setup based on an 

updated IV (that is, IV setup) and (2) keystream generation and encryption of plaintext. For most stream ciphers, the 

computational energy cost of resynchronization (causing IV setup) may take a considerable proportion of the total 

computational energy cost. This is particularly noticeable for RC4 [19], which will be presented in our analysis later.  

3.2 Symmetric Key Cipher Evaluation 

Our evaluation of the cryptographic algorithms includes two parts: (1) consideration of intrinsic factors only, that 

is, evaluating the symmetric key cipher’s energy performance directly; (2) consideration of extrinsic factors, which 

means applying the cipher to a protocol used in a noisy wireless channel. 

3.2.1 Considering Intrinsic Factors 

As a low cost device, a sensor node usually employs an 8-bit microcontroller to implement different kinds of 

operations. Hence, in our evaluation, we use the number of CPU cycles per byte to evaluate the computational energy 

efficiency of symmetric key ciphers. The number of cycles is obtained from an implementation of the cipher in 

assembly language on the ATmega128 CPU [16], a popular 8-bit microcontroller, used in wireless sensor devices 

such as Mica2 [15].  

(1) Block Cipher Comparison 

We consider the energy performance of three block ciphers when applied in WSNs. The selected block ciphers are 

AES [17], Skipjack [20], and Byte-oriented Substitution Permutation Network (BSPN) (first proposed in [21] and 

applied to WSNs in [22]). We have selected these three ciphers since they represent different characteristics of 

symmetric key cryptographic algorithms: AES shows the most popularity and trustworthiness for encryption, 

Skipjack has been proposed for application to WSNs (such as in TinySec) and BSPN is a novel cipher designed 

explicitly for efficient implementation by 8-bit microcontrollers. Characteristics and implementation results of these 



ciphers are shown in Table II. From the results, we can see that the performance of Skipjack is slightly better than 

AES, however, Skipjack has been noted to have security weakness under certain cryptanalyses [24][25]. Among the 

three block ciphers, BSPN requires the fewest number of CPU cycles per byte and thus has the lowest computational 

energy cost. As a lightweight block cipher, BSPN is conjectured to provide suitable security to sensor nodes, capable 

of resisting important attacks such as linear cryptanalysis and differential cryptanalysis [21]. 

TABLE II. CHARACTERISTICS OF BLOCK CIPHERS 

Block cipher Block size Key size # Rounds Cycles per block Cycles per byte 
AES 128 bits 128 bits 10 3266 204 

Skipjack 64 bits 80 bits 32 1482 186 
BSPN 64 bits ≥ 64 bits 8 796 99 

 

Since the cipher is implemented by software (i.e., by assembly language), the number of CPU cycles is directly 

related to the architecture of the block cipher and instruction set of the CPU. The characteristics of the block cipher’s 

substitution and linear transformation are two critical factors affecting the number of CPU cycles. BSPN is the most 

efficient among the three ciphers because of its efficiency of linear transformation for an 8-bit CPU [22]. 
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      (a) Computational costs of block ciphers.                    (b) Computational costs of stream ciphers. 

Fig. 3. Comparison of cipher computational costs. 

The relation between the number of CPU cycles and the size of the plaintext is illustrated in Figure 3(a). From this 

figure, we can see that the computational energy cost of BSPN is the smallest among the three block ciphers. Note 

that the steps in the figure are caused by the block encryption nature of the cipher. The implementation of AES is an 
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efficient 8-bit implementation based on using the “xtime” operation for MixColumns [26]. Although AES requires 

more cycles per bytes than BSPN, it should be noted, that AES is designed for a 128-bit key and block size, while 

BPSN is designed for a 64-bit block size, although its key size can be easily extended to 128 bits [22]. 

(2) Stream Cipher Comparison 

We have selected three stream ciphers for comparison: RC4 [19], Sosemanuk [27] and Salsa [28]. RC4 is a 

popular stream cipher generating a small size (8 bit) keystream block to XOR with 8 bits of plaintext, and 

Sosemanuk and Salsa are from the eSTREAM project (Profile I)2 and are considered secure and designed for 

software purposes.  

TABLE III. CHARACTERISTICS OF STREAM CIPHERS. 

CPU cycles 
Stream cipher Keystream block size 

Setup Encrypt 
Cycles per byte (encrypt)

RC4 8 bits 18787 31 31 
Sosemanuk 640 bits 8739 8559 107 

Salsa 512 bits 60 17812 279 
 

We have implemented RC4 in assembly language on the ATmega128 and the results for the other two ciphers are 

taken from [29], which uses the same platform to compare stream ciphers. Table III shows the characteristics and 

implementation results of the three stream ciphers. From the results, we can see that, if not considering the IV setup 

period, RC4 uses the fewest number of cycles to generate the keystream bytes for encryption. However, the energy 

efficiency of the stream ciphers is significantly influenced by the resynchronization frequency as we shall see in 

Section 3.2.2. The relation between the number of CPU cycles and the size of the plaintext is illustrated in Figure 

3(b), which is obtained on the assumption that the IV setup phase only happens once at the beginning of 

communication and then the keystream is generated continuously. As the number of bytes increases, RC4 achieves 

the best energy performance since dramatically fewer cycles are needed to generate the keystream bytes for 

encryption. 
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2. Although there are also two other stream ciphers selected by the eSTREAM project for Profile I, Rabbit and HC-128, we do not consider them for the 

same reasons explained in [29]: Rabbit is patented and HC-128 is too complicated to be implemented efficiently on an 8-bit CPU. 
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3.2.2 Considering Extrinsic Factors 

We now consider the energy performance of block ciphers and stream ciphers in a noisy communication 

environment. We apply the counter mode of operation to the block cipher to ensure that it functions similarly to a 

stream cipher. This results in a fair comparison between stream ciphers and block ciphers and it is a suitable mode for 

WSN applications [2]. By using block ciphers and stream ciphers, we focus on the energy efficiency by analyzing the 

amount of valid data transmitted per Joule. The analysis is based on the Mica sensor device [15], and uses the 

Periodic IV without ACK scheme (which will be discussed in Section 4.2.3) for the IV distribution. This scheme 

functions by transmitting the IV within an independent packet periodically to resynchronize the cipher. In the 

analysis, bit errors are randomly and independently generated. Figure 4 shows the performance comparison result of 

different ciphers, which is obtained under the bit error rate (BER) of 10-4 with an IV packet sent for every K = 5 data 

packets. Using the MAC, data packets that are detected to be corrupted are discarded and thereby reduce the energy 

efficiency. Other details of the analysis can be found in the following sections, such as the parameters listed in Table 

VI and packet format illustrated in Figure 8. For generating the MAC used in each data packet, we assume that for 

each block cipher case, the block cipher is used in CBC mode to generate the MAC [13]. For the stream cipher cases, 

the MAC is generated by AES used in CBC mode. The analysis results show that the BSPN cipher achieves the best 

energy efficiency and, in general, a sensor node can transmit more valid data per Joule using block ciphers. This 

occurs because BSPN takes a modest number of clock cycles to encrypt each byte and virtually no computational 

energy consumption is associated with the overhead of updating the IV. Although RC4 takes the fewest number of 

cycles per byte to encrypt, it shows the worst energy performance under a noisy channel due to its large number of 

IV setup cycles.  
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Fig. 4. Energy efficiency of different ciphers (K = 5, BER = 10-4). 

4 CRYPTOGRAPHIC SCHEMES IN WSNS 

After analyzing the energy efficiency of cryptographic algorithms, we now investigate cryptographic schemes in a 

WSN, which directly impact the communication energy cost for a wireless sensor node. A cryptographic scheme 

specifies how to use a cryptographic algorithm to achieve secure data transmission. This includes features such as the 

mode of operation and the IV distribution. The cryptographic schemes to be considered will all be based on block 

ciphers.  

In secure communication schemes, encrypted data (or ciphertext) takes the place of the original payload (or 

plaintext) to achieve the data confidentiality. A message authentication code (MAC) functions as the cryptographic 

checksum, providing both data integrity and data authentication. At the receiver, we accept a packet as correctly 

transmitted only when the MAC value calculated from the data received in the packet equals the received MAC value 

and assume that any difference is caused by either a noisy channel or a malicious attacker. 

4.1 Factors Affecting the Communication Cost 

Before evaluating the energy cost of different cryptographic schemes, we first discuss several factors which will 

affect the communication energy cost when cryptography is applied to a WSN. 
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(1) Mode of Operation 

A mode of operation is a method to make use of a symmetric key block cipher when operating on a large bulk of 

data [13]. Cipher block chaining (CBC) mode [30] functions like a chain, each block of ciphertext is obtained by 

encrypting the result of the previous ciphertext block XORed with the current plaintext block, except that the first 

block is generated by XORing plaintext with the IV. Counter mode [30] and cipher feedback (CFB) mode [30] 

function like stream ciphers, which generate keystream by encrypting the value of a counter and a feedback register, 

respectively. Both the counter and feedback register are initialized by IV, and the difference is that the counter value 

is incremented by 1 for each block, while the feedback register stores the previous block of ciphertext. The three 

modes of operation are illustrated in Figure 5 and each mode needs an IV for performing the encryption.  

The mode of operation determines how to use the block cipher to derive the ciphertext and has an impact on the 

communication energy cost in WSNs. CBC mode is a common selection for encrypting large amounts of data and is 

proposed to be used in the TinySec scheme on a per-packet basis [7]. To reduce the size of ciphertext to the same 

number of bits as plaintext, the ciphertext stealing technique [31] is used. However, the ciphertext size cannot be 

decreased below the block size when the amount of plaintext is less than the block size of the cipher. Counter mode 

and CFB mode make the encryption process similar to a stream cipher, which generates the same number of 

ciphertext bits as plaintext bits and counter mode is proposed to be used in WSNs by the SPINS scheme [2]. 

Selection of an appropriate mode of operation for the block cipher is critical: issues such as mode-related security 

weaknesses, error propagation, and loss of data synchronization must be considered in the context of practical WSN 

applications. 

There are also many advanced modes of operation proposed in recent years, which integrate the MAC generation 

with the encryption mode of a block cipher such as counter with CBC-MAC (CCM) mode [32]. Some modes of 

operation can also provide encryption, integrity and authentication in one pass of a block cipher operation such as 

offset codebook (OCB) mode [33] and Galois/counter (GCM) mode [34]. Some researchers propose to use advanced 

modes in WSNs to accelerate the speed of operation and save the computational energy cost of MAC generation. 

However, it is worth noting that, in a WSN, the overall energy cost will not be significantly affected: as our analysis 



results will show later, communication energy cost is the major factor affecting the encryption schemes applied to a 

sensor node and the added cost of computing the MAC is comparatively insignificant. 

 
Fig. 5. Modes of operation of block ciphers. 

(2) Initialization Vector 

The initialization vector (IV) plays an important role in cryptographic mechanisms. Although the content of the 

IV itself is not required to be confidential, the use of a particular IV value should not be repeated. In CBC mode, the 

IV is used to produce the first block of ciphertext, so that the data can be randomized, thereby effectively eliminating 

the repetition of data input to the cipher - an important security consideration [13]. In counter mode, the IV is used to 

initialize the counter value and, since this must be done periodically to ensure synchronization between both ends of 

the communication, it is also important in this case, that IV is not repeated. In CFB mode, the IV can be used to reset 

the feedback at the block cipher input. Although the size of IV should ideally be similar to the block size of the 

cipher for security purposes, to save the communication energy costs, some schemes reduce the size of IV. For 

instance, TinySec [7] reduces the effective IV size to 16 bits, which allows for the possibility of a repeated IV and 

therefore may be considered a potential weakness from a cryptographic point of view.  

In WSNs, IV greatly affects the energy performance of a scheme because of two factors: (1) when transmitted 

between nodes it consumes communication energy and (2) the ciphertext will not be decrypted correctly if the IV is 

not reliably known by both communicating parties.  
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(3) Payload Size and Channel Quality 

To prevent malicious attacks, a packet will be discarded when the MAC verification fails. However, poor channel 

quality may also lead to an unsuccessful MAC verification. Also, a packet with longer payload size will more likely 

lead to the packet being corrupted in a noisy channel.  Hence, both the payload size of a packet and the quality of the 

communication channel will influence the amount of data that needs to be retransmitted and consequently will affect 

the energy efficiency. 

4.2 Description of Cryptographic Schemes 

When a link layer cryptographic scheme is applied in a WSN, the IV is generated by the transmitter and must be 

known to both communication sides. Hence, the generation and distribution of IV content are critical. In this section, 

we explore several typical schemes that can be used for encryption in WSNs and the associated IV distribution 

processes. Typically, IV distribution methods in WSNs have been of two types: (1) including IV in each packet being 

transmitted [7] and (2) transmitting IV in an independent packet periodically [2]. Here we also present another IV 

distribution method, which is based on previous ciphertext collection and does not require the designated IV 

information to be separately transmitted. We have selected several cryptographic schemes encompassing different 

modes of operation and IV distribution approaches, and analyze them in terms of their energy efficiency when 

applied to WSNs. First we describe the schemes. 

4.2.1 CBC Mode + Implicit IV Scheme 

In this scheme, the IV is included in each packet and CBC mode is applied to a block cipher for encryption. We 

use implicit IV as the name to represent a general approach which transmits the IV in each packet so that the receiver 

can recover the IV directly from the received packet to use in the decryption. In this scheme, the IV size is the same 

as the block size of the cipher. The disadvantage of this scheme is that extra bits are to be transmitted, which 

increases the communication energy cost of each packet. The packet format is shown in Figure 6. In the implicit IV 

scheme, the packet will be decrypted correctly when it is transmitted and received without error (i.e., the MAC 

verification passes).  



 

Fig. 6. Packet format of implicit IV scheme. 

4.2.2 TinySec Scheme 

TinySec [7] uses information in each packet to determine the IV and applies CBC mode to a block cipher for 

encryption. Although similar to the implicit IV approach, it minimizes the number of transmitted bits by using some 

information for IV that is already available in the packet. The packet format is shown in Figure 7, where SRC is the 

source address of the sender and CTR is a 16-bit counter. This scheme reduces the energy cost by reducing the 

number of bits being transmitted. The IV is taken from the fields from DEST to CTR. Since the effective size of the 

IV is much less than the block size, it is conceivable that, in some contexts, IV will be repeated over a long duration 

of time. Nevertheless, it is argued that the semantic security of this scheme is sufficient [7]. The energy cost is also 

minimized by applying CBC mode with the ciphertext stealing technique [31] to encrypt the data.  

 
Fig. 7. Packet format of TinySec scheme. 

4.2.3 Counter Mode + Periodic IV without ACK Scheme 

This scheme uses counter mode of a block cipher for encryption, which requires a periodic transfer of IV to 

ensure that the encryption and decryption processes stay synchronized. The SPINS scheme [2] proposes a similar 

approach, providing semantic security without transmission overhead. However, without the periodic transfer of IV, 

a lost data packet will result in a permanent loss of cipher synchronization. For this purpose, a sensor node will 

periodically transmit a special IV packet (separate from data packets) to indicate a new IV for use in encryption. The 

transferred IV functions as initializing the counter of both communicating sides and subsequently the count increases 

by one for each block of data encrypted and decrypted.  

In our study, it is assumed that a corrupted IV packet is simply discarded, resulting in improper decryption of the 

subsequent data packets until a new IV is successfully exchanged. The packet format is shown as Figure 8, which 

includes both the IV packet and the data packet. This scheme reduces the energy cost of a packet over the schemes 
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that include IV in each packet, but results in a high probability that the packet is not properly decrypted when the 

channel quality is poor. This occurs since (1) if the IV packet has been received with errors, subsequent packets 

cannot be decrypted correctly until the next IV packet is transmitted and (2) even if the IV packet is received 

correctly, one data packet that has an error and is discarded will affect the decryption of the following packets until 

the next IV packet is transmitted. 

 

Fig. 8. Packet format of periodic IV without ACK scheme. 

4.2.4 Counter Mode + Periodic IV with ACK Scheme 

This scheme is similar to the previous scheme except that a stop-and-wait ARQ protocol is used to guarantee the 

IV packet is being correctly received. That is, the sensor node periodically transmits the IV packet and judges 

whether the IV packet has been successfully transferred by receiving an acknowledgement from the receiver. In each 

IV distribution process, a sensor node will keep sending the IV packet until it receives the acknowledgement from the 

receiver. Counter mode is also used in this scheme. Packet formats are shown in Figure 9 for the IV packet, the 

acknowledgement (ACK) packet and the data packet. In the ACK packet, the “ACK” field represents the 

acknowledgement information. The energy cost will be higher than the periodic IV without ACK scheme, because 

two new causes of energy consumption are introduced by the ARQ scheme: first, the reception of the ACK packet 

will consume communication energy and, second, the IV packet may be retransmitted several times if the channel 

quality is particularly poor. It is worth noting that, although the ARQ protocol ensures that the IV packet is correctly 

received, corrupted data packets will still be discarded, resulting in a loss of synchronization in the decryption 

counter and, hence, the subsequent data packets will not be decrypted correctly until the next IV is distributed. 
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Fig. 9.  Packet format of periodic IV with ACK scheme. 

4.2.5 CFB Mode + Ciphertext Based IV Scheme 

We propose this cryptographic scheme based on using previously transmitted ciphertext as the IV for the 

encryption of a data packet. A block cipher can be configured by CFB mode, where the data in a packet is encrypted 

by XORing the plaintext block with the output of the block cipher which has used the previous ciphertext block as 

input. We shall consider an approach that resets the feedback at the start of each packet by using b bits of the 

preceding ciphertext (that is, encrypted payload) from the payloads of previous packets as an IV block to be fed to 

the block cipher input. If the previous data packet had at least b bits of payload, (i.e. Npld ≥ b), the last b bits of 

ciphertext from the packet is used as the IV; if the previous data packet had Npld < b then the Npld  ciphertext bits are 

used in the IV along with b-Npld  bits retrieved from the earlier packet(s). Unlike other schemes, this scheme does not 

consume extra energy for either including IV bits in each packet or transmitting separate IV packets. The packet 

format is shown in Figure 10. In this scheme, the current packet being decrypted depends on both the packet itself 

and the previous packets. Note that the initial IV used to produce the first bits of ciphertext can be exchanged during 

the key establishment phase. 

 

Fig. 10. Packet format of CFB scheme. 

4.2.6 Other Schemes 

Other schemes combining cipher modes (e.g. CBC, counter, and CFB) with different methods of IV distribution 

are possible but are not investigated in this paper. For example, it is possible to have a scheme which uses counter 
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mode with an IV sent in every packet to re-initialize the counter value for decryption or with an IV collected from 

previously transmitted ciphertext. Another example would be the application of CBC with IV periodically reset 

through the use of IV packets. Still another example is CFB mode which does not synchronize to a block at the start 

of each packet. Likewise, advanced modes (providing authentication and encryption simultaneously) can also be used 

with different IV distribution schemes. In this paper, we have chosen representative cryptographic schemes to 

investigate. 

5 ANALYSIS OF CRYPTOGRAPHIC SCHEMES 

In this section, we first focus on constructing an analysis model based on the assumption of fixed size packets to 

evaluate the energy performance of the link layer cryptographic schemes. Subsequently, the study will be extended 

through simulation experiments to variable size packets under different probability distributions. In our analysis, we 

take the binary symmetric channel as the channel model to study the energy performance of different encryption 

schemes in the presence of noise.  

5.1 General Analysis for Fixed Size Packets 

5.1.1 Probability of Error-free Packets 

The probability that a packet has one or more bit errors is decided by two factors: the probability of error for each 

bit ( ) and the size of the packet. The probability that a received data packet has no errors ( ) is expressed as  

           (5) 

under the assumption that bit error occurs randomly and independently. The determination of  is listed in Table 

IV for the different cryptographic schemes. Expressions similar to (5) exist for IV and ACK packets. 

TABLE IV. PACKET SIZES FOR DIFFERENT SCHEMES 

Scheme Type Packet size  
CBC + Implicit IV  Data  

TinySec Data 
Data  Counter + Periodic IV without ACK 
IV  
Data  
IV  Counter + Periodic IV with ACK 
ACK  
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Scheme Type Packet size  
CBC + Implicit IV  Data  

CFB + Ciphertext based IV Data  
 

5.1.2 Energy Cost Calculation  

The energy cost calculation has already been discussed in Section 2.2. The total energy cost of one packet 

depends on the type of the packet. For example, in the schemes with periodic IV, the IV packet and ACK packet 

energy cost does not include the encryption energy since the IV and ACK information is not encrypted. However, for 

all packet types, the MAC is calculated with the resulting energy cost. This is summarized in Table V. For the IV 

packet and ACK packet in the calculation of and ,  is replaced by  and , respectively, as 

shown in Table IV. 

TABLE V.  ENERGY COST OF DIFFERENT PACKET TYPES 

Packet Type Energy per packet 
Data packet  
IV packet  

ACK packet  
5.1.3 Expected Number of Valid Data Bits 

We choose the energy efficiency, η, as defined by the average number of data bits successfully transmitted per 

Joule by the sensor node as the metric to evaluate the performance of different schemes. This can be expressed as  

                            (6) 

which depends on three factors: the number of transmitted data packets, , the payload size, , and the 

probability that the packet is correctly received and decrypted, . Given parameters of the packet and an energy 

of 1 Joule for each sensor node, the first two parameters can be calculated directly. In the following section, we will 

focus on the factor , which varies for different schemes.  

5.2 Probability of Valid Packets for Different Schemes 

The probability that a packet is successfully received and decrypted (Pvalid) depends on the specific scheme 

applied. In determining an expression for , we assume that the bit error occurs independently with a bit error 

rate of . We consider now the probability for different schemes. 



5.2.1 CBC Mode + Implicit IV Scheme 

In this scheme, since an IV is included in each packet, the packet can be decrypted correctly when every bit of the 

packet is received correctly. Since CBC mode is used,  is given by  in (5) with 

,        (7) 

where  and  represent the number of payload bits and plaintext bits, respectively, and b is the cipher 

block size. This implies that the payload size is increased due to the application of CBC mode. 

5.2.2 TinySec Scheme 

Since the TinySec scheme uses CBC mode of operation with the ciphertext stealing technique,  is given by 

 in (5) with  

       (8) 

In this case, only when the amount of plaintext is less than one block is the payload size increased due to application 

of the encryption. 

5.2.3 Counter Mode + Periodic IV without ACK Scheme 

In this scheme, the probability that a data packet of size  is correctly received is given by   in (5) 

with  and, for an IV packet of size , the probability that the packet is correctly received is 

.                                (9)  

The probability that the data packet can be decrypted correctly is based on the probability that the previous IV packet 

and all previous data packets following the IV packet are successfully received and is given by 

  ,                              (10) 

where  represents the number of data packets sent for each IV packet and is assumed to be constant. We can see 

that is determined by both K and the channel quality. If the channel is very noisy, there will be high energy 

cost due to the fact that bit errors result in a lot of data being discarded when MAC verification fails.  
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5.2.4 Counter Mode + Periodic IV with ACK Scheme 

Since the acknowledgement ensures the receiver side knows the initial value of the IV, the probability of the data 

packet being correctly decrypted ( ) depends on the probability of the data packet being transmitted correctly 

( ) and the period of the IV packet (K). Similar to the periodic IV without ACK scheme, if one data packet is lost 

or transmitted with error, the counter value will lose synchronization and the following packets will not be decrypted 

correctly. The factor K affects how many of the following packets will lose synchronization. Based on receiving the 

IV packet correctly, the probability that the data packet can be decrypted correctly for this scheme is expressed by  

   .                                (11) 

Note that two parameters, (probability of the IV packet transmitted correctly) and  (probability of the 

ACK packet transmitted correctly), directly impact the number of successfully transmitted data packets (n in (6)), 

although they do not occur in the expression for . The less energy consumed by the IV distribution process, the 

more energy can be provided to the data transmission. That is to say, with large value of  and , more energy 

can be used to transmit data packets, which directly results in large values of  and η in (6). On the contrary, if the 

channel is very noisy, the IV packet and ACK packet are very likely to be corrupted and there will be much more 

energy cost during the IV distribution. 

5.2.5 CFB Mode + Ciphertext Based IV Scheme 

For the CFB scheme, the probability of a data packet being decrypted correctly is given by 

,                                         (12)  

where the parameter  is determined by 

                                      (13) 

and it represents the number of previous packets whose ciphertext is used for the IV and therefore affects the 

decryption of the current packet. The value of   will be large for a small payload size, which will decrease the 
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probability of the current packet being decrypted correctly. However, a smaller payload size will make the packet 

itself more likely to be transferred correctly, which counteracts the effect of the large   value. 

5.3 Analysis Results 

In this section, we present the results of the analysis model applied to the identified cryptographic schemes. 

TABLE VI. PARAMETERS USED IN THE ANALYSIS 

Object Parameter Value Unit 
Cenc 3266 cycles 

Block cipher (AES) 
b 128 bits 

Pcpu 13.8 mW 
fcpu 8 MHz 
Itx 27 mA 
Irx 10 mA 
U 3.3 V 

Sensor board 

R 38400 bps 
Nss 8 bytes 
Nhd 4 bytes 
Niv 16 bytes 
Nctr 4 bytes 
Nack 1 bytes 
Npld from 1 to 30 bytes 
Nmac 4 bytes 

Packet 

K 10 packets 
Channel BER (pe) 5×10-4,10-4,10-5,0 - 

5.3.1 Parameters 

The values of the parameters we have used in the analysis are listed in Table VI. We use the cipher AES, as it is 

the most applied block cipher today. However, similar outcomes would result for other symmetric key ciphers. 

Physical parameters for the sensor device are derived from the specifications of the commercial product Mica2 [14]. 

Also, we use several bit error rate values to represent the different channel qualities.  

5.3.2 Analysis Results for Different Schemes 

The analysis results for the five schemes are shown in Figure 11. These figures illustrate the energy efficiency for 

different payload sizes. In the analysis, we also present the results under different channel bit error rates. As expected, 
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as BER increases, for all schemes the energy efficiency decreases due to the necessity of discarding many corrupted 

packets.  

(1) CBC + Implicit IV Scheme 

In Figure 11(a), we can see that the curve for the implicit IV scheme shows a sawtooth shape, because CBC mode 

is used in this scheme and the size of encryption result is always an integer multiple of the block size. The extra bits 

being transmitted due to padding the plaintext data out to a multiple of a block size consume energy while providing 

no informational content to the communication. 

(2) TinySec Scheme 

Figure 11(b) shows the results for the specific format of TinySec, which uses CBC (with ciphertext stealing) and 

includes the IV in each packet. As seen in the figure, the slope decreases as the payload size increases. This occurs 

because the ratio of the IV size to the packet size decreases. Since AES uses a 128-bit block size, for payload sizes of 

1 to 16 bytes, the plaintext is padded out to 128 bits and a full 128 bits of ciphertext will be produced resulting in a 

straight line for the corresponding portion of the graph. When the payload size is larger than the block size, the 

transmitted ciphertext size is the same as the plaintext size, since ciphertext stealing can be used.  

0 5 10 15 20 25 30
0

0.5

1

1.5

2

2.5

3

3.5

4
x 10

4

Payload size (bytes)

E
n

e
rg

y 
E

ffi
ci

e
n

cy
 (

b
yt

e
s/

J)

 

 
BER = 0
BER = 0.00001
BER = 0.00005
BER = 0.0001

 
(a) Implicit IV scheme 
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(b) Tinysec 
scheme
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(c) Periodic IV without ACK scheme (K = 10). 
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(d) Periodic IV with ACK scheme (K = 10). 
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(e) CFB scheme 

 

Fig. 11. Analysis for different channel qualities. 

(3) Counter Mode + Periodic IV without ACK scheme 

In Figure 11(c), it can be seen that, for the periodic IV without ACK scheme applying counter mode, at high bit 

error rate, the energy efficiency decreases dramatically compared to lower bit error rate. This indicates that the 

periodic IV approach has a relatively poor performance in a poor channel conditions. When the channel quality is not 

good, both the data packet and IV packet have a large probability of being discarded due to error, which will impact 

the decryption of the following data packets which relies on synchronization of the counter value between transmitter 

and receiver. 
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(4) Counter Mode + Periodic IV with ACK scheme 

As shown in Figure 11(d), the trend of this scheme is similar to the periodic IV without ACK scheme. The 

acknowledgement does not improve the performance of the scheme very much. This is  because when the channel 

quality is poor, the data packet also has a large probability of being corrupted, which will impact the following data 

packets until a new IV is established.  

(5) CFB Mode + Ciphertext based IV scheme 

For the CFB scheme, we can see from the Figure 11(e) that the CFB scheme achieves better energy efficiency for 

all the payload sizes compared to other schemes. We can also see that, compared to the periodic IV schemes, there is 

little spread in the curves when bit error rate increases.  

5.3.3 Other Considerations 

(1) Effect of Block Size 

Consider the implicit IV scheme which includes the IV in each packet. When CBC mode (without ciphertext 

stealing) is used on a block cipher, the block size of the cipher influences the energy efficiency. Since the block 

cipher processes data block by block, zeroes will be added to the end of the data if the payload size is not an integer 

multiple of the block size. For CBC mode, a cipher of larger block size tends to cause more energy inefficiency since 

extra communication energy cost is consumed to transmit the added dummy bits. Take a 7-byte payload for example: 

72 bits of zeroes need to be added for a 128-bit block cipher while only 8 bits are needed for a 64-bit block cipher. 

When the payload size equals a multiple of the block size there is no extra communication energy cost introduced. 

When used in CBC mode, compared to cipher AES with a 128-bit block size, a 64-bit cipher such as BSPN causes 

fewer extra bits to be transmitted resulting in higher energy efficiency across the different payload sizes. For modes, 

such as counter mode and CFB mode, which do not result in extra bits of ciphertext to be transmitted to fill out 

blocks, the effect of different block sizes is very small, only being dependent on the efficiency of the block cipher. 

(2) Effect of IV Size 

The size of IV directly impacts the energy cost when IV is included in the transmitted packet. As is exploited by 

the TinySec scheme, reducing the IV size can lead to a better energy performance. Figure 12 shows the effects of 

different IV sizes for the condition of BER equal 10-4 using the implicit IV scheme with CBC mode for AES. It can 



be seen that the energy efficiency increases when the IV size decreases. However, for security purposes, the IV size 

should be large enough to ensure that the IV is not repeated. 
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Fig. 12. Analysis for different IV sizes (implicit IV scheme, BER=10-4). 

(3) Effect of IV Period 

In the schemes which periodically transmit an IV packet to establish synchronization, the value of K, together 

with the size of the payload, impacts energy efficiency. One packet transmitted with an error will lead to the packet 

being discarded and, hence, the following packets cannot be decrypted correctly until the next IV packet comes. This 

encourages the value of K to be small. On the other hand, smaller K causes significant communication energy cost to 

transfer the IV packet, which will also decrease the energy performance. It is desirable to determine the optimal value 

of K to balance these two factors. The effect of period K and the payload size on the energy efficiency is shown in 

Figure 13, which is plotted for the periodic IV without ACK scheme. In this figure, the cipher AES is applied and 

BER is 10-4. It can be seen that, as the payload size increases, the energy efficiency can obtain a maximum value with 

an optimal selection of period K. The energy efficiency can be expressed as 

,    (14) 

where  and  represent the energy cost for transmitting a data packet and an IV packet, respectively. The 

optimal value of K for maximizing the value of can be derived by solving  for K. Figure 14 illustrates 

the optimal period K according to payload sizes under different BER conditions. From this figure, we can see that the 

optimal period becomes smaller when the channel quality is poor.  
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Fig. 13. Effects of period and payload size (AES, BER = 10-4). 
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Fig. 14. Optimal K for different channel qualities. 

 

5.4 Simulation Results for Variable Size Packets 

To verify the suitability of the analysis model, we have performed extensive simulations for both fixed size 

packets and variable size packets. In our work, each scheme has been simulated using several types of probability 

distributions for payload sizes with different variances. The distributions considered are the binomial distribution, 

Poisson distribution, geometric distribution, and discrete uniform distribution. For example, in Figure 15, each 

scheme is simulated using a binomial distribution with different variances. We can see that they are very similar to 

the results of the analysis model which is based on fixed size payloads. Simulation results for other probability 

distributions also show that the resulting curves are very similar to the curves determined by the analysis model. This 

is illustrated in Figure 16, where variable size packets with different distributions are used to simulate the CFB 

scheme and the results are presented along with fixed size analysis results. We conclude that the analysis model 

approximates well the energy cost behavior for sensor nodes for a large variety of packet size distributions.  
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 (a)  Implicit IV scheme. 
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 (b)  Tinysec scheme. 
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 (c) Periodic IV without ACK scheme. 
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(d)  Periodic IV with ACK scheme 
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 (e)  CFB scheme. 
 
 
 
 

Fig. 15. Energy efficiency simulation with binomial distribution. 
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Fig. 16. Analysis for CFB scheme with different distributions (variance = 10, BER=10-4). 

6 COMPARISON OF CRYPTOGRAPHIC SCHEMES 

In this section, we compare the performance of the five different schemes. We use the analytical result to evaluate 

each scheme, because we have found through simulations that the analysis is representative of results for many 

packet distributions. We also calculate the improvement of the CFB scheme compared to other schemes, which is 

obtained by 

            (14) 

where  is the energy efficiency of the CFB scheme and  is the energy efficiency of the scheme we choose for 

comparison.  

6.1 Error-free Channels 

Figure 17 compares the cryptographic schemes utilizing the cipher AES under the condition of an error-free 

channel. We can see that schemes of IV transmitted periodically (where we have used K = 10) achieve better results 

than the schemes of IV included in each packet. This is because periodic IV schemes can do the IV distribution 

without losing counter synchronization when the channel is error-free. In contrast, schemes transmitting the IV with 

every packet cost more energy than the periodic IV schemes. The CFB scheme also does not transmit IV within the 

packet and achieves a slightly better result than the periodic IV schemes.  
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The performance improvement of the CFB scheme compared to other schemes under the error-free channel is 

shown in Figure 18. The CFB scheme achieves significant improvement over the other schemes. For example, for 

small payloads of less than 10 bytes, the CFB scheme has an improvement of 40% or more over the TinySec scheme. 

In general, the exact value of improvement depends on the packet size with improvement being most notable for 

smaller payloads. 
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Fig. 17. Comparison of schemes (BER = 0). Fig. 18. Improvement of CFB scheme (BER = 0). 

6.2 Noisy Channels 

The results change significantly in a channel with noise, as shown in Figure 19 which is based on BER of 10-4. 

The energy efficiency of periodic IV schemes (for which we set K = 10) dramatically decreases, because the 

successful decryption of the data packet depends on both the IV packet and previous data packets to be correctly 

received. In contrast, the TinySec scheme which includes the IV information in every packet achieves much better 

results. This can be explained by noting that, in the noisy channel, including an IV in each packet results in a larger 

probability to decrypt the packet correctly, because it only depends on the packet received to have no errors. The 

implicit IV scheme achieves the worst performance because sending the full size IV in each packet introduces too 

much communication energy cost. The CFB scheme still achieves the best performance result among all these 

schemes, as it reduces the extra communication energy cost of an IV in each packet with the small expense of 

introducing a modest decrease in the probability of a successfully decrypted packet.  
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Figure 20 shows the performance improvement for varying payload sizes under the noisy channel of BER equal to 

10-4. The comparison result illustrates that the CFB scheme achieves significantly better performance than all other 

schemes even when the channel is noisy. Typically, improvements are most significant for smaller size payloads. 

0 5 10 15 20 25 30
0

0.5

1

1.5

2

2.5

3

3.5

4
x 10

4

Payload size (bytes)

E
n

e
n

rg
y 

E
ffi

ci
e

n
cy

 (
b

yt
e

s/
J)

 

 

Implicit IV scheme
TinySec scheme
Periodic IV without ack
Periodic IV with ack
CFB scheme

 

Fig. 19. Comparison of schemes (BER = 10-4). 
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Fig. 20. Improvement of CFB scheme (BER = 10-4). 

In Figure 21, we explore the performance of the various schemes as the BER of the channel varies. Fixed payload 

sizes of 20 bytes are assumed. For all schemes, the energy efficiency drops dramatically as BER increases to large 

values. It is clear that for most ranges of BER, the CFB scheme provides greater energy efficiency than other 

schemes. The only exception to this occurs when the BER becomes very high (> 5 × 10-4). In such cases, the small 

overhead and independent nature of each packet decryption allows the TinySec scheme to perform slightly better.  
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Fig. 21. Comparison of schemes for varying BER (payload size = 20 bytes). 
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6.3 Effect of Cryptographic Algorithm 

To consider the effect of the cryptographic algorithm on the overall energy efficiency, we have applied different 

ciphers to the CFB scheme and periodic IV without ACK scheme with K = 10. For the CFB scheme, we also consider 

the case of no computational energy cost for calculating the MAC, which represents a lower bound for the energy 

cost of an advanced mode of operation which integrates encryption and authentication. The results are shown in 

Figure 22. We can see that both the cryptographic algorithm and cryptographic scheme affect the final result. 

However, the effect of using different ciphers is relatively small. Clearly, the effect of using different schemes is 

more significant. For example, there is a small difference between AES and BSPN when using the same 

cryptographic scheme. From the figure, we can also see that the effect of computational energy cost for MAC is also 

small, since little difference is shown for the CFB scheme using AES whether the computational energy cost of the 

MAC is included or not. 

As a broadly accepted secure cipher, AES seems to be a good choice for WSNs. However, our analysis is based 

on a model with a one way nature of the communication: the sensor node exclusively encrypts and transmits data 

packets. It is worth noting that the decryption of AES is much less efficient than its encryption. Our implementation 

result shows that, compared to the 3266 cycles needed to encrypt a plaintext block, 49864 cycles are needed to 

decrypt a ciphertext block. In some scenarios, a sensor node may need both the function of encryption and decryption 

and the large number of cycles for decryption may dramatically decrease the energy performance of the sensor node. 

For example, if data is transmitted to a sensor node encrypted using AES in CBC mode, then the sensor node must 

use the AES decryption operation to decrypt the data. If communication in a WSN is bidirectional resulting in a 

significant amount of decryption operations, AES should either not be used or used in a mode such as counter or 

CFB that only requires the encryption functionality. 
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Fig. 22. CFB scheme with different ciphers (BER = 10-4). 

 

7 CONCLUSION 

In this paper, we have investigated the performance of secure data transmission at the link layer in wireless sensor 

networks, considering both the cryptographic algorithms and cryptographic schemes. The energy efficiency will be 

directly affected by many factors, such as the algorithm utilized, the mode of operation, the IV distribution, the 

packet size and the bit error rate of the channel. We proposed using the amount of valid data transferred per Joule 

from the sensor node as the metric to evaluate the energy efficiency when cryptographic schemes are applied to 

sensor node communication. We have compared the energy efficiency among several typical cryptographic schemes 

by developing an analysis model. Our results suggest that a cryptographic scheme using a symmetric key block 

cipher, such as AES, in cipher feedback mode achieves better performance for a wide range of channel qualities and 

provides significant improvement in energy efficiency compared to other schemes.  
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