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Abstract

In this paper, we consider maximizing the sum-rate in thénkf a multi-cell OFDMA network.
The problem has a non-convex combinatorial structure akdasvn to be NP hard. Due to the inherent
complexity of implementing the optimal solution, firstlyewderive an upper and lower bound to the
optimal average network throughput. Moreover, we invegédhe performance of a near optimal single
cell resource allocation scheme in the presence of ICI wldalds to another easily computable lower
bound. We then develop a centralized sub-optimal schentéstbamposed of a geometric programming
based power control phase in conjunction with an iterativiecarrier allocation phase. Although, the
scheme is computationally complex, it provides an effectienchmark for low complexity schemes
even without the power control phase. Finally, we proposs leomplex centralized and distributed
schemes that are well-suited for practical scenarios. Tmepatational complexity of all schemes is
analyzed and performance is compared through simulati®imsulation results demonstrate that the

proposed low complexity schemes can achieve comparablerpence to the centralized sub-optimal
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scheme in various scenarios. Moreover, comparisons wéhufiper and lower bounds provide insight

on the performance gap between the proposed schemes angititnalcsolution.

I. INTRODUCTION

Dynamic resource allocation plays a central role in the @ierface design of state-of-the-
art OFDMA-based cellular technologies. In this paper, weufoour attention on maximizing
the overall network throughput by optimizing the allocatiof resources (i.e., subcarriers and
powers) jointly in a multi-cell uplink OFDMA network. The gbis to develop efficient resource
allocation schemes that takes into account the inter-o¢dirfierence (ICI) while considering
universal frequency reuse. The solution of such problenifigwt to achieve optimally due to
its NP hard combinatorial nature and high dimensionality.

The sum rate maximization problem is extensively studiedtfe downlink in OFDMA
networks. The optimal strategy in the downlink is to sepayabptimize subcarrier and power
allocation, i.e., allocate a subcarrier to the user witht beannel and then perform water-filling
over the allocated subcarriefs [1]. However, the probleoobes more challenging in the uplink
scenario due to the individual power constraint at each. \&erply allocating a subcarrier to
the user with best channel quality may affect the networkgoerance considerably, as some
active users may have better channel gains but low trangmipswers on a specific subcarrier.

Most of the recent work in the context of multi-cell OFDMA metrks [7], [8], aims at
minimizing the overall transmitted power, i.e., linear @tijve with pre-defined rate constraints.
In [9], the authors investigated scaling laws for upper avader bounds of the downlink capacity
in the asymptotic regime. Furthermore, in some recentdlitee, low complexity distributed
game theoretic solutions are also studied. However, thenseh are iterative and optimality is
not guaranteed [10]. An auction based approach is discusg@d], where the authors proposed
a joint auction and dual decomposition based techniquehforésource allocation problem. The
technique is asymptotically optimal as the number of suiearin every cell goes to infinity.
However, this may not be true for finite number of carrierssiimmary, all these approaches

are sub-optimal and no criteria are used to calibrate theifopnance gap with respect to the
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optimal solution.

Motivated by the above discussed facts, we consider thelgrolof optimized resource
allocation in the uplink of multi-cell OFDMA networks. Fitg, we compute an upper bound
(UB) and lower bound (LB) to the optimal average network tigioput. Also, we study the effect
of ICI on the performance of the near-optimal single celbrgse allocation scheme proposed
in [2] which leads to another simple lower bound. Simulatiesults show that this lower bound
is slightly loose but can be computed easily. Since the cdatipm of the optimal solution
is exhaustive, we then propose a centralized sub-optinsuree allocation scheme which
uses a geometric programming (GP) based power control phasmjunction with a heuristic
subcarrier allocation phase. The proposed scheme possassierative and computationally
intensive subcarrier allocation phase. However, it canesas an effective benchmark for the
less complex schemes even without the power control phaséhdfmore, the power control
phase is discussed in this paper for both high and generahlsig interference plus noise
ratio (SINR) regimes. Finally, we propose and evaluate ¢essplex centralized and distributed
schemes that are suitable for practical implementation.

The rest of the paper is organized as follows: In Sectionhi, system model is defined and
problem is formulated. In Section Ill, the bounds are detiaad their complexity is analyzed.
In Section IV and Section V, the proposed centralized anttibiged schemes are explained.
Section VI presents numerical results followed by conelgdiemarks in Section VII.

Notation: Throughout the paper, we denote the sets of real and complerrs of V elements
by RY and C", respectively. Matrices are represented using boldfagemupase letters while
bold face lower case letters are used for vectdrg0, o?) represents a zero mean Gaussian

random variable with variance?®.

[I. SYSTEM MODEL AND PROBLEM FORMULATION

A network of L cells with a set of K users in each cell is considered. Full reuse of the
spectrum is assumed in all the cells (i.e., frequency red3eEach base station (BS) is assumed

to have N orthogonal subcarriers, and each subcarrier can be adlb¢ata single user per cell.
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The average network throughpiits a function of both subcarrier and power allocation vddaab
The sum rate maximization problem is formulated as follogisg the standard Shannon capacity
formula, C,, x; = loga(1 + v,x,.), WhereC, x; and~, ,, represent the throughput and SINR of

the £ user atn'" subcarrier in cell, respectively:

L K N D h
maximize s log, [ 1+ Dbl 1
Dk, 1O ke, 1 ;;nzl ol 7082 ( o+ ]n,l @
N
subject t0 Y puis < Prmax, Yk, VI 2
n=1
K
> g =1, Vn,vi 3)
k=1
npa € 10,1}, Vn, VI, Vk (4)
In @), Ly = Y5103 fet Ok Prkignk i TEPresents the cumulative interference it

subcarrier in cell from the users in all other cellg,, ,;, denotes the power transmitted b
user at thex'" subcarrier in cell, a,, x; represents the allocation 6f* user at thex'" subcarrier
in cell L and h,, 1., is the channel gain of*™™ user at then'" subcarrier in cell. Constraint[(R)
implies that the power spent By" user on its allocated subcarriers cannot exceed the maximum
available powerp, . . For each cell, we collect the power allocation variablgs; in a vector
P, = [Dn1,0s Pn2is - Pr.ici] @Nd then stack all the vectors in a power matixof cell [ where
P, € RM*K, Constraint[(B) restricts the allocation of each subcamdeonly one user. The
channel gaing,, ;. ; and binary allocation variables, ;; are stacked up similarly in the matrices
H, and A;, respectively, where\;, H, € RV*X, Moreover, we defing, 1;; as the interfering
gain from thek™ user in celll to cell j, Vj # [ at n'* subcarrier. We collect these interfering
gains into a vectog, ;; = [gn.1.1j: Gn.21j----» Gn, k1] @nd then stack all the vectors in a matrix

G, € RVXK,
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A. Optimal Problem Formulation in High SNR Regime

Assuming perfect knowledge of channel gains at a centchkinatroller, the optimal solution
for (I) can be computed in the high SINR regime by an exhaeistearch over all possible
combinations of the allocations. For each possible allonabptimum powers can be computed
by transforming[(Il) into a GP. Note that the power allocatwoblem is in itself a known
non-convex problem for the general SINR regimel [14]. Howeirethe high SINR regime the
problem becomes a convex GP problem. For a given set of dtbocaeariables and considering
a high SINR regime, the objective function id (1) can be ré&eni as follows:

.. LY pn,k,zhn,k,l
maximize ; ; ; v e ilogs (m) (5)
Maximizing the SINRs is equivalent to minimizing the inenénce to signal ratio:
L

I + 1
minimize Z ZZankllogQ ( 0"+ L ) (6)

, h
Pk, =1 kel nel Prk,iln k1

Equivalently, [1) can be reformulated for high SINR reginmel ajiven allocation variables as

follows:

L K N k.
minimize log, [TT]]] ( 7"+ Ln, ) ’
=1 k=1n=1

Pkl pnklhnkl

. (7)
SUbjeCt to Z Ak 1Pkl < Pk,maxa Vka vi
n=1

Note that the numerator inl(7) is a posynomial and the denatmiris a monomial, hencé](7)

is a GP problem in standard form that can be solved optimbalgugh efficient interior point
methods|[[13] after performing the logarithmic transforimatof variables[[14]. However, even

for small dimensions, it is not recommendable to compute dpttmal solution, due to the
huge computational complexity (K ~") associated with the exhaustive search based subcarrier
allocation phase. In addition, the GP based power allogatiethod discussed above has two
restrictions: high-SINR assumption and centralized tooesuming computations. Due to the
mentioned facts, there is a need to develop bounds and girbabpesource allocation schemes

for multi-cell OFDMA networks.
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[Il. BOUNDS ON THENETWORK THROUGHPUT
A. Lower Bound on the Optimal Network Throughput

A LB for the optimum multi-cell network throughput can be gomted by considering worst
case ICl. Observing the dependency of ICI on the subcartiecaaion and power allocation
variables, we assume that each user in each cell is tramggndn each subcarrier with its
maximum power. A simple LB for the average network throughptaking the worst case ICI
into account can be written as follows:

1 L K N p h
C(ALP) 2 7> D % anpoga ( 1+ 7570 (8)
I=1 k=1 n=1 0% + &
Wheregn,l = Ejl'jzl’j;,él Zlf:l Pk,maxgn,k,jl-

A tighter LB can be derived by using Algorithm 1 where eachcsuber is allocated to the

user that maximize§), ,; where:

pn,k,lhn,k,l

kl =
Qny ’ §n7l _|_ 0,2

(9)

Thus, @, x; is an SINR term for each usérat each subcarriet in each celll assuming worst
case interference. We collect these SINR terms into a Vegior= (g, 1., ¢n2,----, @n.x;) and
then stack all the vectors in a matii} € RV*¥, The resulting allocations based on this criteria
are then used to compute the LB network throughput usihg (1).

Note that if¢,,; = 0, than@),, ,; becomes the marginal rate which is shown to be a near-optimal
criterion in single cell network scenarios without ICI [2]loreover, equal power allocation has
insignificant performance loss in high SINR regime compaoatie optimal water-filling solution
[2], [4], thus power equalization is implemented in Algbnt 1. For the low SINR regime, we

can incorporate water-filling rather than equalization istraightforward manner.

B. Upper Bound on the Optimal Network Throughput

Establishing an UB is significantly important in order toibedte the performance of sub-

optimal resource allocation schemes with respect to thenapsolution. The UB can be derived
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Algorithm 1 Computing LB and UB Allocations in Cell

1) |npUt: [Hl], [Al], [Pl], [Gﬂ] Whereozn,m = O,pn,kJ = Pk,max/N Vk, Vn

2) For each uset in cell [, power is divided equally over all of its allocated subansiand
the remaining unallocated subcarriers of the system.

3) Using[P,| from step 2,[H;] and [G,;|, compute the matrixQ, for each celll.

4) Find the(n, k) pair that has the maximum value €, ;. ;. Allocate subcarrier. to userk.

5) Delete then'™ subcarrier from the set of unallocated subcarriers.
If there are still unallocated subcarriers in the system gadep 2.
else terminate after distributing the maximum power equally athke user over all of its
assigned subcatrriers.

by ignoring the effect of ICI in all the cells. This can be amfed by substituting,,; = 0 in

Algorithm 1, i.e.,Qux; = P Lol

o2

L K N
1 .t 1P
CALP) < 1330 0o (1 i 1907) (10)

The allocations computed by Algorithm 1 are near optimateithey are based on a criterion
which is shown to be near optimal in the context of single se##narios[[2]--[4]. The average
network throughput revealed by these allocations couldigkiy optimistic for multi-cell sce-

narios. Thus, we can investigate the impact of ICI by simmynputing the throughput using
(@) instead of [(10) with these allocations. Computing tigtqout in this way helps to analyze
the degradation in the performance when the single cell-opmal allocations are used in

multi-cell network scenarios with ICI.

C. Complexity Analysis

The (n, k) pair at which the tern@,, ,, becomes maximum is allocated (Step 4), which has
a complexity of a two dimensional search, i.©.(K N). However, as soon as a subcarrier is
assigned, each user updates its power as defined in Algofithbhis process iterates until all
the subcarriers in all the cells are allocated and, thustithe complexity of Algorithm 1 is

O(K N?).

March 19, 2018 DRAFT



D. A Motivating Example

Consider an example with two cells, two users and two suilecarrEach user can transmit
with a maximum power of 1 W. Assunid;=[1 0.9; 0.8 0.7] andd,=[1 0.9; 0.8 0.7]. Single cell
allocation strategies that aim to maximize the local thigug of each cell suggest,, P, and
A,, P, =[1 0; 0 1]. Computing the UB using (10) results in 1.7655 bgdell whereo? = 1.
Now, assume the knowledge of interfering link gains at eaShik.,G,=[0.9 0.2; 0.2 0.9] and
G,;=[0.7 0.1; 0.1 0.7]. Computing the throughput again whilegiag the single cell allocations
and taking into account the interfering gains leads to amageenetwork throughput of 1.1137
bps/Hz/cell. However, better allocations are possibleafawnsiderA,, P, and A,, P, = [0 1;

1 0] as per the criterion discussed in Section IV which enbartbe resulting average network

throughput to 1.5977 bps/Hz/cell.

IV. SuB-OPTIMAL CENTRALIZED RESOURCEALLOCATION SCHEMES

Considering the high intricacy of implementing the optirealution, we develop a two-stage
centralized scheme. In comparison to the centralized sehamesented in_[12], the subcarrier
allocation phase of the developed scheme is iterative antpatationally intensive. However,
the performance is better even without the power allocaploase and, thus, it can provide an
effective benchmark for low complexity schemes. Compacefl?], we also discuss the power

allocation phase for the general SINR regime.

A. Centralized Scheme A

In the proposed scheme, we split the resource allocatioregroe into two phases: subcarrier
allocation phase and power allocation phase. It is impbttanote that the subcarrier allocation
phase involves a power equalization step, thus, it is natlyoindependent of power allocation.
Phase |: Subcarrier Allocation

« Initial Allocation: Firstly, we define the term for the allocation of resourceshie users as

follows:

n hTL
Pnk,iln k1 (11)

Xn.kl = 3T D
Zj:l,j;ﬁl k,maxYn.k,lj
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This criterion guarantees the selection of the users whegsssnot only better power-
gain product but also they offer less interference to thghsr cells. The denominator
Zle,#l Py, max9n.k,; @ccounts for the maximum aggregate interference that:theiser
in cell I, may cause to all cells. Even though this criterion is héigtist improves the
performance compared to the traditional C/I scheme (whighasgnearly similar results as
our lower bound). Once the initial allocations are computgd can calculate the initial
throughput of the network, using [1).

« Maximize Throughput Iteratively until Convergence: In this step, we select any cédlland
subcarriem arbitrarily and re-perform the allocation at this subaargonsidering the other

cell allocations fixed, i.e.f,,; remains fixed. More explicitly, we comput, ;. ; = loga(1 +

pn,k,zhn,k,z
0'2 + ]n,l
incremental throughput at subcarrier i.e., C, ., — C,. Note that, in order to compute

) for all users in cell one by one and select the user which gives the maximum

Cnr1, We need to computge, ., which can be obtained simply by dividing; ... equally
among all the fixed allocated subcarriers of us@nd the new one which is currently under
observation.

Once the reallocation is done at subcarrierwe move to the next subcarrier in céll
and so on. As the new allocations are computed for [gelle calculate the new increased
network throughput,.,, and move to another cefl The whole process is repeated again

with C, = C, until convergence to a desired accuracy is achieved.

Phase I1: Power Allocation

Once the subcarrier allocation is done, the optimal powarsthen be calculated for the high
SINR regime or for the general SINR regime through solvinges of GPs using successive
convex approximation which is a provably convergent he¢iar{d4]. This approach is known to

compute globally optimal power allocations in many casesusl for given allocations[]1) can
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be formulated for the general SINR regime as follows:

L K N O'2+I l an,k,l
minimize log, H H H (pn,k,lhn,k,l - - " In,l)

Pn,k,l

=1 k=1n=1
. (12)
subject to Zan,k,lpn,k,l < Prmax, Yk, VI
n=1

Note that the numerator and denominatofin (12) are posyaisrand minimizing a ratio between
two posynomials is referred to be a truly non-convex NP hatdactable problem known as
complimentary GP. However, this problem can be transforim&dGP by letting the denominator
FD) = Pogibmss + 0>+ Iy = S 8w, 0(p) and approximating the denominatgtp)

with a monomial using the arithmetic/geometric mean inétyuas follows:

i i unia(p) > [] ﬁ (M) (13)

wheres,, x; = %;ng“) Thus, the problem can be solved by extending the single exmsation
method presented irl_[14] for multi-cell scenario. The dstaif centralized scheme A are

presented in Algorithm 2.

B. Centralized Scheme A: Complexity Analysis

The initial allocation phase has a complexity@f/x N?) which is the same as Algorithm 1.
Next, we perform a one dimensional search for the user in/ceith maximum incremental
throughput at subcarriet. The process is repeated for each subcarrier and cell. Theigom-
putational complexity of this step iI9(/K NL). Since, the process continues until convergence,
(i.e., M iterations), the complexity of this step can be writtenC§d< N LM). Finally, the total
complexity of subcarrier allocation phase(§K N? + NKLM).

The complexity of Phase Il is difficult to determine, howevecan be measured in terms of the
degree of difficulty (DoD) that in turn relies on the numbercohstraints and variables associated
with the GP[[15]. Since we are dealing with< power constraints and K’ N power variables, the
total computational complexity of centralized scheme RIFK N2 + NKLM)+ DoD(LKN).

Apparently it seems that implementing centralized GP/sssive GP based schemes may not
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11

Algorithm 2 Centralized Scheme A
1) |npUt: [Hl], [Al], [Pl], [Glj] Whereozn,m = O,pn,kJ = Pk,max/N Vk, Vn
Subcarrier Allocation (Phase I)
Initial Allocation:
2) For each usetk in cell [, power is divided equally over all of its allocated subasiand
the remaining unallocated subcarriers of the system.
3) Using [P;] from step 2,[H;] and[G;], computey,, x; for every k™ user atn™ subcarrier
in cell [.
4) Find the(n, k) pair that has the maximum value f, ;. ;. Allocate subcarrier to userk.
5) Delete then'™ subcarrier from the set of unallocated subcarriers.
If there are still unallocated subcarriers in the system gadep 2,
else terminate after distributing the maximum power at each aser all of its assigned
subcarriers
6) ComputeC,
Maximize Throughput Iteratively until Convergence
do while(Cpeww — C, > €)
l=1,dowhilel <L, l=1+1
n=1,dowhilen<Nn=n+1
k=1 dowhilek< K,k=k+1
7) Allocate the subcarrien to userk.
8) Computep,, ;; by dividing P ..x €qually among the allocated subcarriers.
9) ComputeC,, ., — C,
end
10) Allocate subcarrier to the user who maximizes, ;; — C,
end
11) ComputeC,.,, using [1).
12) C(o = C(new
end
Power Allocation (Phase I1)
13) Compute the optimal powel®; in the high SINR regimel{7) given the allocations from
Phase I.
14) For general SINR regime, tak® from step 13 as an initial starting point.
15) UsingP;, evaluatep,, s ;i i, + 0> + I, for each allocated usérin cell [ at subcarriern.
16) Compute the weights, ;; as follows:
Skl = L
17) Approxi{rglgte the posynomial using {13).
18) Solve the approximated GP using any available commiesofaware [13]
19) Go to step 15 usin#; of step 18 until convergence.
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12

be a good choice for practical implementations. Howevemrider to reduce the complexity
and DoD of the power control phase, we have developed thewolt less complex centralized

scheme.

C. Centralized Scheme B

In this scheme, firstly the subcarriers are allocated in et using the heuristic criterion
defined in [(1l1). The allocation of each subcarrier is folldw® the power allocation phase
(based on equalization) as mentioned in the initial aliocaphase of Algorithm 2 (i.e., Steps 1
to 5). Once the subcarrier allocations are finalized, we twnpute GP based powers for the
allocated users at any arbitrarily selected subcarrier all cells. Setting the equalization based
powersp,, ;. as the upper bound gn, ;; and considering a high SINR regime, we now define
the following less complex GP problem with the objective taximize the throughput at the

n't subcarrier: 5
2 Qn kel
e o+ 1 o
minimize log, | | <7’”)

Dkl 11 pn,k,lhn,k,l

(14)

subject t0 pyr; < pogi,, VI

Clearly, the resulting GP based power of each competing atseubcarriem in the different
cells may not succeed in achieving the upper bound, due téCheffect. We call this power
as left-over power. The left-over power can then be distebuequally among the remaining
allocated subcarriers of the user. The procedure is ddtailélgorithm 3.

Since at the end of the initial allocation phase, the subraailocations become fixed and
the total power is distributed equally among the allocatalcarriers of a user, we cannot set
an upper bound which depicts higher power than the prewacaisbcated power. If we do so,
this may cause power reduction or even no power at some dtbeated subcarrier of that user
in order to maintain the total power constraint. Thus, thesymesults in an invalid subcarrier
allocation.

Next follows an example which demonstrates the significasfc&P as well as centralized

scheme B over equal power allocation. Consitler, Ho= [0.30  0.25; 0.04 0.15] x 1077,
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Algorithm 3 Centralized Scheme B

1) Repeat Steps 1 to 5 of Algorithm 2, i.e., initial allocatiphase.
n=1,dowhilen<Nn=n+1

2) Compute the GP based powers,; of the allocated users at any subcarrieconsidering
a high SINR regime using (14).

3) For each user allocated in a célat any subcarrien, divide the left-over power equally
among the remaining allocated subcarriers of the user.

4) Remove the subcarrier from the set of unallocated subcarrieead

G2 =[0.06 0.05; 0.16 0.06] x 107" andG4;=[0.14 0.69; 0.76 0.1935] x 10~*'. The equal
power allocations dictat®; = [0 0.5; 0 0.5 andP, =[0.5 0; 0.5 0] which leads to an
average network throughput of 11.8392 bps/Hz/cell. Howes@mputing the GP based powers
results inP, = [0 0.53; 0 0.47] andP, = [0.38 0; 0.62 0] which lead to a maximum
average network throughput of 17.2734 bps/Hz/cell.

D. Centralized Scheme B: Complexity Analysis

The initial allocation phase has a complexity@fK N?) which is the same as Algorithm 1.
Since [(1#) had. constraints and variables, the complexity of the power bmthase is signifi-
cantly reduced. Although this procedure restricts the elegf freedom offered by GP, numerical

results show that the network throughput remains companaiih reduced complexity.

V. DISTRIBUTED RESOURCEALLOCATION SCHEME

In the centralized strategy, we assume that ; is known, i.e., every BS knows the interfering
gains offered by its users to the neighboring BSs. The ietierd gains are based on path loss,
shadowing and fading. Assuming the knowledge of local usesitipns at each BS, the path
loss of local users toward the first tier of interfering cetlsn be determined, however, the
knowledge of shadowing and fading gains is difficult to assumpractical scenarios. Thus, in
the distributed approach, we compute our results withouiguthe knowledge of shadowing and
fading interfering gains.

Each BS performs the subcarrier allocations without tak{iginto account. In other words

we compute single cell near optimal allocations using Alpon 1. The allocation decisions are
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locally made at each BS and do not need collaboration. Orealtbcations are decided, each
cell shares them with all other interfering cells. The GPeolasptimal powers in{7) can then
be evaluated in a distributed way using dual decompositiethods by first performing the log
transformation of the variables, i.eup,, ;; = p,x; andInp, . ; = Dnx;, then adding auxiliary
variableInz, ;; = Z,,; wherez,;; = p,; in order to transfer the coupling in the objective to
coupling in the constraints [14]. For given allocations @iroblem in[(V) can thus be written in

a distributed way as follows:

L N 2 L .l
0" + D1 1 Gnegt€
L J=Lg AL T
minimize ") 10g2< ePrkihy, o

Zn,lj an,k,l =1 n—=1

N
subject toz ePrit < Py, Yk, VI (15)

n=1

Znlj = Pnjk,js Vn, Vi

Since the computational complexity &f {15) is high as it lids power constraints and X' N
variables, we present the dual decompositiof of (14) whichare suitable for practical scenarios
and has a lower computational complexity. Moreover, theectbje function in [(I5) not only
depends on the powers of local users.; but also on the power of users sharing the same
subcarrier in neighboring cellg, ;. ;. Thus, in order to minimize the objective ih_{15), each
BS requires the knowledge of interfering gains and intexfgtransmit powers, that may lead
to significant overhead to exchange control informationusihin order to obtain a practical
distributed solution, we keep a local copy of each of theatffe received powers i.ez, ;; =
GnkjiPnk.; [14]). (I4) can then be formulated in a distributed way asofod:

L 2 L 5.
R . g + Z: ] € b
mlnl[nlzeZlog2< =LA )

Zn,1j Pk, =1 €p”’k’lhn,k,l

| ~ 16
subject to it <P pieq, VI 1o

Znli = Gnk,jl + Pnk.j
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15
The partial lagrang& (py, k.1, Zn.15, M n;) for (18) can then be written explicitly as follows:

L U2+ZL 1.5 legn,lj L L L ~
Z log, 5 Zjh’# +Z Z Mntj Bty = Gkt — ﬁn,k,j)JrZ A (€75 — P ktieq)
=1 et in kil =1 j=1,j#1 =1

17)

Eq. (IT) can be decomposed intessub-problems with local variables ., Z,;, A\, and coupling

variablen, ;;. The simple lagrangiai; for each celll can then be written as follows:

2 L A L L
L; = log, (U +€§,Zj}1{ifle 71]) . Z Tn,ij 2n,lj — ( Z Un,jl> Pkt + N (ﬁn,k,l - Pn,k,l,cq)

" J=1,j# J=1,j# (18)
where )\; is the lagrange multiplier for the inequality constraintslay, ;; are the consistency
prices. Thus, the minimization of {I1L8) with respect to thealovariables can be done in a
distributed way at all BSs. At every iteration, each detkeceives the ter i Nnji | DY
message passing and minimizes the local Lagrandian (18) ne#tpect to t]zlvlj:(l:al variables
Dn.k 15 Zn,15, N SUDject to the local constraints. In order to obtgjn, the following master lagrange
dual problem has to be solved:

L

maximize) minimize L, (29
M, 15 =1 Drk,lsZn, 15N

A simple way to solvel[(19) is to use the following subgradigpdate for the consistency prices:

Nnyij(t+ 1) = 0o (t) + (0/1) (Zngj — 1082 Prk,jGn ki) (20)

In summary, each BS minimiz€s {18) in parallel with respeche local variables after receiving
the terme:L#l nn,ji- Each BS then estimates the received interferenge from each cell
and update the local consistency prices using (20). Finedlgh BS broadcast them by message

passing to all BSs. Note thatin (20) represents the step size and is non-negative.

VI. PERFORMANCE EVALUATION

A cellular OFDMA network is considered where the radius ofleaell is assumed to be

1 km. The maximum user transmit power is considered to be 1MW.channel gain is defined
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as follows:

Bogs = (=122 — 107 logodi;) — N(0,0%) + 10 log o Frps  d > dret

h”vk,l = (_122 - 107 loglOdrCf) - N(O7 02) + 10 1Og10Fn,k,l d < dyet

whered, is the reference distance and is set equal to 0.05d¢mjs the distance of thé'®
user from thel*" BS. The first term denotes the path loss wheres the path loss exponent
and is set equal to 3. The second term represents log-nomadbwing with a mean of O dB
and a standard deviation of 8 dB. The last fackQr,; corresponds to Rayleigh fading. The
bandwidth of the system is assumed to be 20 MHz with a noiseep@pectral density of
8.6455 x 10~'® W/Hz at each receiver. The channel conditions are assumbd fixed during
a frame. The interfering gains from th&" interfering cell to the cell of interestare computed
as follows:

In.kjl = (=122 10~ loglodk,z) - N(07 02) + 10 log o Fou k5

where dy,, is the distance between thé" user in the interfering celj and the/™ BS. We
consider the following two simulation scenarios:

« Scenario A: Users are equidistant from the BS and placed at equally dpaogles.

« Scenario B: Users are assumed to be uniformly distributed across théewdatiular area.

In Table 1, we compare the performance and complexity of #wralized and distributed
schemes with the derived bounds and the optimal solutiorigh BINR regime. The optimal
solution is computed by the exhaustive search based sigrcattocation phase detailed in
Section II. All users are placed at equal distadcom the BS and at equally spaced angles
(i.e., scenario A). The results are taken after averagingr d00 channel realizations. The
simulation results show that the performance gap betweerb#mchmark centralized scheme
A (with power control) and the optimal solution is negligghtompared to the low complexity
centralized and distributed schemes. However, this obiervmay not remain valid for bigger
network scenarios. Moreover, ddncreases the degradation of the average network throtighpu

is evident.
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In Fig. 1, Fig. 2 and Fig. 3, we present the performance of émralized scheme A, centralized
scheme B and the distributed scheme for two cells, four et seven cells, respectively. The
results have been taken after averaging over 10,000 chameaktations and are shown for
both simulation scenarios. The performance of all schemeslibrated using the established
upper and lower bounds. Since the centralized scheme A maputationally exhaustive power
allocation phase, the results are presented for the sudrcattocation phase of Algorithm 2
only. However, it can be observed that the scheme still has#pability to serve as a suitable
benchmark for the developed low complexity schemes. Inrai@dighlight the significance of
the less complex GP problem defined[in](14), we also presemdlformance of the centralized
scheme B without power control.

For the two cell scenario, the performance gap between thigateed schemes is negligible
and they give nearly similar results. However, as the nunobeells increases the performance
gain of the centralized scheme A is evident over all schenves &vithout power control.
Moreover, it is also important to note the significant degtauh in the performance of centralized
scheme B without power control phase. This degradation usidoto be increasing with the
increase in number of cells. It is also worth to mention heed the proposed less complex GP
problem [14) can be implemented in a distributed way usirgtéthniques explained in [14]
and can be used with any set of subcarrier allocations. Tinuthe distributed approach we
use the near optimal single cell allocations in conjunctigth the less complex GP problem
(@4). The significance of the power control phase can be vedezasily from the results which
becomes more evident for high number of cells .

Moreover, the presented results depict the reduction iratleeage network throughput as the
number of interfering cells increases. The performanceajape proposed schemes increases
with respect to the evaluated UB. Even though the UB is ndit gpd reflects an over optimistic
average network throughput, it provides an idea on the pmdoce gap between the proposed
schemes and the optimal solution.

In Fig. 4, we assume that the users in each cell are placeduatlggpaced angles from 0

to 27. The performance evaluation of all schemes has been donkdngmg the user positions
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from cell center to the edge of the cell. It is observed thatglrformance gap increases between

the centralized and distributed schemes as users approadiotindaries of the cell.

VIlI. CONCLUSION

In this paper, we developed an upper bound and a lower boutie toptimal average network
throughput in multi-cell uplink OFDMA networks. We also estigated the severe effects of ICI
on the performance of a single cell near optimal resourcecation scheme. Moreover, we
proposed a benchmark centralized scheme which is usefulutty she performance gap of
the low complexity centralized and distributed resourdecaltion schemes developed later with
respect to the optimal solution. All schemes are compard¢de@xhaustive search based optimal
solution and derived upper and lower bounds for various atesr The schemes are evaluated

and compared in terms of network throughput and computatioomplexity.
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TABLE |
AVERAGE NETWORK THROUGHPUT(IN BPS/HZ/CELL) OF THE DERIVED BOUNDS CENTRALIZED AND DISTRIBUTED
SCHEMES FORL=2 CELLS AND N = 6 SUBCARRIERYCELL

20

K=2 Users K=4 Users K=6 Users Computation Complexity
d=0.5km| d=0.9km || d=0.5km | d=0.9km | d=0.5km| d=0.9km
uB 44,2642 | 33.1294 | 55.7414 | 42.8390 || 60.6901 | 49.6214 | O(K N?)
Optimal 37.1168 | 29.8642 | 47.9975 | 35.6520 || 52.1299 | 41.0121 || O(K™NL) + DoD(LKN)
Centralized A|| 36.8061 | 28.6973 | 46.4765 | 34.0713 | 51.2868 | 40.5845 | O(KN? + NKLM) + DoD(LKN)
Centralized B|| 36.4755 | 27.0352 | 45.6239 | 33.4280 | 49.7971 | 38.7237 | O(KN?) + DoD(L)
Distributed 35.3623 | 25.9976 || 43.5918 | 31.9231 || 48.8887 | 38.0050 | O(K'N?) + DoD(L)
LB 35.0966 | 25.8635 || 42.5509 | 31.0261 || 48.1571 | 37.7996 | O(K N?)
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Fig. 1. Comparison of all proposed schemesfe2 cells, (a) Scenario A (b) Scenario B: Users are placedakid. from BS
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Fig. 2. Comparison of all proposed schemesfe# cells, (a) Scenario A (b) Scenario B: Users are placedakid. from BS
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Fig. 3. Comparison of all proposed schemesfeai7 cells, (a) Scenario A (b) Scenario B: Users are placedakid. from BS
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Fig. 4. Comparison of all proposed schemes fe17 cells, K=100 users from cell center to cell edge
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