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Abstract— Time synchronization is essential for several
ad-hoc network protocols and applications, such as TDMA
scheduling and data aggregation. In this paper, we propose
a time synchronization framework for clustered, multi-hop
sensor networks. We assume that relative node synchro-
nization is sufficient, i.e., consensus on one time value ish
required. Our goal is to divide the network into connected
synchronization regions (nodes within 2-hops) and perform
inter-regional synchronization in O(LLSync) X Nj., time,
where O(LLSync) denotes the complexity of the under-
lying low-level synchronization technique (used for sing
hop synchronization), and Ny, denotes the number of
iterations where the low-level synchronization protocol $
invoked. Thus, our main objective israpid convergence. We
propose novel fully-distributed protocols, SYNC-IN and
SYNC-NET, for regional and network synchronization,
respectively, and prove thatN;.,. is O(1) for all protocols.
Our framework does not require any special node capabil-
ities (e.g., being GPS-enabled), or the presence of referan
nodes in the network. Our framework is also independent
of the particular clustering, inter-cluster routing, and | ow-
level synchronization protocols. We formulate a density
model for analyzing inter-regional synchronization, and
evaluate our protocols via extensive simulations.

I. INTRODUCTION

Time synchronization is critical for several ad-ho
and sensor network applications. Data aggregati

participating nodes to avoid interference. Time syn-

chronization is also essential for coordinating the

sleep and wakeup schedules (duty cycles) of sen-
sors.Several cryptography schemes for ad-hoc net-
works also require that timestamps be included as
part of the digital signature, e.g., piTESLA [1].

Time synchronization in sensor networks faces
unique challenges, most importantly (i) energy-
scarcity, (i) hardware cost, and (iii) dense sen-
sor deployment. The foremost challenge is energy-
scarcity, which renders the use of energy-consuming
devices, such as Global Positioning Systems (GPS),
uneconomical (a GPS-enabled node synchronizes its
clock with a satellite). Energy-efficiency also dic-
tates using low overhead protocols, which may trade
off accuracy for reduced message exchange. An-
other challenge is the high cost of adding hardware
devices for clock synchronization (such as GPS).
The efficacy of approaches such as [2] depends on
the distribution of the reference nodes in the net-
work. In addition, in environments with malicious
users, attacks can target such highly equipped ref-
erence nodes. Finally, dense deployment of sensor

nodes necessitates the design of scalable solutions.
Cc

on

in sensor networks requires timestamps to com- Synchronization Approaches
bine events occurring within specified time frames. Natwork time synchronization can be classified

Applications that exploit caching need timestampg; |oy-evel synchronization or high-level synchro-
to avoid adding stale (or duplicate) information 1Q;,aton (that uses low-level methods). High-level
the cache tables. Time Division Multiple Accesgyncpronization gives methods for an entire multi-
(TDMA) scheduling requires accurate knowledgﬁop network to be synchronized [3], [4], [5], [2], re-

of time lags and continuous synchronization among, qjess of the underlying protocol used to synchro-
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synchronizing two or more clocks [2], [6], [7], [8],



[5]. Low-level synchronization can be further classicl) the network is lightly-loaded, i.e., the expected
fied into sender-receiver (SR) and receiver-receivenmber of replies is small. For energy-efficiency,
(RR) approaches. In SR approaches, e.g., [2],reactive routing techniques, e.g., Directed Diffu-
receiver adjusts its clock according to the timestanggpn [10], are used to construct paths between the
of a reference node. In RR approaches, e.g., [6], [®server and the responding nodes. Thus, synchro-
receivers within 1 hop use a number of synchronizaization on the routing paths is sufficient to handle
tion pulses initiated by a “synchronization initiatorpossible data aggregation, and (2) the network is
to synchronize among themselves. The receivhdavily-loaded, e.g., in data streaming applications.
pulses are timestamped at every reachable sen3twe observer divides the data stream into time
and these timestamps are exchanged. Every serfsmmes (windows) according to their source times-
(other than the initiator) can thus compute the timtamps for further analysis. In-network aggregation
offset and clock skewness with every other sensmay be performed using a query processor or sim-
in this single-hop region. Fig. 1 depicts a singleple aggregation operations for pre-defined queries.
hop (i.e., 1-hop) region synchronization using [6]Therefore, routing paths in the entire network must
where an initiator sends synchronization pulses loe pro-actively synchronized. This second case is
step 1 and nodes,;, v,, v3, and v, exchange the the primary focus of our work.

timestamps in step 2. Prior approaches have not consideradid con-
vergenceof multi-hop network synchronization, es-
) 62 Synchronization pecially when observers may query the network
12 pulses (step 1) from various locations. The presence of multiple
mobile unsynchronized observers necessitates sep-
Bxchanged arating sensor synchronization from the observers,
Synchronization g timestamps (step 2) since multiple (possibly different) reference times-
initiator (sender) tamps may be available.

Fig. 1. Receiver-receiver time synchronization.
o ' C. Our Contributions
RR synchronization has two primary advantages: thi K | f K f
(1) it does not require the presence of GPS-enab e.oln IS WOrK, WE Propose a novel iramework for
nodes in the network to act as reference nodes h-level time synchronlzatlon n ;Iustered, multi-
(2) it gives higher accuracy than SR approaches! Pp sensor networks. Clustering is typically used

timestamping is not possible at the MAC layer. Evefl applications to fa?““‘?‘te data aggregation and
if MAC layer timestamping is possible, it is notreduce the communication overhead (data aggre-

egation applications typically require timestamping

node which does not have a reference clock. Far ment_loned aboye). We_ will_consider the more
allenging scenario of using a RR low-level syn-

these reasons, we use RR synchronization for IoﬁE L9 . ; - .
chronization approach, since it providese-grained

level synchronization in our work. o
synchronization and doa®t assume the presence
o _ of any specially-equipped reference nodes in the
B. Application Scenarios network. In contrast to prior work, our primary goal
Sensor network applications also have differs to achieverapid network synchronizatiofi.e.,
ent synchronization requirements according to theéir only N,.. = O(1) iterations). In addition, our
traffic patterns. Consider an application where thoposed techniques have low message overhead,
sensors send timestamped measurements of figlich is essential for energy-efficiency.
temperature to a number of observers. Assume art is important to note that, although node clus-
observer queries the network for temperatures drring facilitates collaboration for aggregating data
ceeding 150 degrees. An SQL-like query will be iand reducing communication overhead, it does
the form: SELECT Timel;, Temperaturé/, FROM solve the network synchronization problem. To the
SENSORS S WHERE > 150 The query may be best of our knowledge, our proposed framework for
pre-defined, or a sensor may possess simple qubigh-level time synchronization is unique in accom-
processing capabilities [10]. Two cases may ariggishing rapid multi-hop network synchronization



(without reference nodes in the network). Our go#lboding. In [6], high-level synchronization (which
is end-to-end synchronization afommunicating we refer to as multi-hop RBS) is achieved by
nodes and not common time consensus amatlg assuming that intersecting regions have nodes that
network nodes. Our synchronization framework igerform inter-regional synchronization. The multi-
independent of the particular clustering, routing, aritbp LTS protocol [9] constructs a spanning tree and
low-level synchronization protocols. synchronizes only among neighboring tree levels.
The rest of the paper is organized as follow3he FTSP protocol [16] exploits message flooding,
Section Il briefly surveys related work. Section IIMAC layer timestamping, and clock skew estima-
defines the problem and objectives. Section IV givéien to improve the achieved accuracy over RBS and
the design rationale and synchronization algorithmBPSN. Li and Rus [3] assume that all network nodes
Section V evaluates the proposed algorithms weeed to agree on a clock value, which is different
simulations. Finally, Section VI concludes our workirom our goal. Their distributed (diffusion-based)
approach requires a time complexity thatlirsear
Il. RELATED WORK in the number of nodes. In [17], we classify the
Several protocols have been proposed for netwdeky research in time synchronization in ad-hoc and
time synchronization. The Reference-Broadcastnsor networks according to goals and approach.
Synchronization (RBS) [6] is éow-level RR pro-  Clustering ad-hoc networks has been employed
tocol that computes theelative clock skewness for efficient routing, increasing network capacity,
between two neighbors. CesiumSpray [8] also ussgpporting data aggregation, and prolonging net-
RR synchronization and applies a GPS-based hiork lifetime. The reader is referred to [18] for a
erarchical structure to achieve scalable synchrdassification of recent clustering protocols and their
nization. Romer’s synchronization mechanism [Sleployment challenges.
for ad-hoc networks assumes uni-directional links
and achieves 1 ms accuracy. Recent work [11] i
extends Romer’s mechanism for higher synchro-
nization accuracy. Cristian [12] proposes a proba-In this section, we define new terms and func-
bilistic approach where synchronization is achievdtpns that will be used throughout this paper, and
by sending multiple packets until the error is bouni@rmulate our problem.
by a pre-defined constant. The Timing-sync Pro- Definition 1: For any two nodes: and v, the
tocol for Sensor Networks (TPSN) [2] and Ping'éunction SYNC(,v) = 1 if v is synchronized with
technique [7] use SR synchronization to achievé and SYNC(,v) = O otherwise. SYNG(,v) is
high accuracyassumingthat timestamping can betransitive, i.e., if SYNC{,v) = 1 and SYNC(,w)
done at the MAC layer. The Automatic Self-time= 1, then SYNC{(,w) = 1.
Correcting Procedure (ASP) [13] assigns higher Definition 2: Nodes v and v are said to be
probability to nodes with faster clocks to act akglatively synchronizedf one of them (or both) is
beacons. The Lightweight Time Synchronizatioaware of the differencé-lock(u) — clock(v)|. This
protocol (LTS) [9] uses a simple RR mechanisntype of synchronization is asymmetric.
where only 3 packets are exchanged. Biaz andDefinition 3: A strictly synchronized path
Welch [14] proved that the lower bound on thé’(vi,vp)) is an ordered set of nodes between
achievable synchronization under uncertainties in an source v; and a destinationv|p, such that
arbitrary graph is equal to half the graph diameteBYNC(v,,v|p)) = 1 if |P| = 2; otherwiseYv; € P,
Several protocols were proposed foigh-level SYNC(@;_i,v;) = SYNC(@;,vi+1) = 1, where
synchronization. Lamport [15] introduced the not < i < |P)|.
tion of virtual clocks for event ordering. The post- Definition 4: A loosely synchronized path
facto synchronization mechanism [4] was proposde(v,,v;p)) is an ordered set of nodes between
for systems where events do not occur too oftea, sourcev; and a destinationvp;, such that
and thus synchronization is performed only whegither SYNC{,,vp) = 1, if |P| = 2, or
necessary. A high-level synchronization techniqu#,;j : 1 < 4,5 < |P|, such that;,v; € P(vy,vp),
was proposed in [2] (which we refer to as multij > i, SYNC(@y,v;) = 1, SYNC@;,vp) = 1, and
hop TPSN) to build a tree hierarchy using messatee pathP(v;, v;) is loosely synchronized.

. PROBLEM DEFINITION



In other words, a strictly synchronized path iprotocols that do not require knowledge of node
one in which every two adjacent nodes on the palibcations, such as [20]. A node affiliates itself with
are synchronized. On the other hand, a loosednly one cluster. Clusters can be of different sizes
synchronized path is one in which not every twhumber of nodes). We assume that the applica-
adjacent nodes on the path are synchronized. Lotie® selects a power level, which corresponds to a
synchronization requires that a node on the patluster rangeR., for cluster formation and intra-
is synchronized with the source and another nodkister communication, and reserves a higher level
on the path is synchronized with the receiver, ambrresponding to rang&, (R, > R.) for inter-
the path among these two nodes is loosely synchadster communication. The selection of the best
nized. For example, in a military field, a soldier magluster power level is beyond the scope of this
ask if and when any node has sensed a moving tamkark. Our main concern is that the cluster head
One or more nodes (senders) can reply positivedyerlay (i.e., the network of CHS) is connected.
and report their timestamps. The soldier should Géis can be achieved if the relation between the
able to interpret these timestamps according to member of nodes in this overlay,, and the inter-
clock, regardless of whethall the nodes on eachcluster transmission rangR; satisfies the connec-
path from a sender to the soldier are synchronizewity conditions specified in [21]. That is, assuming
However, if data aggregation occurs on differerthat a node is active with probabiligy the necessary
paths to the soldier, then strict path synchronizati@endition for connectivity and coverage is that >
is required. Fig. 2 gives an example of strictly versLﬁle«"—"0 wherec = 12, and 5 < 0.5 (this is a
loosely synchronized paths. Our main focus in thgaenerallzatlon of the result in [22]).
work is on strict synchronization since. In [17], we We make two assumptions related to the synchro-
exploit loose synchronization to synchronize a pattization process: (1) any two neighboring nodes can

in a lightly-loaded network. be synchronized i (1) time, which we calldirect
synchronization. This is reasonable since two nodes
7N°\15/YN°\1 S/YN‘:\l S/Y“C\l S/Y“C\l S/YNC\“/YNc\l sty can typically be synchronized by exchanging a fixed
o o 000 -0 -0 .¢ Onchoue number of messages and averaging the delay [12];
t 2 3 4 5 6 7 & M and (2) a synchronization initiator node (one that

VNGt VNGt . generates synchronization pulses) can synchronize

/ \ / \ / \ roosely its neighbors, but will not be synchronized with
synchronized them (as in RR low-level synchronization, e.g.,

*—0—0—0—0 0 —0 ph

o RBS [6]).
Fig. 2. An example of strictly versus loosely synchronized paths
B. Goals
The goal of this work is to provide a framework
A. System Model for time synchronization in clustered networks with

Assume thatn sensors are randomly and incomplexity Nit, x O(LLSync), where Ny, is the
dependenﬂy dispersed in a field. We assume tﬂ@mber of iterations in which a low-level SynChrO-
nodes are quasi-stationary and links are symmettdigzation protocol of complexityD(LLSync) is in-
but do not assume any infrastructure support. Ea¢@ked. We consider relative synchronization, which
node is assumed to have a unique identifier and iigs sufficient for most sensor networking applica-
transmission power can be tuned (as in Berke|§.9ns. Our framework will provide mechanisms for
motes). Nodes are left unattended after deploymé&ynchronizing a 2-hop region or the entire network.
and are location unaware. We assume that the sender define a 2-hopregion R in the network as
radio has an omni-directional antenna that covdglows. Any two nodesu,v € R can reach each
a circular range. This range is smaller than tHgher in either: (1) one hop, or (2) two hops through
theoretical range to account for signal fading arfinodew, such thatv € R. We design mechanisms
irregularities [19]. to support the following requirements:

We assume that the network is clustered (e.g.,1) Regional (intra-cluster) synchronization:
for data aggregation purposes) using distributed Assume thatl a nodew € R, such thatvv €



R, distancév, w)=1. Then, SYNQv, w)=1 (R
is a region in the network).
2) Relative network synchronization: For a
multi-hop network with a set” of nodes,d
at least one strictly synchronized routing path
P from anyv; € V to the observer(s){ can Synchros zaion.
be a cluster head (CH) or a non-cluster head). initiators e
Relative synchronization means that one node’s
clock does not have to follow the clock of anotherd
node. However, adjacent nodes know the time differ-
ences among them. This helps a ned® interpret . o .
the timestamp associated with an event reported bgaG ”_d ne_twork organization (by node clustering)
neighboring node: before forwarding.’s message .nd intelligent communication power level selec-

to the observer. Since our approach enforces relatfify? can alleviate the above problem. In a clus-
red network, a number of nodes act as CHs

synchronization between every pair of neighbori . ) ) .
y y P g nd communicate with their cluster members, their

nodes, the network is globally synchronizedur ) :
focus is thus on rapid relative synchronization to th%elghborlng CHS’ gnd any clqse-by observer(.s). For
best that the underlying low-level synchronizatioi°d€ Synchronization, clustering can play an impor-
mechanism can provide tant role in: (1) deflnlng_synchromzatloreg_lon_s

to be clusters (2) selecting the synchronization
IV. A TIME SYNCHRONIZATION FRAMEWORK Initiators in the network (e.g., to be the CHSs); (3)
In lightly loaded networks, synchronization ca@dapPting to application requirements by expanding

be performed ‘reactively”. In contrast, networl®" contracting the synchronization regions (cluster

synchronization must be periodically performed ii2€S); (4) synchronizing 2-hop neighbors through
heavily-loaded networks because queries do rfof!S: @nd (5) enabling scalable and efficient multi-
follow a distinct locality pattern. This type of syn10P Synchronization by synchronizing each cluster

chronization is “pro-active” (we borrow these term{idependently and only relying on the cluster head
from the routing literature). Data-driven network8Verlay for synchronizing the network and propa-

can typically exploit locality of requests more tha§2ting time information.
source-driven networks, unless the observer is mo-
bile _and its location _s,lgnlflcantly changes betvveeR. Intra-cluster Synchronization (SYNC-IN)
the issuance of queries.
The notion of a “region”, where single-hop com- For intra-cluster synchronization, all nodes within
munication is possible between every pair of nodes,cluster need to be synchronized with the cluster
is central to many synchronization protocols. Fdread. Fig. 4 gives the pseudo-code for the intra-
example, in [6] the network is assumed to beluster synchronization algorithm executed at each
divided into regions. The protocol relies on nodeSH. Let setS hold cluster members that are already
in region intersection areas to propagate synchynchronized with CH and sét. hold all cluster
nization information as data is forwarded. Considenembers. CH randomly elects an unsynchronized
the scenario in Fig. 3 where the application of RB8uster member: to act as an initiator (line 3). If
may fail. In this scenario, the network is divided. has any neighbop that is not in.S, it initiates
into three regions around nodes A, B, and C. TheBR synchronization to synchronizewith CH (line
regions have no nodes in the intersection are&. Otherwise,u synchronizes itself directly with
Therefore, a packet sent from node 1 to nodeCGH (line 6). The “Synchronize” function (line 6)
will not find a synchronized path, although thigan use techniques in [12] to directly synchronize
would have been possible if nodes 2, 5, and tfie last initiator with CH. Any newly synchronized
were the synchronization initiators. Therefore, theode with CH is added t¢. CH repeats the same
network must be organized such that regions goeocess until all the nodes subscribed to its cluster
clearly defined and inter-regional communication &re synchronized with it. Since this is an intra-
possible, even if regions are non-intersecting.  cluster operation pulses (messages) for intra-cluster

---2. Unsynchronized
6 7 paths

Failure to find inter-regional synchronized paths



/l Let S = ¢, Cluster = C, Cluster head = CH o
/I Range is given as an input parameter uder "\ Asrange -
1. Ve—{v:veCl, v#CH} | range ‘
2. WHILE |S] < |V,| * A
3 Picku € (V. — S) as synchronization initiator \ '
4 SendS to u o o
5. IF (Av € S, s.t.v € neighbor{) andv # CH) node ,
6 Synchronizef, C H) // last node Bsrange -
7 S «— SU {u} a
8 ELSE Fig. 5. Worst case scenario for electing initiators to perform intra-
9 RR synchronization with initiaton cluster synchronization
10. S« SU {v: SYNC(,CH) = 1}
Fig. 4. SYNC-IN: Intra-cluster Synchronization Algorithm covers another arc @f H of Iengthw/3. We can add

at most three other nodes on the perimeteCaf
to cover the entire area @f H. Therefore, SYNC-
synchronization are sent using the power level usl¥ requires at most 5 iterations to visit all “non-
for intra-cluster communication. initiator” nodes and at most another 5 iterations to
The best synchronization initiator to select is th@Sit €ach of the initiators again (we will validate
node closest to the CH because it is likely able $§iS result in Section V). An fiteration” in this
cover most of the nodes in the cluster using ran@@ntext denotes a Iow-!evel synchronization process
R,. A CH can maintain lists of neighbors using eachf & group of nodes in the cluster (as shown in
of its available power levels, so that neighbors 9 1)- Interference is avoided since only one node
the smallest level are identified as closest. If the Ct,tﬁnsmlts_s_ynch.ronlzatlon pulses at any time.O
cannot deduce the proximity of its cluster members, Proposition 2: The SYNC-IN algorithm  re-
random selection can be employed. quiresO(1) messages per node in the cluster (proof
Correctness:It is easy to see that when thé&an be found in [17]).
SYNC-IN algorithm terminates, all nodes in the
cluster are synchronized with the cluster he@d]. B. Inter-cluster Network Synchronization (SYNC-
Assume thatS; and S;;; are the sets of nodesNET)
synchronized withiC' i at the beginning of iterations  \\e now turn to the main focus of this work:

i andi + 1, respectively. At iteration, C'H picks g|obal network synchronizatiowVe design an algo-
a nodew ¢ S; to act as a synchronization initiayithm, SYNC-NET, for pro-active time synchroniza-
tor. This results in at least one new synchronizgghn of the hierarchical network. Since pro-active
node(s) that was not ifi;. Thus,[Si.1| > [Si]. The network synchronization is typically carried out in
algorithm only terminates wheft| = [V;|. a heavily-loaded network, our goal is to construct
Proposition 1: The SYNC-IN algorithm termi- strictly synchronized routing paths among every pair
nates inN;., = O(1) iterations, where an iterationof nodes, and consequently between any node and
is O(LLSync) time. the observer. If the observer is not included in
Proof. The number of iterations depends on thghe clustered network, it can be synchronized with
part of the cluster that is covered each time a nodetlie last node(s) on its routing path(s). SYNC-NET
elected to act as an initiator. A worst case scenaggnchronizes the CH overlay and uses SYNC-IN to
is demonstrated in Fig. 5 where the elected nodeglependently synchronize each cluster. We assume
are very close to the boundary of the cluster, i.ehe network has been clustered using any clustering
on the perimeter of the virtual transmission circlapproach [18]. Note that the specific details of how
of the cluster head. the network is clustered does not affect our syn-
Assuming that the cluster circle has a perimetehronization framework. For illustration, we assume
p, the length of the arc covered in circtéH by that the network is clustered using HEED [20].
circle A is p/3. In the worst case, the next electeHEED uses a probabilistic approach for electing
nodeB is also on the perimeter ¢f H and A. This CHs in O(1) time. It assumes that intra-cluster



communication is done at range which is shorter | // Two CH overlays are useGcomm N Csyne = ¢
than that used for inter-cluster communicatiofg)( | // The following is executed at every nodec C'syp.
Non CH nodes only communicate with their CHs®:  Snbrs[v] — {u:u € Ceomm, distance(u,v) < Ry}
and the CH overlay routes packets to the observep- Maz-iter — [logap; 1 +1, iter — 0

Fig. 6 gives the pseudo-code for Algorithm 3- REPEAT
SYNC-NET. LetC,,,,,, be the set of nodes in the 4 iter — iter +1,r « Uniform(0,1)
CH overlay, determined by the execution of the>  F7<ZF
clustering protocol. SYNC-NET will re-cluster the & Send SYNC beacons with rang®
network by applying the same clustering protocol’: EXIT SYNC-NET
on the setV — C.,,.,. This results in another| 8  Scoverea = {t:u € Ceomm,
CH overlay with a disjoint set of CH,,., u has sent message “SYNC-DONE]
i.e., Coomm N Cyyne = ¢. Since sensor networks 2 7 Scoverea 7 Snbrs
are usually dense, we assume that this is possipf®- Py — min(Ps x 2,1)
(asymptotic conditions are given in Section IV-B.1).11. UNTIL (iter = Maz_iter OR Scovered = Snbrs)

The two CH overlays have different roles. The firstig. 6. SYNC-NET: Inter-cluster Synchronization@at Csync
overlay,C......, IS the overlay that will later be used
for “time-aware” forwarding. CHs it..,,,,,,, are also

responsible for applying SYNC-IN for intra-clustek, Coomm Of CH v € Cyyne have sent “SYNC-

synchronization. In contrast, CHs in the Ove”atSONE” messages; exits SYNC-NET. Otherwise
Csyne are only used to synchronize the &bm, 4, doubles itsP, value (line 10), and proceeds to
and therefore, other nodes in the network do ngfe next iteration. This process is repeated until
need to register themselves with CH(y... CHS  p reaches 1. Note that when a node exits SYNC-
in Csyc discover their neighboring heads (... NET, it ignores any newly received synchronization
(within range Ii;) by overhearing the exchangeq,jses. SYNC-NET is asynchronous, i.e., all nodes
messages Olcomm, €.9., routing updates (line 1).neeq not start executing it simultaneously. Observe
A “neighbor” in the remainder of this section referg, . using SYNC-IN and SYNC-NET, non-cluster
to a node within a rangé,. CHs in Ccorfm do ot head nodes need not maintain any synchronization
need to discover their neighbors dn,,.". information, while a CH inC.,m.» only maintains
Network synchronization proceeds as follows. Ip|ative synchronization information with its cluster
the first iteration of SYNC-NET, a node € Csync  members and its neighboring CHS @,,m.
elects to become a synchronization initiator for its 1) Density Model: Since SYNC-NET requires
neighbor_s INC'omm With @ sm_al_l _probabilityPs, 0< two independent CH overlay<{,.., and Cayne),
Py <1 (line 4). The elected initiatar synchronizes e gpecify what node density is required to be able
a CHu € Ceomm that covers an intersecting regioRg form such overlays. Assume thanodes are uni-

with that of v, with all the CH neighbors of: in  formly and independently dispersed at random in an
Ceomm (line 6). This probabilistic election reducegegp — [0, L]2. Assume that is divided into N

redundant message exchange. In addition, Start%l%are cells of siz% x Be (thus N = 2%), where

with a small value ofP; allows gradual network  ce|l is an approximation of a cluster. This implies
synchronization and thus reduces interference. t every node in each cell can reach every other

will study the number of messages exchanged \igge residing in the same cell using a transmission
simulations in Section V. range R.. We have formulated a general density
At the end of the first iteration, a CH that haghodel in [23] that allows forming: connected CH
elected to act as a synchronization initiator exit§erlays. This requires a minimum cell occupancy
SYNC-NET (line 7). A nodeu € Ceomm thal of at leastk > 1 nodes asymptotically almost surely
detects that it is currently synchronized with all itg; 5 5 ¥ We can simply use the special case- 2

neighbors inCeomm broadcasts a “SYNC-DONE” 4t the following theorem (which we proved in [23]):
message, and exits SYNC-NET. If all neighbors theorem 1: Let n(n, N) be a random variable

We assume that the inter-cluster routing protocol will exploit a 2A cell is an approximation of a cluster, and thizs defines the
neighbor as the next hop in the inter-cluster routing path. required density, an®; is used to define connectivity.



denoting the minimum number of nodes in a cell.
For a fixed arbitraryt > 0, assume that nodes are
uniformly and independently distributed at random
in an areak = [0, L]?. AssumeR is divided into N

R e e e e Lt
—n
Y N S

square cells, each of sid&.\/2. If R?n > alL?ln N x | )
for some constant > 2, R. < L, andn >> 1, then \;Q 7 /
limp N—ooEn(n, N)] =k iff k~In N, e,

Corollary 1: Each cell will a.a.s. have two dis-
tinct CH, On.e InCC."mm and the other IrCSyflc'. . Fig. 7. Example of node synchronization using SYNC-NET.
The proof is not included due to space limitatiof,, b, ¢, d1, e1, f1} C Coomm and {az, d2} C Coyne
and can be found in [17].
2) Protocol Analysis: Correctness: When all
nodes inCj,,. terminate SYNC-NET, every node

u € Coomm IS synchronized with all its neighborsy,, n,mber of CH neighbors of each CH is constant.

N Ceomm. TO prove this, assume that, is se- Thus, neighborhood discovery also take O
lected such that it covers every CH in the com- ' g y o).

plete neighborhood of cells around any céllThe  Proposition 4. SYNC-NET has anO(1) mes-
complete neighborhood arounticonstitutes all the sage overhead per node in each CH overlay.
eight cells surroundingd (this can be ensured by,
enforcing a relation betweeR; and R.). Assume
that 3a; € Ceomm, SUch thatS,,.(a;) is the set
of neighbor CHs ofa; in C,,,.,,. We can prove
synchronization by contradiction. Assume tHate
Sner(a1), such thatSY NC(ay,u) = 0. We assume
that Theorem 1 holds (where= 2), and therefore
every cell contains two CHs (one .,,,,, and the
other inCj,,.). There are two cases far
Case 1.The cell of nodeu is within the complete The worst case synchronization accuracy of
neighborhood of the cell ofi;. For example, as SYNC-NET is approximately)(v/N x q), whereN
depicted in Fig. 7,a; is in cell A, v can be one is the number of cells in the network, ands the ac-
of {by,dy,e1, f1}. In this case, the CH, € Cy,,. curacy of the low-level synchronization mechanism.
can reach all of these nodes, and therefore cd@fe consider only the CH overlay, since (except for
synchronize them witla;, which is a contradiction. the first/last hop), communication proceeds through
Case 2.The cell of nodeu is not in the neigh- it. We assume CHs are non-neighbors, and thus
borhood of the cell ofa; (cell A). For example, the CH overlay can be approximated by a 2-D
cell G in Fig. 7 is one such case. Assume thamesh network. Synchronization accuracy depends
a; and g; are neighbors, while,, and g; are not. on the length of the path from the source to
However, there must exist another CH in a neighbtre destination,L,, and the underlying low-level
cell that belongs t@’;,,. (noded; in this example) synchronization mechanism. In the worst casg,
which will not exit SYNC-NET untila; andg;, are can be as long as the network diameter, which
synchronized and send “SYNC-DONE” messages. O(v/N). Therefore, the accuracy provided by
This means that;, and g, will be synchronized, SYNC-NET isO(vV/N x ¢). For example, consider
which is a contradiction. a sensor network witm = 10,000, N = 100 and
Proposition 3: Vv € C,,n., SYNC-NET termi- RBS [6] as the underlying low-level synchronization
nates inN;.,. = O(1) iterations, assuming that thescheme. RBS achieves an absolute accuracy per hop
clustering protocol take®(1) time. in the order ofg ~ 29us on Berkeley sensor motes,
Proof. Since SYNC-NET continues unti?, reaches as measured in [2]. Therefore, according to the
1, the number of iterationsy;;., can be computed above discussion, SYNC-NET achieves an accuracy
as: Nje, < [logQPij +1, which isO(1). We assume of 10 x 29 x 10~% = 290 us on the longest expected
that the underlying clustering protocol ensures thpath, in the worst case when errors add up.

Proof. A node may elect to become an initiator in
Csync ONly once, and send®(1) synchronization
pulses. A node to be synchronizeddah,,,,, replies

to synchronization pulses until all its neighbors are
synchronized with it. The number of neighbors is
O(1) (depends on the ratid;/R.). Thus, every
node inClopm,, @lso send$)(1) messages (clustering
message overhead per nodell) [20]). O



C. Secure Synchronization A. Intra-cluster Synchronization

We comment on the security features of our We explore the two possibilities for selecting
framework since secure communication is essent#®inchronization initiators that were discussed in
in security-sensitive applications. Clustering is inSection IV-A: (1) randomly, and (2) closest to the
herently resistant to several types of attacks [24]Juster head. We vary the number of nodes per clus-
such as sinkhole (all traffic directed through onker from 10 to 1000 to study how fast the algorithm
node), Sybil (node claiming multiple identities)ferminates for different node densities: node density
and bogus routing updates. This is due to titenges from 0.1 nodes’ to 10 nodesh?®. The
continuous topology update and rotation of nodeansmission rangeR{. = 10 m). Fig. 8 illustrates
roles. Consequently, our synchronization approattat: (1) the number of iterations until SYNC-IN
is also robust to these attacks in clustered newnverges is less than 8 for different densities, which
works. Our framework can resist outsider attackagrees with the result in Proposition 1, and (2) the
(e.g., eavesdropping) by link-layer encryption ofumber of iterations when the closest neighbors are
timestamps and identity authentication. Howevesglected as initiators is lower than that when random
both clustering and synchronization are vulnerabiiitiators are selected, as expected. Selecting the
to insider attacks in which one or more nodegosest neighbors as initiators, however, adds over-
are compromised. If compromised nodes are wélgad on the CH for discovering neighbors at each
situated in the network such that they frequentiyower level smaller than the cluster power level.
lie on the path of data to the observer, they can
tamper with the included timestamps. One possible
approach to mitigate this effect is to transmit re-
ports redundantly using multiple node-disjoint CH
overlays for routing.

=
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V. PERFORMANCEEVALUATION

Average number of iterations
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We verify via simulations the properties of our
proposed approaches for intra-cluster and inter-
cluster synchronization. We developed a C-based
simulator that is scalable to thousands of nodedg. 8. Convergence of the SYNC-IN protocol
Our simulator assumes a MAC layer that ensures no
packet losses. This is reasonable for three reasons.

First, all the presented results are comparative aRd Inter-cluster Synchronization

use the same simplifications for all scenarios. Sec-We assume that nodes are dispersed uniformly
ond, we assume that the MAC layer uses orthogoraald independently in a 1600 m? area. We use
channels to allow simultaneous intra-cluster ar&500 nodes, unless otherwise specified. Throughout
inter-cluster transmissions. Imperfections, such ##s section, we use the term “neighbors” in SYNC-
collisions, have little impact on the performancBlET to refer to two CHs which can communicate
of SYNC-NET. The occurrence of collisions camsing a transmission range,. Two neighbor CHs

be significantly reduced by using TDMA amongan belong to the same CH overlay, or belong to
cluster members. Third, the typical packet sizes different overlays. As defined in Section IV-B, we
current systems are small (the default is 36 byteseC.,,,,, andCs,,. to refer to the forwarding and
for TinyOS [25]), which reduces the probability okynchronizing overlays, respectively, and use “node
collisions. We assume that nodes are deployed indiensity” to refer to the number of nodes per cluster.
pendently at random in the field. Packets are routedl) Effect of varying SYNC-NET parameters:
through C.,,.., using a greedy geographic routingVe investigate SYNC-NET parameters with respect
mechanism. In this mechanism, the next hop ofte: (i) the average number of neighbors as the trans-
packet is the one that is geographically closest maission range grows; (ii) the convergence speed as
the destination. Every reported result is the averathee node density increases; and (iii) how probabilis-
of 100 experiments on different topologies. tic synchronization initiation reduces the number of

0 200 400 600 800 1000
Number of nodes in the cluster
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messages exchanged in the network. We k&ep This is not a desirable behavior, however, since
fixed in most experiments. Changig) only results more nodes irC’,,,,. send redundant synchronization
in changing the average number of CHs(},,.,, pulses. Results in [17] also show that smaller values
and Cy,,., and has no impact on the performancef P, generally result in a lower average number
of SYNC-NET. of initiators, and hence lower message overhead.
To verify that the nodes id,,,. can synchronize Therefore, we surmise that a smat (e.g., 5%)
the C....., overlay, we conduct an experiment whereill help achieve two goals: fast termination and
the inter-cluster rangd?; is varied from double lower message exchange. Even for a sn#gll the
to four times the cluster rang&. (R. = 10 m). convergence speed is within practical bounds.
We use average node densities of 2.5 nodes/cell2) Comparisons to other approaches:We com-
5 nodes/cell, and 10 nodes/cell, for 500, 100Pare the performance of SYNC-NET to another
and 2000 nodes, respectively. Results (given in oBR approach, the Diffusion-based protocol [3], and
technical report [17]) illustrate that the averagan SR approach, multi-hop TPSN [2]. Observe,
number of neighbors irC,,,,.,, for each node in however, that this comparison is only for demon-
Csyne €XCeeds five, for all values @t,. This number stration, since protocols like TPSN and Diffusion-
gives an indication of number of nodes typicallypased assume that the application needs to achieve
synchronized when a node < C,,,. acts as a time consensusn the network, which is not our
synchronization initiator. Node density, as long agoal. In TPSN, a reference node (carrying GPS) ini-
it satisfies Theorem 1, does not appear to have teges synchronization by forming a hierarchy using
significant an impact on the results in this case. message flooding, while SYNC-NET does not rely
We now perform two experiments to verifyon the presence of any infrastructure support. We
Proposition 3. In the first experiment, we computeill demonstrate that SYNC-NET provides compa-
the actual average number of iterations in thesable performance to multi-hop TPSN. We focus on
experiments to compare with the analytical upp#énree performance metrics: (i) convergence speed;
bound. In both experiments, the transmission ran{jg message overhead, which is directly related to
R, varies from2R. to 4R., and R. = 6 m. energy savings; and (iii) perceived accuracy, which
Experiments are performed far= 1000, 2000, and is the goal of any synchronization protocol.
3000. This results in node densities ranging from In our first experiment, the cluster range for
2 nodes/cell to 6 nodes/cell. Fig. 9(a) shows th&YNC-NET (R.), TPSN neighbor discovery, and
SYNC-NET terminates more rapidly a8, grows Diffusion-based communications, varies from 5 m
relative to R.. We also examine the number ofo 9 m. We plot the average number of iterations for
exchanged messages associated with longer tramsHti-hop TPSN and the Diffusion-based protocol.
mission ranges. Fig. 9(b) shows that the percenta@gfe also plot the maximum number of iterations of
of actual number of synchronization initiators out S(5YNC-NET for P, = 0.05, (which gives 6 itera-
the total number of viable initiators iff,,,.. is about tions). We assume that an(1) clustering protocol
95% for R, = 2R,., and about 60% for?, = 3R.. is used, and hence add 7 iterations to the SYNC-
This is a significant reduction in message exchand¢f=T iterations to construat’s,,.. Fig. 10(a) illus-
compared to the simple approach of making evetates a significant difference in convergence speed
node inCj,,. a synchronization initiator. between SYNC-NET and the other two protocols,
Finally, we study the effect of?, on the con- especially for the more typical small transmission
vergence speed and message overhead of SYN&hges. In fact, multi-hop TPSN and Diffusion-
NET. We let P, range from 0.01 to 1 and set thédased protocols are expected to be even slower in a
number of nodes: to 2000. The cluster rangB. 1-dimensional space since the number of iterations
is 6 m, while the transmission randg varies from is expected to b&(n) in the average case.
2R. to 4R.. Fig. 9(c) shows that (1) the average In our second experiment, we compare the three
number of iterations until all the nodes ..., protocols in terms of their perceived accuracy (or
are synchronized with their neighbors is strictlgrror propagation). We assume that the Diffusion-
less than the maximum specified by Proposition Based target accuragy= 100 msec. The algorithm
and (2) asP, increases, termination is faster, sinceerminates only when thig is achieved. We as-
the synchronization probability goes to 1 quicklysume RBS low-level synchronization is employed
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Fig. 10. SYNC-NET performance compared to TPSN [2] and the Ddfubased approach [3]. Note that TPSN assumes the presence of
reference nodes, in contrast to our model which assumes that hadesninimum capabilities.

by SYNC-NET for an absolute RR synchronizatioget accuracy. Results (shown on a log scale) also
error value of mean 2%s/hop, while TPSN low- demonstrate that multi-hop TPSN requires the least
level synchronization achieves an absolute SR erroessage overhead since timing information is only
value of mean 17us. These values were reporteébrwarded and copied by the nodes. SYNC-NET
in [2] based on an implementation of RBS andverhead is slightly higher than multi-hop TPSN
TPSN, and experimental results on Berkeley sendart significantly lower than the Diffusion-based
motes. We consider the synchronization error proppproach. The primary contributor to the overhead
agated across the network as reports are transmiit@@YNC-NET is the RBS low-level synchronization
from a source closest to the bottom left corner @t both the intra-cluster and inter-cluster levels.
the network area to an observer that is closest to
the upper right corner (the longest path). Fig. 10(b) VI. CONCLUSIONS
illustrates that both SYNC-NET and the Diffusion- In this work, we proposed a distributed, high-
based approach provide comparable synchronizatienel time synchronization framework for clustered
granularity for the network. Multi-hop TPSN hasensor networks that provides scalability and rapid
higher error for smaller ranges. The reason feonvergence. We define synchronization regions as
SYNC-NET performing better than TPSN althougblusters, where two-hop communication can take
it has a higher relative error propagation is thaace through a cluster head. We designed fully
SYNC-NET uses the CH overlay for forwardingdistributed protocols for intra-cluster synchroniza-
and thus has a fewer number of hops than TPSNion (SYNC-IN), and inter-cluster synchronization
Finally, we compute the message overhead fBYNC-NET). We showed in [17] how to adapt
the three approaches to demonstrate their ene§yNC-NET for flat networks. Results show that by
efficiency. Fig. 10(c) shows the price paid bgradual network synchronization (through a prob-
the Diffusion-based approach to achieve its taability P,), message overhead can be significantly
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