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Abstract

Success of Wireless Sensor Networks (WSN) largely depends on whether

the deployed network can provide desired area coverage with acceptable network

lifetime. In hostile or harsh environments such as enemy territories in battlefields,

fire or chemical spills, it is impossible to deploy the sensor nodes in a predeter-

mined regular topology to guarantee adequate coverage. Random deployment is

thus more practical and feasible for large target areas. On the other hand, random

deployment of sensors is highly susceptible to the occurrence of coverage holes in

the target area. A potential solution for enhancing the existing coverage achieved

by random deployments involves the use of mobility capable sensors that would

help fill the coverage holes. This thesis seeks to address the problem of determin-

ing the current coverage achieved by the non-deterministic deployment of static

sensor nodes and subsequently enhancing the coverage using mobile sensors.

The main contributions of this dissertation are the design and evaluation

of MAPC (Mobility Assisted Probabilistic Coverage), a distributed protocol for

ensuring area coverage in hybrid wireless sensor networks. The primary contribu-

tion is a pragmatic approach to sensor coverage and maintenance that we hope

would lower the technical barriers to its field deployment. Most of the assump-

tions made in the MAPC protocol are realistic and implementable in real-life

applications e.g., practical boundary estimation, coverage calculations based on

a realistic sensing model, and use of movement triggering thresholds based on

real radio characteristics etc. The MAPC is a comprehensive three phase proto-
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col. In the first phase, the static sensors calculate the area coverage using the

Probabilistic Coverage Algorithm (PCA). This is a deviation from the idealistic

assumption used in the binary detection model, wherein a sensor can sense accu-

rately within a well defined (usually circular) region. Static sensors execute the

PCA algorithm, in a distributed way, to identify any holes in the coverage. In

the second phase, MAPC scheme moves the mobile nodes in an optimal manner

to fill these uncovered locations. For different types of initial deployments, the

proposed movement algorithms consume only 30-40% of the energy consumed by

the basic virtual force algorithm. In addition, this thesis addresses the problem of

coverage loss due to damaged and energy depleted nodes. The problem has been

formulated as an Integer Linear Program and implementable heuristics are devel-

oped that perform close to optimal solutions. By replacing in-operational nodes

in phase three, MAPC scheme ensures the continuous operation of the WSN.

Experiments with real mote hardware were conducted to validate the bound-

ary and coverage estimation part of the MAPC protocol. Extensive discrete event

simulations (using NS2) were also performed for the complete MAPC protocol and

the results demonstrate that MAPC can enhance and maintain the area coverage

by efficiently moving mobile sensor nodes to strategic positions in the uncovered

area.
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Chapter 1

Introduction

Recent advancements in Micro-Electro-Mechanical Systems (MEMS) have

augmented research in Wireless Sensor Networks (WSN). A wireless sensor net-

work is composed of tiny sensor nodes each capable of sensing some phenomenon,

doing some limited data processing and communicating wireless with each other

[1]. These tiny sensor devices are deployed in large numbers, in close proximity

to the phenomenon, for obtaining unprecedented high-precision, high-fidelity sen-

sory data. WSN are typically designed to operate unattended and without the

need for any pre-existing infrastructure. Nodes in a sensor network collaborate to

form an ad-hoc network capable of reporting the sensed phenomenon to a data

collection point called sink or base station. WSN have the potential to influence

our daily lives to a great extent. These networked sensors have many potential

civil and military applications i.e., they can be utilized for health applications [2]

[3], military applications [4] [5], surveillance and intrusion detection [6], habitat

monitoring [7] [8], environmental monitoring [9] [10], structural health monitor-

ing [11] [12], animal tracking [13] [14], education [15], traffic control, inventory

management in factory environments, underground sensing etc. [16] [17] [18].

These myriad of applications present various design, operational, and man-

agement challenges for wireless sensor networks. The challenges become even

more demanding if we consider the constraints of wireless sensor networks such
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Mica2 [19] MicaZ [19] Tmote Sky
[20]

Intel Mote 2
[19]

Processor
(MHz)

7.37 7.37 7.37 13–416

Data Rate
(Kbps)

38.4 250 250 250

Radio ChipCon
CC1000 (433,
868, 916
MHz)

ChipCon
CC2420 (2.4
GHz)

ChipCon
CC2420 (2.4
GHz)

ChipCon
CC2420 (2.4
GHz)

Radio
Range

approx. 125 m 75-100 m
(outdoors),
20-30 m
(indoors)

125 m (out-
doors), 50 m
(indoors)

30 m (with
integrated an-
tenna)

Memory 128 Kbytes
program, 4
Kbytes config-
uration, and
512 Kbytes
Measurement

128 Kbytes
program, 4
Kbytes config-
uration, and
512 Kbytes
Measurement

48 Kbytes
program,
16 Kbytes
configuration,
10 Kbytes
RAM, and
1024 Kbytes
Measurement

256 Kbytes
SRAM, 32
Mbytes Mea-
surement
Flash and
32 Mbytes
SDRAM

Table 1.1: Default specifications for sensor hardware.

as low processing power and bandwidth, limited memory and battery life, and

short radio ranges. Table 1.1 lists some of the sensor hardware with their default

specifications. The specifications illustrate that these low power wireless devices

are indeed resource improvised.

Wireless sensor networks differ from ad-hoc networks in several ways. One

of the distinguishing features is the introduction of the sensing component in sen-

sor networks. A node1 in a sensor network is thus performing two demanding

tasks simultaneously, sensing and communicating. To accomplish these tasks, we

normally assume that the node not only performs required sensing of the phe-

nomenon but is also able to communicate with neighbors for onward transmission

of the sensed data to sink. But this assumption is often not true in real world

deployment scenarios.

1 In this thesis, we use the terms node and sensor interchangeably

2
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Consider a target tracking application employing WSN. The objective is to

monitor the whole of a target area, by deploying wireless sensor nodes, to detect

and track the movements of certain objects (e.g, enemy tanks, personnel etc).

Assume that this application gathers acoustic sensory data from the deployed

nodes for tracking purposes. One of the pre-requisite for success of this tracking

application is that every point in the target area should be under direct observation

of one of the deployed sensor nodes. As each sensor node has a limited sensing

coverage (area of influence in which a node can sense), the target area that is

supposed to be 100% covered by the densely deployed nodes may have coverage

holes, areas not covered by any node. The network cannot detect and track in

these grey areas of sensing and thus fails to achieve its objectives. Figure 1.1

shows an example of a coverage hole. Circles around a sensor location represent

the sensor coverage. The grey area is not covered by any sensor.

Figure 1.1: Example of a coverage hole.

Providing adequate sensing coverage of the target area is thus of paramount

importance for proper functioning of a WSN. Adequate coverage of a target area

can be achieved by carefully deploying sensor nodes at pre-computed locations

in the topology. This deterministic deployment is only feasible for small scale

networks, operating in an accessible area with known environment. For unknown,
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hostile, and harsh environments like enemy territory in battlefields, fire or chem-

ical spills, the network cannot be carefully deployed to a predetermined regular

topology. Random (possibly aerial) deployment of sensor nodes is a solution in

such scenarios. But in this case, it is very difficult to achieve adequate coverage of

the target area. This may happen due to the presence of obstacles, sloping grounds

like hills, presence of strong winds or dense forestation during aerial deployment

etc. A randomly deployed static sensor network, therefore, cannot guarantee ade-

quate area coverage. Mobility capable sensors are a potential solution to enhance

the existing coverage due to non-deterministic deployment of a WSN. As mobile

sensors are costlier than their static counterparts, an all mobile network is eco-

nomically not feasible. This dissertation employs a hybrid sensor network, where

only a few of the nodes are mobility capable. This helps in reducing the overall

cost of the network while providing the necessary re-configuration capabilities to

reach an adequate coverage level.

Loss of coverage in the target area can also occur during the operational

lifetime of a WSN. This may happen due to hardware failure, physical damage, or

depletion of a node’s energy resources. The mobile nodes in a hybrid network also

provide an opportunity to exercise self-maintenance of the WSN. These mobile

nodes can replace any faulty, damaged, or low energy node for continued network

performance at the desired coverage level. Hybrid sensor networks thus provide an

effective and cost-efficient self-organization capability that is vital for successful,

prolonged network operation.

This thesis deals with the area coverage problem that is defined as follows.

Given a set of sensors and a target area, the area is adequately covered if every

point in that target area is covered by at least one sensor. There are several

aspects to the area coverage problem for hybrid sensor network that need careful

consideration:
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• How to evaluate area coverage provided by a deployment with an objective

to identify coverage holes and areas of low coverage;

• How to increase the existing coverage to the desired level by deploying

mobile sensor nodes;

• How to maintain the coverage at the desired level during the lifetime of

the WSN.

This thesis proposes a comprehensive Mobility Assisted Probabilistic Coverage

(MAPC) protocol that deals with all these coverage related issues in entirety,

from deployment to the operation of the hybrid WSN.

1.1 Protocol Overview

Our system assumes a hybrid network consisting of a large number of static

sensors deployed in a non-deterministic manner. We also assume that a few mobile

sensors are available for plugging the coverage holes.

Figure 1.2: Building blocks of MAPC protocol.

Figure 1.2 illustrates the building blocks of the MAPC protocol. The proto-

col works in three distinct phases. Phase I and II are executed during the deploy-
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ment stage of a WSN while phase III is executed during the operational lifetime of

the network. Phase I consists of two sub-tasks; boundary estimation and coverage

estimation. Both these tasks are performed by static nodes only. Static nodes es-

timate the boundary of the unknown region in Phase I. Our approach differs from

the existing deployment schemes in that we assume that sensors cannot detect

the physical boundary of the region in outdoor environments. This assumption is

consistent with the real world capabilities of existing sensor hardware. For bound-

ary estimation, this thesis proposes a distributed boundary estimation algorithm

based on the geometric right hand rule. Boundary estimation results in the iden-

tification of virtual boundary formed by nodes lying on the perimeter of the

deployed topology.

Once the virtual boundary of the region has been identified, static nodes

estimate the area coverage. The widely used binary detection model assumes that

the sensing coverage of a sensor node is uniform in all directions, often represented

by a unit disk. However, in reality, the sensing capabilities of a sensor are often

affected by environmental factors. In particular, for range-based sensor modalities

such as acoustics, radio, etc, the signal strength of the triggering signal decays as

a function of distance. This implies that the detection capabilities of these sensors

would exhibit similar distance dependant characteristics as opposed to a uniform

sensing range. The sensing capabilities of networked sensors are thus affected by

environmental factors in real deployment and it is imperative to have practical

considerations at the design stage in order to anticipate this sensing behavior.

In an effort to employ more realistic models in the computation of area coverage,

this thesis proposes the Probabilistic Coverage Algorithm (PCA), that takes

into account the probabilistic sensing behavior of sensor nodes.

Mobile nodes are introduced in the topology in phase II. They are assumed

initially concentrated at one or more points on the boundary of the target area.
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Phase II manages iterative relocation of the mobile sensors. For this phase, we

propose a set of coverage and energy aware variants of Virtual Force Algo-

rithm (VFA). These algorithms work in rounds and manage the mobile node

relocation that serves a dual purpose. Firstly, this relocation increases the cover-

age during deployment by allowing the mobile nodes to fill in the coverage holes

with minimal expenditure of energy. Secondly, the additional mobile sensors are

uniformly spread in the target area for further discovery of coverage holes. The

movements of the mobile nodes are controlled by novel thresholds based on real

radio characteristics. This ensures that the nodes can communicate with each

other, with high probability of successful transmission, during the round-by-round

movements. The mobile nodes are kept in the useful target area bounded by the

virtual boundary identified by the B-nodes (phase-I). The mobile nodes relocation

in phase II thus results in increase in area coverage during the deployment stage.

In phase III, the MAPC relocates the available mobile sensors during the

continuous operation of the sensor network. This is to preempt any possible loss

of coverage due to nodes depleting their batteries (proactive maintenance) and

repair any coverage loss due to dead sensors, e.g., nodes with hardware failure or

physical damage (reactive maintenance). The coverage maintenance problem, in

this thesis, has been formulated as an Integer Linear Program (ILP) and imple-

mentable heuristics have been proposed that perform close to optimal solutions.

We demonstrate through extensive simulations that MAPC protocol enhances the

area coverage by efficiently moving mobile sensor nodes to strategic positions in

the uncovered area. The individual phases of the MAPC protocol are elaborated

in separate chapters of this thesis.
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1.2 Thesis Contributions

The main contributions of this thesis is the design and evaluation of MAPC,

a distributed and comprehensive three phase protocol, that can effectively esti-

mate, enhance, and maintain the area coverage in a hybrid sensor network. The

primary contribution is a pragmatic approach to sensor coverage and maintenance

that we hope would lower the technical barriers to its field deployment. Most of

the assumptions made in the MAPC protocol are realistic and implementable in

real-life applications, for example, practical boundary estimation, coverage cal-

culations based on a realistic sensing model, and use of movement triggering

thresholds based on real radio characteristics etc. To our knowledge, no such

comprehensive solution has been presented in the literature that addresses the

deployment, coverage enhancement, and coverage maintenance issues for a hybrid

sensor network in its entirety.

This dissertation makes the following four specific contributions. The first

contribution is the proposal and evaluation of a practical boundary estimation

scheme that identifies the nodes lying on the outer boundary of a deployed net-

work topology. The scheme employs the geometric right hand rule for identifying

the boundary nodes but, on practical considerations, does not assume an idealistic

unit disk based communication graph. We have conducted extensive experimenta-

tion on real sensor hardware and simulations to validate the boundary estimation

scheme. The boundary estimation scheme has also been made robust to the exis-

tence of radio irregularities, a characteristic of real radio behavior.

The second contribution of this thesis is the proposal of a novel coverage

estimation algorithm, PCA, that evaluates the area coverage in WSN. PCA takes

into account the realistic variations in sensing behavior associated with range

based sensors. This is in contrast to the simplistic binary unit disk sensing model,

where an event occurring within a circular disk is always assumed detected with
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probability of one while any event outside this circle of influence is assumed not

detected. PCA takes advantage of the sensing contributions from neighbors for ac-

curate estimation of a node’s area coverage. Simulation and experimental studies

show that the PCA can accurately estimate the area coverage in the region.

The third contribution of this dissertation falls in the area of mobile nodes

deployment. This thesis proposes a set of integrated deployment and coverage

enhancement algorithms that are based on the virtual force algorithm. The algo-

rithms use movement triggering thresholds that are based on real radio character-

istics. These algorithms not only deploy mobile nodes from an initial concentrated

position but also increase coverage by plugging the coverage holes in the topol-

ogy. For different types of initial deployments, the proposed movement algorithms

consume only 30-40% of the energy consumed by the basic virtual force algorithm.

Finally, the fourth contribution addresses the problem of coverage mainte-

nance in WSNs by considering coverage loss due to damaged and energy depleted

nodes. The coverage maintenance problem has been formulated as an Integer Lin-

ear Program and implementable heuristics are developed. The proposed coverage

maintenance scheme is a good heuristic approximation of centralized optimal as-

signment that is not feasible for large scale sensor networks.

1.3 Thesis Organization

The remainder of this thesis is organized as follows. We introduce back-

ground knowledge and discuss related work in Chapter 2. A survey of the existing

literature is presented that provides proper context to the work proposed in this

thesis.

In Chapter 3, we discuss a distributed boundary estimation algorithm that

identifies the nodes lying on the outer boundary of a randomly deployed WSN.

We evaluate the performance of the proposed algorithm through discrete event
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simulations and experiments on real sensor hardware. In Chapter 4, we introduce

a novel coverage estimation algorithm, PCA, and show that the coverage estimated

by PCA is more realistic compared to the existing algorithms assuming idealistic

detection models.

We consider the problem of coverage enhancement using mobile nodes for

a hybrid sensor network in Chapter 5 and propose an energy efficient integrated

deployment approach that solves both the mobile sensor deployment and the cov-

erage enhancement issues. In Chapter 6, we discuss the coverage maintenance

issues and propose two heuristic solutions that are shown to perform close to

optimal solutions.

Finally, we conclude our work and identify a number of future work direc-

tions in WSN coverage related issues.
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Chapter 2

Background

2.1 Related Work

This dissertation proposes an integrated solution to the area coverage prob-

lem that spans from deployment to maintenance phases of the lifetime of a wireless

sensor network. In this chapter, we survey the literature that is most relevant to

the work covered in this dissertation. We discuss strengths as well as shortcom-

ings of the existing protocols and show how our proposed work is different from

previous schemes. In the next few sections, we will survey background and related

work in each of the following areas:

• Boundary estimation in wireless sensor networks;

• Coverage estimation in wireless sensor networks;

• Coverage enhancement using mobile sensors;

• Coverage maintenance in wireless sensor networks.

2.2 Boundary Estimation in WSN

Boundary estimation in sensor networks is usually categorized as event

boundary estimation and topological boundary estimation. Event boundary esti-
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mation takes sensor measurements from a deployed sensor network and determines

the boundary between fields of homogeneous sensor measurements e.g., mean val-

ues for the measurements [21]. The output is the boundary delineation between

homogeneous sensing regions based on the observed sensor data. On the other

hand, topological boundary estimation schemes refer to the detection of nodes

lying on the topological boundary of a region of interest. As the focus of our work

is on topological boundary estimation, we only discuss related research efforts.

Application of the geometric right hand rule for graph traversal has been

suggested in various research efforts such as [22], [23], [24], [25], and [26] etc. Jarvis

[22] suggested a centralized approach to find the convex hull of a set of points.

The algorithm starts by selecting an origin point lying outside the point set. It

then goes through the set of all points and finds a point in the point set such that

angle measured clockwise from the origin point to this point is maximum. The

origin point is then replaced by this point and the process is repeated until we

end up at the original origin point. All boundary nodes are thus traversed in a

counter clockwise order. The algorithm is simple and effective when the number

of points on the convex hull is relatively small compared to the total number of

points in the points set.

Stajmenovic et al. [23] and more recently Liu et al. [24] proposed the

quorum based location service. Location updates are sent to nodes in north and

south directions (columns) while discovery is performed in east and west directions

(rows). Intersection of rows and columns is guaranteed by adding the outer face

of the network (boundary nodes) to both of them. They proposed the use of the

right hand rule on edges of Gabriel graph [27] to locate the boundary nodes that

act as location servers for the deployed ad hoc network.

From the routing perspective, the right hand rule is used to recover from

local minimum phenomenon often faced in geographic greedy forwarding. For-
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warding here is based on destination location. In Figure 2.1, a node x tries to

forward the traffic to one of its 1-hop neighbors that is geographically closer to

the destination than the node itself. This forwarding process stop when x cannot

find any 1-hop neighbor closer to the destination than itself and the only route

to destination requires that the packet moves temporarily farther from the desti-

nation to b or y. This special case is referred to as local minimum phenomenon.

Destination

c z

x
y

b

Figure 2.1: Local minimum phenomenon in greedy forwarding.

Karp et al. [28] proposed the Greedy Perimeter Stateless Routing (GPSR)

for MANETs. GPSR recovers from routing holes due to local minimum phe-

nomenon by using perimeter routing mode. In perimeter routing the right-hand

rule is used. GPSR proposes either Relative Neighborhood Graph (RNG) [29]

or Gabriel graph to get a planar network graph with no crossing edges. Bose

et al. [25] proposed the FACE-1 and FACE-2 routing algorithms to guarantee

packet delivery in MANETs. The suggested solution is also based on deriving a

connected planar subgraph by using Gabriel graph and then traversing the edges

of the graph using right-hand rule.

Fang et al. proposed the BoundHole Algorithm [26] using the right-hand rule

to identify nodes on the boundary of geometric holes. They defined stuck nodes

as nodes in the topology where packets can possibly get stuck in greedy multi-
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hop forwarding due to local minimum and proposed a distributed BoundHole

algorithm to avoid the routing hole. The BoundHole algorithm uses the right-

hand rule, after each node has identified its stuck direction, to mark the boundary

of the routing hole.

Boundary estimation algorithms that do not use the right hand algorithm

are presented in [30], [31], [32], [33], and [34]. All of these research efforts are

focused on boundary recognition and extraction of the topology without assuming

that location information is available. Fekete et al. [30] proposed an algorithm

that identifies boundary nodes based on the degree of neighbors as boundary nodes

are expected to have much less degree of neighbors than the non-boundary nodes.

They categorized boundaries as outer and inner boundaries. Outer boundary

separates the region from the unbounded portion of the outside world while inner

boundaries separate the nodes from holes in the region. They assumed a dense

deployment and used a combination of stochastic, topology, and geometry. This

algorithm has the additional overhead of construction of a spanning tree that is

utilized for computing the neighborhood size histogram. In a similar work by

the same authors, Fekete et al. [31] used restricted stress centrality to identify

nodes near the boundary by constructing shortest paths containing a vertex of

the graph. The algorithm assumes a very dense deployment.

More recently, Kroller et al. [32] proposed an overall framework for self

organization by using a combination of topology and geometry to determine the

boundary nodes and the topology of the whole network. The boundary is esti-

mated using special combinatorial structures called flowers and augmenting cycles.

The proposed algorithm is distributed and deterministic. The authors assumed

a street network with dense deployment and used Quasi-unit disk graph derived

from the communication graph to estimate the network topology.

S. Funke [33] identified nodes near the boundary of the sensor field as well
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as near hole boundaries by constructing iso-contours based on the hop count from

a root node. Broken contours indicate either outer boundary nodes or nodes

at boundary of a hole. The algorithm is based on the connectivity information

of the communication graph derived by unit disk graph assumption. They also

assumed a dense deployment and used four beacon nodes that flood the network

to construct the hop count information.

Wang et al. [34] also used the hop count measure from a root node to

identify boundary nodes based on the observation that holes in a sensor field

create irregularities in hop count distances. The algorithm is distributed and does

not assume that the communication graph follows the unit disk or quasi unit disk

graph model. Their work requires network wide flooding to construct shortest

path tree and to disseminate information of inner boundaries to all nodes but can

work with lower node density than other schemes.

The boundary estimation work presented in this dissertation is different to

these proposed approaches in several ways. Our proposed boundary estimation

algorithm is lightweight (and hence more suited to the energy constrained wireless

sensor networks) compared to the family of computationally intensive algorithms

that assume no location or inter-node distances are available. Our proposed al-

gorithm is inspired by the Jarvis walk proposed in [22]. The Jarvis walk is a

centralized approach to find the convex hull of a set of points in plane while this

thesis proposes a simple and distributed boundary estimation mechanism that

does not require flooding of the deployed network for gathering the topology in-

formation.

Authors in [23] and [24] also proposed the use of right hand rule as an ex-

tension of the quorum based location update mechanism. They used the FACE

routing algorithm [25] on the edges of a planar Gabriel graph to locate the bound-

ary nodes. It was shown by Kim et al. [35] that real radio often violates the unit
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disk graph assumption resulting in anomalies in the planarization process. Planar

graphs such as the Gabriel graph that are derived from unit disk graphs may result

in crossing edges due to radio irregularity. Moreover, the maintenance of planar

graph at each node introduces additional overhead. While all the nodes maintain

the planar graph, for boundary estimation this information is only required by the

boundary nodes. Thus, in order to have a practical and efficient approach, we do

not assume a planar graph rather, we introduce explicit checks to detect crossing

edges among the current communication neighbors.

2.3 Coverage Calculations

The coverage problem has been interpreted in a variety of ways in existing

literature. Coverage has been considered in terms of maximal support and breach

paths, exposure, quality of surveillance and area coverage etc. [36] [37]. Area

coverage checks whether every point in the target area is at least covered by a

sensor node such that there is no coverage hole in the target area. As the focus

of this thesis is on the area coverage problem with random deployments, we limit

the discussion here to related work. For each of the protocols discussed in this

section, a further differentiation is made according to whether it is designed to

address single coverage or the multiple coverage requirement.

For a static sensor network (without mobility support), several topology

/density control protocols have been proposed. These protocols select a minimal

number of on-duty nodes that are active at any time out of the available densely

deployed nodes. This node scheduling is feasible as long as no coverage holes

appear due to nodes being turned off for energy savings. Huang et al. [38]

proposed polynomial-time algorithms to verify whether every point in the target

area is covered by at least the required number of nodes. Algorithm k-UC assumes

a uniform circular sensing disk while k-NC assumes a non-disk sensing range for
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each sensor node. The node calculates its perimeter coverage by finding the sector

of its coverage area occupied by the neighbor sensing range. The node thus verifies

whether its whole perimeter is covered by existing neighbors to the required degree

or not. To detect coverage holes, the authors suggest a central controller entity.

Wang et al. [39] presented the Coverage Configuration Protocol (CCP)

that can provide flexibility in configuration of sensor network to self-configure

for different degrees of coverage. Given a requested coverage degree Ks, a sensor

node is scheduled to sleep if every location within its coverage range is already Ks

covered by other active nodes in its neighborhood. For cases when Rc < 2Rs, CCP

does not guarantee connectivity along with the coverage. Authors have proposed

combining CCP with an existing connectivity maintenance protocol, SPAN [40],

that provides the communication connectivity.

Yan et al. [41] proposed a distributed density control algorithm capable of

providing differentiated coverage based on different requirements in different parts

of the deployed sensor network. The algorithm is based on time synchronization

among the neighbors. In the sensing phase, comprising of several rounds of equal

duration, each node divides its whole area into grids and advertises its reference

point and start and stop time, defined with respect to that reference point. The

node sorts the neighbors covering a particular grid in ascending order of their

reference points in a round. Based on the time sequence obtained, a node can

decide its on-duty time such that the whole grid still gets the required degree of

coverage. The results from all the covered grids are merged to find the adopted

duty schedule for the node.

For single coverage requirement, Slijepcevic et al. [42] proposed a centralized

heuristic solution to the NP-hard Set K-COVER problem called most-constrained

minimally-constraining (MC-MC) algorithm. They divided the sensors into dis-

joint sets where each set can monitor the whole area independently. One such set

17



2.3. Coverage Calculations

is thus active at any time. In contrast, Cardei et al. [43] proposed heuristic so-

lutions to the NP-complete Maximum Set Cover (MSC) problem. They assumed

that the set of nodes need not be disjoint and that the sets can operate in unequal

time intervals. Each set only need to cover targets with known locations.

Zhang et al. [44] proposed the Optimal Geographical Density Control

(OGDC) protocol. This protocol tries to minimize the overlap of sensing ar-

eas of all sensor nodes for cases when Rc ≥ 2Rs. A node with sufficient power is

randomly chosen to start the process of node selection. This starting node broad-

casts a power-on message. Nodes, on reception of this power-on message, check

their power level and the existing coverage of area under their sensing range. If

sufficient power is available, and the area is not fully covered, the node adds the

starting node as the neighbor, sets its state to “ON” and broadcasts the power-on

message again. This process continues with slightly different behavior for power-

on messages received from starting and non-starting nodes. Simulation results

presented by the authors shows that OGDC protocol cannot always preserve the

original coverage of the network completely.

The issue of coverage with different sensing capabilities has been addressed

in [45] by Tian et al. The authors discussed the topology control for both uniform

and different sensing ranges. A node decides to turn off after discovering that its

neighbors (sponsors) can completely cover its sensing area. The node credits the

sponsored area based on sectors instead of the actual crescent formed in its sensor

range. Once the sponsored area becomes equal to the sensing area under the

node, the node qualifies as a candidate to be switched off. To avoid the possibility

of multiple neighbors turning off and creating a coverage hole, the nodes use a

random back-off algorithm before going to sleep.

Jiang et al. [46] identified two short-comings in the sponsored area approach

of [45]. Firstly, neighbors lying outside the sensing range are not considered
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although they can contribute to the node coverage. Secondly, the sector based area

calculation for coverage results in a more conservative estimate of the neighbors

contributions in covering the area. The authors introduced the concept of effective

neighbor nodes for calculating the nodes coverage accurately and to decide upon

redundant nodes that could be put to sleep while conserving the original coverage.

The neighbor set now includes all nodes within twice the sensing range of each

node.

Ghrist et al. [47] proposed the use of algebraic homology for finding the

topology of the union of the nodes covering disks. They provided sufficient (not

necessary) conditions for establishing the presence of coverage holes in the topol-

ogy. The authors assumed uniform sensing ranges and that no localization or

orientation information is available. They used completion of network communi-

cation graphs to derive useful complexes. The proposed mechanism is centralized.

Table 2.1 summarizes the protocols discussed so far. Protocols have been

categorized on the basis of degree of coverage. Most of the aforementioned cov-

erage related protocols assume uniform sensing ranges. Probabilistic coverage for

sensor networks has been explored in some research efforts but in different context

to our work. Kuo et al. [48] proposed an error model targeting a location esti-

mation application assuming probabilistic coverage for sensors. A signal strength

based approach is used for modeling a probabilistic function that depends on

the distance between the sensor and the object. The authors proposed a single

value, overall weighted error degree, as a metric to evaluate the location tracking

capability of a sensor network.

Ren et al. [49] provided analytical models based on probabilistic coverage

to track a moving object in the sensor field. They used temporal probabilistic

coverage, where any point in a sensing field is sensed with a certain probability at

any time. Temporal probabilistic coverage allows sensor nodes to periodically sleep
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Category Proposed So-
lution

Main Assump-
tions

Characteristics

CCP [39] Location informa-
tion, uniform sens-
ing disk

Configurable degree of cover-
age, calculated by intersection
points of sensing circles.

Multiple
Coverage

k-UC, k-NC [38] Location informa-
tion

Perimeter coverage, non-disk
sensing model supported.

Differentiated
[41]

Location informa-
tion, time synchro-
nization

Grid-based differentiated de-
gree of coverage.

MC-MC [42] Time synchroniza-
tion, uniform sens-
ing disk

Centralized, Constant time
slots for sleep/wake cycles.

MSC [43] Location informa-
tion, time synchro-
nization

Centralized, variable time
slots for sleep/wake cycles,
node sets need not be dis-joint.

Single
Coverage

OGDC [44] Location informa-
tion, uniform sens-
ing disk

Residual energy consideration.

Sponsored Area
[45]

Location informa-
tion

Sector based coverage calcula-
tions, non-disk sensing model
supported.

Extended-
Sponsored Area
[46]

Location informa-
tion, time synchro-
nization

Uniform disk sensing model.

Homology [47] Does not re-
quire location
information

Centralized, uniform disk
sensing model.

Table 2.1: Comparison of solutions to area coverage problem assuming static
networks

and wake up based on sensing schedules. The authors considered both random and

synchronized sensing schedules. They assumed that sensor deployment is dense

enough to support duty cycling of nodes to save energy at the cost of providing

probabilistic coverage.

In [50], Zou et al. proposed a grid-based clustered approach to evaluate the

target localization. The scheme is centralized whereby a cluster head is responsible

for calculating the likely position of a target by employing a probabilistic scoring-

based localization algorithm. A detection probability table is first generated by

the cluster head for each grid point. This probability table is used to query
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suitable sensors for more detailed information once a target is initially reported

to the cluster head.

Xing et al. [51] proposed a probabilistic event detection model based on data

fusion. They organized the network into fusion groupings that are localized on

overlapping virtual grids. Their protocol Co-Grid coordinates neighboring fusion

groups to activate nodes. The performance metrics considered are the number of

active nodes and (re)configuration time.

Kumar et al. in [52] studied randomized independent sleeping (RIS) where

each sensor is active with a probability ρ independently from other sensors. The

authors show that the network life time can be increased by a factor close to 1/ρ.

Through analytical formulations for grid, random uniform and Poisson deploy-

ment, the authors provided an estimate of appropriate number of nodes required

to achieve k-coverage using duty cycling.

The work on coverage estimation proposed in this thesis is different from

these research efforts in several ways. Firstly, this thesis proposes a computational

geometry based approach assuming probabilistic coverage characteristics for the

deployed sensor nodes. This probabilistic coverage approach is a deviation from

the idealistic binary detection model and captures the real world sensing behav-

ior of range-based sensors such as acoustic, seismic, and radio etc. Secondly, the

coverage is calculated at perimeter of each node’s sensing circles instead of gen-

eralized grid points. This gives us a more accurate coverage calculations for each

node. Our approach extend the notion of the perimeter coverage proposed by

Huang et al. [38]. Thirdly, the proposed approach is truly distributed, and all

nodes run the algorithm compared to the cluster head performing the coverage

calculations as in [50]. This has the added advantage of being scalable and robust

in case of failures e.g., cluster head malfunctioning etc.
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2.4 Coverage Enhancement Using Mobile Sen-

sors

The protocols discussed here are classified based on the number of mobile

nodes in the sensor network as (i) All Mobile sensor networks (ii) Hybrid sensor

networks.

2.4.1 All Mobile Sensor Networks

Several researchers have investigated techniques to obtain maximum cover-

age of a target area using mobile sensors. A typical problem statement for this

scenario is to maximize the coverage of a given target area with constraints on

deployment time, the distance the sensors have to travel to maximize coverage

and the complexity of the protocol [53].

In one of the proposed solutions, Wang et al. [53] used Voronoi diagrams

to discover the existence of coverage holes once all the sensors have been initially

deployed in the target area. The diagram partitions the whole space into Voronoi

polygons. Each polygon has a single node with the property that every point in

the polygon is closer to this node than any other node. A sensor node compares

its sensing disk with the area of its Voronoi polygon to estimate any local coverage

hole. Figure 2.2 shows a Voronoi diagram for a node x where abcde is the Voronoi

polygon and the circle centered at node x is the sensing disk. Three distributed

self-deployment algorithms have been proposed: Vector based (VEC), Voronoi

based (VOR) and Minimax algorithm. In VEC, a node calculates the average

distance between the neighbors assuming all nodes are uniformly deployed in the

given target area and tries to keep the distance with its neighbor approximately

equal to this distance. In VOR, once the coverage hole is detected, the node moves

toward the farthest vertex of the Voronoi polygon to cover the local maximum
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coverage hole. Minimax works like VOR with the additional check that while

moving toward the farthest Voronoi vertex, it also keeps track of distances to other

vertices and finds a target position inside the polygon from where the distance

to the farthest vertex is minimized. Simulation results presented in [53] show

that the Minimax algorithm outperforms the other two proposed algorithms in

achieving maximum coverage with little increase in computational overhead.

Hole

b
a

c

d

e

x

Figure 2.2: Voronoi diagram.

In other significant research, Howard et al. [54] proposed a potential fields

based approach for self-deployment of mobile sensor networks. Nodes are treated

as virtual particles and the virtual forces due to potential fields repel the nodes

from each other and obstacles. The authors assume that each sensor is capable

of determining the range and bearing of both its neighbor nodes and the obsta-

cles. This approach does not require any communication among the nodes for

movement or localization information. Instead, the nodes only use their sensed

information in making the decision to move making it a cost effective solution to

the coverage problem. However, extensive simulation/experimental studies have

not been conducted to test the sensitivity of the approach to changes in commu-

nication and sensing ranges and different network sizes etc.

In other related work by the same authors [55], an incremental self deploy-
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ment algorithm is proposed that maintains the line of sight relationships among

the nodes. The line of sight constraint is necessary for localizing the nodes by

using existing deployed nodes as landmarks. The target position of a node is cal-

culated, using the deployment algorithm, at a high processing power base station.

Each deployed node is responsible for communicating its local information back to

the base station for utilization in the next iteration of the deployment algorithm.

This implies that each node has to maintain bidirectional communication with the

base station at all times or else they are deployed so that they form a multi-hop

connected network at all times. The authors have conducted simulations based

on achieved coverage and time. Different deployment goal selection policies such

as deterministic and stochastic etc. have been proposed and evaluated. Results

have shown that deterministic goal selection policy outperforms stochastic based

policies but it still cannot guarantee complete coverage of the sensor network. As

compared to the distributed self deployment proposals, the proposed sequential

deployment scheme will take much longer time to deploy when the number of

nodes is increased.

Authors in [56] proposed a potential field-based deployment approach to

maximize the area coverage with the additional constraint that each of the nodes

has at least k neighbors, where k is a user specified parameter. They assumed

compact initial concentration of the mobile nodes and that each node can calculate

the range and bearing of its neighbors and obstacles.

Heo et al. [57] proposed two schemes for addressing single coverage prob-

lem. In one scheme called Distributed Self-Spreading algorithm (DSS) the authors

propose a deployment scheme similar to [54] and VEC [53]. Sensors are assumed

to be randomly deployed initially. They start moving based on partial forces ex-

erted by the neighbors. Forces exerted on each node by its neighbors depends on

the local density of deployment and on the distance between the node and the
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neighbor.

Another scheme called Intelligent Deployment and Clustering Algorithm

(IDCA) is also proposed in [57] to utilize low energy consumption characteristics

of local clustering. Local density is compared with density expected when all

nodes are uniformly distributed in the target area, and for close values a sensor

selects the clustering mode. In this mode the relative remaining energy of the

sensors dictates whether a node should move or not. The idea is to reduce the

variance in remaining energy once all the nodes are uniformly distributed in the

target area.

In [50], the authors propose a centralized virtual force-based algorithm. This

approach assume all sensors are mobility capable and are able to communicate

with a cluster head. The aim is to maximize coverage using a combination of

attractive and repulsive virtual forces. The VFA is executed by the cluster head

and the final locations are sent to the sensor nodes which perform a one-time

movement to relocate to the new locations.

Liu et al. [58] investigate the area coverage with continuously moving mo-

bile nodes when the location covered changes with time. Average area covered

at a given time as well as during a time interval has been characterized. Wu et

al. in [59] proposed SMART, a scan-based deployment scheme for mobile sensor

networks. The scheme use a hybrid approach to load balance the existing irreg-

ular deployment by employing grid-based clusters. Two scans are performed in

sequence, one for rows followed by another for the columns. Mobile nodes are

moved from one grid to another to load balance the number of nodes in each clus-

ter. The scheme performs well for dense networks with a high degree of clustering.

Yang et al. [60] improved the performance of the SMART scheme by proposing a

distributed local algorithm based on the Hungarian method. The scheme assumed

that the global average load per cluster is pre-computed using SMART, and load
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balancing is performed based on the weighted bipartite graph matching.

To summarize, the solutions discussed in this subsection either utilize tech-

niques from computational geometry e.g., Voronoi diagrams or uses virtual forces,

to attract or repel neighbors, or use load balancing to achieve the desired coverage

of the area.

2.4.2 Hybrid Sensor Networks

The coverage scenario when only some of the sensors are capable of moving

has been under active research, especially in the field of robotics for exploration

purposes. The movement capable sensors can help in deployment and network

repair by moving to appropriate locations within the topology to achieve desired

level of coverage and connectivity, and to connect a possibly disconnected network.

Corke et al. [61] addressed the issue of network deployment with adequate

connectivity using an Unmanned Aerial Vehicle (UAV). The flying robot, referred

as AVATAR by the authors, can deploy the network based on a pre-computed

network topology. The sensors, once deployed, compute their connectivity map

and relay this information to the flying UAV. The existing network connectivity

is compared with the desired topology and the separation regions are identified.

Deployment points within this region of separation are computed to repair the

network and the UAV again deploys more sensors at desired deployment points.

The deployment of additional sensors in the target area increases the sensor den-

sity( achieving multiple coverage and connectivity) or repairs failing sensor nodes

in the network. The experimental results during the network deployment stage

show that it is very difficult to achieve the desired network topology using aerial

deployment.

In [62], Batalin et al. suggested a combined solution for the exploration and

coverage of a given target area. The coverage problem is solved with the help of a
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constantly moving robot in a given target area. The mobile robot first performs

the network deployment in the target area as it explores the unknown environment.

The deployed nodes then guide the robot, based on their local measurements, to

poorly covered areas. The mobile robot, using its local sensing data and the

recommended direction acquired from a deployed sensor node, decides its future

direction for exploration. If the robot does not receive a direction beacon when it

has traveled a predetermined distance in one direction, it deploys another sensor

node to improve the local coverage of the area.

The algorithm does not consider the communications between the deployed

nodes. All decisions are made by the robot by directly communicating with a

neighbor sensor node. Distributed computation and in network processing is sug-

gested in [62] as a solution for the homing problem (when a robot wishes to return

to a specific point in the target area). The deployment strategy and especially the

network repair policy can also benefit from the multi hop information derived out

of a communicating sensor network and thus we feel that this should be explored

further.

Wang et al. [63] addressed the area coverage problem by moving the avail-

able mobile sensors in a hybrid network to heal coverage holes. The static sensors

detect their local coverage holes by using Voronoi diagrams. The mobile sensors

also calculate coverage holes formed at their current position if they decide to

leave their current position. The static sensors bid for the mobile sensors based

on the size of their detected coverage hole. A mobile sensor compares the bids

and decides to move if the highest bid received has a coverage hole size greater

than the new hole generated in its original location due to its movement. The

bids are broadcast locally up to two hops and the static sensors are able to direct

neighboring eligible mobile sensors to a point close to the farthest vertex in their

Voronoi polygon. However, the local broadcast may prevent the bid messages
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reaching mobile sensors if they are located farther than two hops.

Category Proposed So-
lution

Main Assump-
tions

Characteristics

VEC, VOR,
Minmax [53]

Location informa-
tion

Localized, distributed.

Voronoi
Diagrams

Bidding protocol
[63]

Hybrid network Mobile nodes move from small
coverage holes to large ones in
each round.

Proxy based [64] Hybrid network Logical movements in each
round, static nodes act as
proxies.

Centralized VFA
[50]

Grid based cover-
age

Cluster head executes VFA,
nodes perform one-time move-
ment

Virtual
Forces

Potential Fields
[54]

Range and bearing Scalable, distributed. No
local communication required
for localization or movement.

Constrained [56] Range and bearing Initial compact distribution,
maintains k-neighbors.

DSS,IDCA [57] Location informa-
tion

Scalable, distributed, residual
energy based.

Load Bal-
ancing

SMART [59] Localization, clus-
tering, dense net-
work

Scan based hybrid approach

Localized load
balancing [60]

Time synchroniza-
tion, grid based
clustering

Distributed Hungarian
method.

Incremental [55] Line of sight for lo-
calization

Centralized. Bidirectional
communication with base sta-
tion.

Miscell-
aneous

UAV [61] Predetermined
topology informa-
tion

Flying robot for deployment
and network repair. Inaccura-
cies using aerial deployment

Single Robot
[62]

Location informa-
tion

Distributed, no multi-hop
communication for network
deployment and repair.

Continuous
Movement [58]

uniform sensing
model, random
mobility model

Time varying coverage, mo-
bile targets also considered, no
data fusion

Table 2.2: Comparison of mobility based solutions to area coverage problem.

In another work, Wang et al. [64] proposed a proxy based sensor deployment

scheme for hybrid networks as an extension of the bidding protocol [63]. Mobile

nodes go through logical movements in each round while static sensor nodes are
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utilized as proxy nodes to advertise and calculate the next logical deployment

point based on the bidding protocol. Mobile nodes only physically move when the

bidding protocol results in the final deployment position.

In this thesis, we propose a set of localized and distributed variants of the

virtual force algorithm for spreading out the mobile sensors as opposed to the

centralized virtual force algorithm employed in [50]. We also propose the simulated

movement approach for energy efficient movement of mobile sensor nodes. This

simulated approach is different from the proxy based logical movement approach

proposed in [64] where static sensor nodes are utilized as proxies for message

passing.

2.5 Coverage Repair and Maintenance

Wang et al. [65] proposed a grid quorum-based sensor maintenance protocol.

The area is partitioned into grids, each with its own grid head. Redundant node

information is published by the grid head on the grid row, and requests are sent

in its grid column. Closest lying redundant nodes are located so as to follow a

cascaded movement approach to fill in the discovered coverage hole. In cascaded

movement approach, intermediate nodes lying on the relocation path are involved

in the movement to minimize delay and balance the energy consumption.

Sekhar et al. [66] proposed heuristic solutions for network repair in an all

mobile network. Coverage is estimated using simplified grid coverage and one-

hop neighbors are moved to cover the coverage hole, provided they can move

without creating additional holes. A cascaded coverage maintenance scheme is

also proposed that works for multi-hop movement scheduling. Performance of

the proposed heuristic solutions depend on the deployed topology and do not

guarantee complete coverage especially for sparse deployments.

Ganeriwal et al. [67] proposed a protocol called Co-Fi that uses mobility
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capable sensors for repairing the loss of coverage due to energy depletion. Low

energy nodes, on predicting death, broadcast a Panic request message. Nodes with

high energy level respond with the Panic reply message if they can move without

losing existing coverage. The Panic reply message contains residual energy and

the mobility cost (shortest distance the helper node has to travel to reach its final

destination). The dying node receives multiple Panic reply messages and it chooses

a node with maximum utility (maximum residual energy after the movement) and

notifies the selected node to move. As the protocol relies on broadcast of a Panic

request message by a dying node, it will not work when nodes get physically

destroyed creating irreparable coverage holes.

Mei et al. proposed the use of mobile robots for replacing failed sensor nodes

[68]. These robots carry functional sensor nodes and they are capable of dropping

these sensor nodes at specific locations to repair coverage. The authors proposed

three algorithms, centralized manager, fixed distributed manager, and dynamic

distributed manager algorithm, to report failure and locate the optimal robot for

network repair.

Li and Santoro proposed an integrated framework that includes deployment

and coverage maintenance [69]. The framework assumes an all mobile network

and comprises four different algorithms: Algorithm to calculate the number of

required redundant mobile nodes (NRC), a virtual force based deployment algo-

rithm (VFSD), a zone based sensor relocation protocol (ZONER), and a sensor

replenishment protocol (SRP). VFSD assumes different sensing ranges for nodes

and applies virtual forces to keep the inter-node distance equal to the sum of their

sensing ranges. ZONER algorithm use a quorum publish-subscribe mechanism to

locate the redundant nodes for coverage maintenance. SRP introduce redundant

nodes in the topology to compensate for the coverage loss due to sensing range

diminishment. The authors assume that sensing range decreases with time due to
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battery depletion for example, but the communication range is constant.

This thesis addresses the problem of coverage loss due to both energy de-

pletion and physical damage to the nodes. The coverage maintenance problem

has been formulated as an Integer Linear Program (ILP) and heuristic solutions

for coverage maintenance have been proposed that perform close to the optimal

solutions.

2.6 Summary

This chapter reviewed the existing literature and provided background knowl-

edge on areas that are most relevant to the work presented in this dissertation.

A secondary objective of this literature survey was to place the work proposed in

this dissertation in proper context.
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Chapter 3

Distributed Boundary Estimation

3.1 Introduction

Boundary estimation in sensor networks is usually categorized as event

boundary estimation and topological boundary estimation. Event boundary esti-

mation takes sensor measurements from a deployed sensor network and determines

the boundary between fields of homogeneous sensor measurements e.g., mean val-

ues for the measurements [21]. The output is the boundary delineation between

homogeneous sensing regions based on the observed sensor data. On the other

hand, topological boundary estimation schemes refer to the detection of nodes

lying on the topological boundary of a region of interest. In this chapter, we

focus on the distributed topological boundary nodes estimation with the aim to

make the nodes lying on the outer boundary of a deployed topology aware of their

special topology position.

Assume that we have a 2-D region of interest in which we have to deploy

a hybrid sensor network consisting of both static and mobile sensor nodes. The

static nodes have been deployed uniformly at random in the region. Also assume

that all the nodes are aware of their position coordinates through some GPS-less

sensor network localization scheme such as [70]. The questions that we wish to

answer are: How can we detect the nodes lying on the outer boundary of the
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deployed topology in a distributed manner? Can we use the nodes lying on the

outer boundary to deploy mobile nodes in the unknown region of interest?

Detection of nodes on the outer boundary is essential for self-organization

of a sensor network in numerous situations:

• For deployment of mobile sensors in the region, it is imperative to provide

a notion of boundary that defines the extent of the area. This helps in

keeping the mobile nodes confined in the area.

• From a coverage perspective, boundary estimation defines and limits the

region where coverage is calculated and maintained.

• Finally, boundary nodes help in keeping track of objects/events entering

or leaving the region boundary.

Most of the existing hybrid sensor deployment schemes either assume reg-

ular, known deployment regions without taking into account practical boundary

estimation, or assume indoor deployment where the mobile sensors are able to

detect the walls as obstructions. This thesis proposes a distributed boundary es-

timation scheme. In the proposed scheme, static nodes estimate the boundary of

the unknown region by using the right-hand rule. Boundary estimation results in

identification of the boundary nodes (B-nodes), nodes lying on the outer bound-

ary of a deployed topology. Neighboring B-nodes form the virtual boundary of

the region.

This chapter details the boundary estimation scheme that forms part of

phase I of the MAPC protocol (Figure 3.1). We corroborate the proposed bound-

ary estimation scheme through simulations and experiments conducted with real

hardware using Tmote-sky motes [20]. Experiments with real sensor hardware

show that observed radio irregularity has a significant effect on correct opera-

tion of theoretical protocols. In light of these experimental observations, we have
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Figure 3.1: Building blocks of MAPC protocol.

adopted the boundary estimation algorithm to ensure that it is resilient to unto-

ward radio propagation effects.

3.2 Boundary Estimation by Static Nodes

A naive approach for boundary detection is to collect the deployed topology

information at the sink/base station by flooding probing packets over the whole

network. The topology information once gathered can help in identification of

boundary nodes by geometric computation for convex hull [22]. Nodes identified

to be on the convex hull are then conveyed this information. This approach is

centralized, involves high communication and computation cost, and does not

scale well with the size of the network. A localized and distributed boundary

node selection algorithm is suited for the given scenario.

3.2.1 Boundary Estimation Algorithm

The proposed B-node selection algorithm is based on the simple geometric

right-hand rule. It consists of two parts; application of right-hand rule to compute
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the next B-node, and sending of a special B-message to the next selected B-node.

After neighbor information has been exchanged through local broadcast of Hello

messages, a node that receives a B-message marks itself as a B-node. It then

sweeps clock-wise from the direction of the sending node and selects the first

node that intersects the sweeping line from its neighbor list (by simple geometric

calculations as location information of neighbors is available). The node then

unicasts a B-message to the next selected node (referred as forward B-node)

and stores the information about previous B-node (node from which the B-

message was received) and the forward B-node. The node that initially originated

the B-message is referred as OB-node (originating B-node) and each B-message

contains the OB-node ID. Each B-node also stores the OB-node ID from the

received B-message. The B-message processing continues through the boundary

nodes of the deployed topology until the B-message reaches back to the OB-node.

Note that our algorithm is different from the Jarvis walk [22] in that we

apply the right hand rule for neighbors in communication range only as compared

to all points in the plane. A similar scheme is also proposed in [23] wherein the

right hand rule is applied on edges of a planar Gabriel graph. It was shown by Kim

et al. [35] that real radio often violates the unit disk graph assumption resulting

in anomalies in the planarization process. Planar graphs such as the Gabriel

graph that are derived from unit disk graphs may result in crossing edges due to

radio irregularity. In order to have a more practical approach, we do not assume

a planar graph; rather, we introduce explicit checks to detect crossing edges as

explained in a later section detailing our experiments. An added advantage of

our approach is the lesser processing overhead. The maintenance of planar graph

at each node introduces additional overhead. While all the nodes maintain the

planar graph, for boundary estimation this information is only utilized by the

boundary nodes. Explicit checks for edge crossing at boundary nodes instead of
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maintaining a planar graph is more efficient, if the number of boundary nodes is

relatively small as compared to the total number of nodes in the topology. The

B-node selection algorithm is thus simple, distributed and is only executed by

nodes lying on the outer boundary of the topology. Some of the related protocol

details are discussed below.

3.2.1.1 Selection of the Originating B-node

Figure 3.2: Right hand rule.

The data from a deployed WSN is often collected at a base station or sink

for analysis. Without loss of generality, we assume that a sink node is available

(outside the WSN convex region) and that it can communicate with a set of de-

ployed nodes. After learning the location information of the neighboring static

nodes that are within its communication range, the sink selects the nearest neigh-

bor (with the least Euclidean distance) as the OB-node. The sink unicasts a

B-message to the selected node to trigger the B-nodes selection algorithm. The

OB-node applies the right-hand rule by sweeping clock-wise from the direction

of the sink (see Figure 3.2) to select the forward B-node. Note that the sink is

only used for starting the B-node selection process and it does not participate

any further in the selection process. Also the OB-node does not mark the sink as
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its previous B-node, the correct previous B-node will connect with the OB-node

when the B-node selection terminates.

The B-node selection algorithm described above assumes the presence of a

single sink located outside the WSN region. We now show how we can relax this

assumption to include the cases of multiple sinks and sinks located inside the WSN

region. For multiple sinks, assumed located outside the WSN region, each sink

selects its own OB-node and generates B-messages with their respective OB-node

ID’s. A node that receives a B-message marks itself as a B-node and stores the OB-

node ID. A B-node compares the OB-node ID for each additional B-message that

it receives. Normal processing of the B-message continues only if the B-message

has a different OB-node ID otherwise the B-message is simply discarded. The

algorithm thus runs independently for the multiple sink scenarios and terminates

when the B-message is received at the correct OB-node. For the case when sink

is assumed located inside the WSN region, a scheme based on the quorum based

location service [23], [24] can be utilized. The sink initiates a Locate message

in both east and west directions. The message reaches the east-most and west-

most deployed static nodes, which become the OB-nodes. The OB-nodes convert

the Locate message into B-message and start the boundary estimation process.

The process terminates when B-messages are received at corresponding OB-nodes.

Details of the quorum based location service scheme can be found in [23] and [24].

3.2.1.2 Selection of B-nodes

The set of nodes that get selected as B-nodes depends on the communication

range and are a subset of all boundary nodes. Figure 3.3 illustrates this and shows

part of a deployed sensor network topology. Let us assume that node X has nodes

Y, A, B, C, and D in its neighbor list. Node X receives a B-message from node

Y and after applying the right-hand rule, selects node D as the forward B-node
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Figure 3.3: Selection of B-nodes.

from its neighbor list. The first few nodes that get selected as B-nodes are Y XDE

because node D is within the communication range of node X. Note that nodes

A,B, and C have not been selected, although the boundary can also be traced as

Y XABCDE if we assume a shorter communication range.

In the case when multiple neighbors are found at the same minimum sweep-

ing angle from the previous B-node (e.g., prospective nodes are lying in a straight

line), nearest such neighbor is selected as the forward B-node.

Figure 3.4: Local minima.
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3.2.1.3 Local Minima

Consider Figure 3.4. Node X receives the B-message from node Y . X

applies the right-hand rule and selects node A as the forward B-node. As node

A has only one neighbor, node X, it cannot select any new B-node except node

X. We call this special case the local minima for the algorithm and it results

from limited radio transmission ranges. Recall that each node maintains the

previous and forward B-node information. Node A sends the B-message, with a

local minima flag, back to previous B-node X without marking itself as a B-node.

Node X removes node A as the forward B-node, continues with the right hand

rule and selects node Z as the new forward B-node now. In case a node receiving

the B-message with local minima flag has no other neighbor to select than its

previous B-node, it again sends a local minima B-message to the previous B-node

(see Figure 3.4 (b)). The algorithm can thus recover from a local minima. Note

that some of the nodes lying on the convex hull (e.g., Node A in Figure 3.4 (a))

are not selected as B-nodes due to the local minima cases.

3.2.1.4 Algorithm Termination

The algorithm terminates when the B-message (without the local minima

flag) is received at the initiating OB-node. Recall that each OB-node is selected

to be on the boundary and that each B-message contains the OB-node ID. This

results in correct termination of the algorithm even when multiple OB-nodes are

selected to initiate the boundary estimation process.

3.2.2 Simulations

The boundary estimation algorithm has been implemented in NS2 discrete

event simulator [71]. Simulation setup parameters are listed in Table 3.1. Simu-

lations were run on three different kind of topologies; random, street, and river.
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Random and river topologies are non-deterministic while the street topology is

deterministic. In the river topology, nodes are assumed randomly deployed along

the banks of a meandering river. The transmit range was set at 16m based on

Tmote-sky motes calibration tests discussed in Section 3.2.3.

Table 3.1: Simulation setup parameters

Parameter Value

Transmit power Pt 0 dBm

Receiving threshold at sensor -90 dBm

Path loss exponent n (free space) 2

Communication range 16m

Number of nodes 50

Figure 3.5 shows the simulation results by running the boundary estimation

algorithm. Filled circles represent the selected B-nodes and the dashed line be-

tween the B-nodes indicate the virtual boundary for different kinds of topologies.

OB-node has been marked with solid perimeter. The simulation results show that

the boundary estimation algorithm successfully identifies the virtual boundary of

the deployed topologies. Note that in street topology, the virtual boundary has

formed cut off paths instead of following the deployed pattern. This is because of

the fixed transmission range and assumption that the deployment is obstruction-

free.
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Figure 3.5: Simulations: Boundary estimation for random, street and river topolo-
gies.
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3.2.3 Experiments

Several researchers have conducted experiments to evaluate and characterize

the radio performance for various sensor hardware. Ganesan et al. [72] used

Rene motes (with TR1000 radios [73]) while Woo et al. [74] and Zhao et al. [75]

investigated Mica motes (with TR1000 radios). Zhou et al. [76] used Mica2 motes

(with ChipCon CC1000 radios [77]) and Srinivasan et al. [78] and Zhao et al. [79]

conducted experiments with MicaZ motes (with ChipCon CC2420 radios). More

recently, Xueli et al. [80] and Holland et al. [81] employed the Telos sky motes

[20] (with CC2420 radios) for their experiments. Most of these works show the

existence of radio irregularity e.g., asymmetric links, grey areas where the packet

reception rate has no correlation with distance, and long unexpected links etc.

Based on the aforementioned experimental studies, to validate our simu-

lations results, we decided to run experiments with Tmote-sky wireless sensor

network platform. The Tmote-sky motes use Chipcon CC2420 radio that is IEEE

802.15.4 compliant and are based on Telos revision B platform [82]. The data sheet

of the sky-motes specify that the radio range is 125m for outdoor environments

and that the internal antenna does not have a perfect omni-directional pattern.

As perfect sender-receiver antenna orientation is impossible to achieve, especially

in a random non-deterministic deployment of sensor nodes, we conducted prelim-

inary calibration experiments to ascertain the effect of radio antenna orientation

and the height above ground on radio range of Tmote-sky motes. The aim is to

find a realistic value of the Tmote’s transmission range in outdoor environment.

This observed radio transmission range can then be utilized to decide the density

of the deployment i.e., how many nodes to deploy in an area of given size in order

to achieve a connected topology.
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Figure 3.6: Calibration experiment setup.

3.2.3.1 Calibration Experiment Setup

Our experimental setup is shown in Figure 3.6. There is a single sender with

20 receivers arranged in orthogonal directions. All motes that are placed in a hor-

izontal line have their internal antenna pointing towards left while motes placed

in the vertical line have their antennas pointing towards bottom. The sender’s

internal antenna is pointing towards right. The motes are placed at 5m distance

increments in four directions (arranged as to give 0, 90, 180 and 270 degree an-

tenna orientation with respect to the sender antenna). The sender transmits at 0

dBm transmit power with a packet rate of ten packets per second for twenty five

minutes. The motes were horizontally mounted at 0.1m and 1m above ground in

separate set of experiments. Each receiver logs the packet sequence number, RSSI

(Received Signal Strength Indicator), and LQI (Link Quality Indication) values

for each packet that it receives. LQI is a metric introduced in IEEE 802.15.4 that

measures the error in the incoming modulation of packets that passes the CRC

check. All these experiments were conducted in an open unobstructed playing

field with a new set of batteries.
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3.2.3.2 Calibration Experiment Results

Figures 3.7 - 3.11 show our calibration experiment results.

Figure 3.7: Packet loss vs distance.

Figure 3.8: RSSI vs distance.

• Effect of Height

Figures 3.7 and 3.8 show the percentage packet loss and RSSI values vs dis-

tance plots respectively while Figure 3.9 shows the LQI values vs distance

for both 0.1m and 1m height above ground experiments. The plotted val-

ues are the average of the values measured in four directions. The error
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Figure 3.9: LQI vs distance.

bars show the maximum and minimum values received in any direction

while the range of the error bars shows the variation due to receiver orien-

tation in different directions. The results show that much better RSSI and

LQI values are received when both the sender and the receiver are placed

1m above the ground compared to 0.1m. The reason for lower RSSI at

0.1m mounting is that more transmitted energy is absorbed by the ground

at 0.1m than at 1m mounting. The set of experiments with 0.1m height

above ground show RSSI and LQI values decrease with distance while for

1m, these values show irregularity with distance as higher values are re-

ceived at 20-25m than 15m receiver distance. Percentage of packet loss vs

distance is shown in Figure 3.7. For 0.1m mounting, average of about 52%

of the transmitted packets are lost in all directions at 15m distance from

the sender while for 1m mounting case low packet loss rate (less than 10%)

is observed for all receivers. The results for 0.1m mounting show that the

variation in packet loss in different directions increases with increase of

distance from the sender. Comparing the LQI and RSSI values, low vari-

ation in RSSI values for correctly received packets is observed in different

directions as compared to the LQI values. These results are consistent
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with those reported in [78] and [81] where the LQI values show a higher

range of errors. It is clear from these calibration results that height above

ground has a significant effect on the performance of the Tmote radio,

affecting the transmission range and the link quality.

• Effect of Orientation

Figures 3.10 and 3.11 show the packet loss and RSSI values received in

different directions at a distance of 15m from the sender. This experiment

was conducted with two co-located motes placed 0.1m above ground in

four orthogonal directions. The results show that a maximum difference
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Figure 3.10: Temporal packet loss in different directions.

of about 8 dBm in RSSI values is observed in different orientations (Figure

3.11). As the data sheet for Tmote sky motes indicates the accuracy of

the ChipCon radio RSSI values as +−6dBm, we can conclude that the

observed variation in RSSI values in different directions is mainly due

to the inherent hardware characteristics. The packet loss reported in

Figure 3.10 has been calculated for each 500 samples interval. Results

indicate that the packet loss rate not only varies spatially, different in

different directions, but also has a temporally varying behavior. Low
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Figure 3.11: Temporal RSSI values in different directions.

packet loss rate with more fluctuations is observed when the sender and

receiver antennas are aligned with each other.

As 0.1m mounting above ground is a more realistic option for many sensor network

applications assuming a random non-deterministic deployment, we analyzed the

calibration results with 0.1m height above ground for selecting suitable values

of maximum and reliable transmission ranges. We selected 6m as the value of

reliable transmission range for Tmote sky devices as this distance value gives an

average packet loss rate of less than 10% (Figure 3.7). Similarly, 16m is selected

as the maximum transmission range giving us an average RSSI value of about -90

dBm (Figure 3.8), a value close to the lowest receiver sensitivity of Tmotes sky

motes, and an average packet loss rate of around 55%.

Once the values of maximum and reliable transmission ranges are avail-

able, we use the Neighbors in Nominal Range Area (NINRA) [83] to find out the

numbers of nodes that we need to deploy in a given area.

NINRA =
N

A
· π · (Tr)

2 (3.1)

where,
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N = Number of nodes.

A = Deployment area.

Tr = Transmission range.

For our experiments, we chose to deploy 50 nodes in a 30m x 30m area

giving us a NINRA value of about 6. The value of Tr has been set equal to the

reliable transmission range (6m).

3.2.3.3 Algorithm Evolution Based on Experiments

As the calibration experiments demonstrated spatial as well as temporal

variation in packet loss in different directions, we ran some initial experiments to

study the effect of these radio irregularities on the correct working of boundary

estimation algorithm. For these experiments, we carefully laid out the exact three

topologies used in the simulations i.e., random, street, and river, in a flat playing

field. All communications between deployed motes was logged in a mote directly

attached to a laptop for debugging and analysis. We did not use any localization

scheme, rather we hard-coded the configured location information in each Tmote

node. The initial run of experiments with the implementation of basic bound-

ary estimation algorithm indicated that most of the time the algorithm failed

to correctly identify the B-nodes. Debugging the results identified the following

anomalies:

• Nodes appear in the neighbor list due to the reception of Hello mes-

sages but some of these nodes cannot be sent control messages (e.g., a

B-Message) due to link asymmetry.

• Links change from symmetric to asymmetric temporally resulting in fail-

ure to deliver critical protocol messages. Consider the scenario observed
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Figure 3.12: Anomalies due to (a) Asymmetric links (b) Unexpected long links.

in one of the test runs shown in Figure 3.12 (a). Node A has send a B-

message to node B after applying the boundary selection algorithm. Node

B receives the B-message and sends an Ack back to node A. This Ack

is not received at node A. Node A times out, removes node B from the

neighbor list assuming it cannot reach node B, and selects node D as a

new forward B-node. Node B meanwhile proceeds with the boundary es-

timation algorithm assuming it has sent Ack back to node A. Two nodes

are thus concurrently executing the algorithm selecting different forward

B-nodes resulting in a non-deterministic behavior of the algorithm.

• Some nodes can have bi-directional communication at longer distances

while other nodes cannot communicate with nodes at much shorter dis-

tances. As an example see Figure 3.12 (b). Nodes A, B and C are selected

as B-nodes. Node C selects node D as the forward B-node (C cannot com-

municate with node X). Node D on the other hand has node X in its

neighbor table and thus selects X as the forward B-node after sweeping

from node C. This results in incorrect termination of the algorithm.

Based on the calibration experiment results, and initial trial of the implementation

of the basic boundary estimation algorithm, we modified the boundary estimation
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algorithm to make it robust to the observed radio behavior and suitable for field

deployment.

• Constraint on node selection.

The edge crossing scenario shown in Figure 3.12 (b) resulted because we

are not constructing a unit disk-based planar graph for this work. In the

absence of such a planar graph, we need to explicitly check for crossing

edges. To avoid such a situation, we introduced a constraint that the

forward B-node must be further away from the previous B-node than the

node making the decision i.e., distance between current node and forward

B-node should be less than that between previous B-node and forward

B-node. With this constraint in place, in Figure 3.12, node D cannot

select X as the forward B-node.

• Neighbor discovery.

Techniques for neighbor discovery works only if the links are symmetric

[76]. To cater for asymmetric links that are likely to result due to asym-

metric radio interference, for robust neighbor discovery, we employed m

out of k strategy. The nodes broadcast k Hello messages and the neigh-

bors only add a node to the neighbor list if m Hello messages from a

neighbor has been received. Note that m and k are tunable parameters

that reflect the extent of radio irregularity. Larger the ratio of m/k, more

stable is the selected neighbor link. For our deployment scenario, based

on the calibration tests, we selected 6 and 10 as values for m and k.

Note that this active link quality estimation is being done at deployment

time when little or no data traffic is present. Other link quality estima-

tion techniques such as the windowed mean exponentially weighted mov-

ing average (WMEWMA), used in MintRoute multi-hop routing protocol
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presented by Woo et al. [74], can be utilized during normal operation of

the WSN for a more granular link quality estimation.

• Reliable communication.

To cater for temporal radio interference, we introduced a special Probe

message in the protocol to check the link symmetry before transmitting

B-messages. A node that wants to send a B-message to a forward B-node,

first sends the Probe message. The B-message is sent to the forward B-

node only if it receives an Ack for the Probe message from the forward

B-node. In case of no Ack, the Probe message is re-sent two more times

before the neighbor is removed from the neighbor list and the B-node

selects another potential B-node neighbor for probing. A node is required

to send an Ack back for each B-message that it receives. A B-message is

also re-sent a total of three times in case no Ack is received, before the

neighbor is removed from the neighbor list.

3.2.3.4 Boundary Estimation Experiment Results
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Figure 3.13: Experiments: Boundary estimation for random, street and river
topologies.

The pseudo-code for the modified boundary estimation algorithm appears

as Algorithm 1. Fifty of the Tmotes were programmed with this modified bound-
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Algorithm 1 Distributed Boundary Estimation Algorithm

Notations :
SBF = Forward B-node, SBP = Previous B-node
LM Flag = Local Minima Flag
Let S = {S1, S2, . . . , Sn} represent the set of neighbors in communication range and
where each sensor Si is located at coordinate (xi, yi).
θi is the angle measured clockwise from SBP to Si.
θBF is the angle measured clockwise from SBP to SBF .
INIT :

Nodes broadcast k Hello messages (neighbor announcements)
if m Hello messages received from a node then

node is added in S

sink sends B-message to OB-node
Process :

1: if B-message received then
2: send Ack to sender
3: if node is already a B-node/OB-node and LM Flag set then
4: unmark sender as SBF ; remove sender node from S

5: else
6: if node is already a B-node and LM Flag unset then
7: send B-message with local minima flag to sender
8: terminate the algorithm
9: else

10: if node is OB-node and LM Flag unset then
11: terminate the algorithm
12: else
13: mark sender as SBP

14: for each neighbor i in S do
15: if distance to Si < distance between SBP and Si then
16: calculate θi

17: θBF = min{θi}
18: for equal min angles, select nearest Si as SBF

19: mark yourself as B-node
20: if SBF == SBP then
21: mark LM flag in outgoing B-message
22: send Probe message to SBF

23: if Ack of Probe received from SBF then
24: send B-message to SBF

25: else
26: remove SBF from S after three retries; goto 15
27: if Ack of B-message received from SBF then
28: terminate algorithm
29: else
30: remove SBF from S after three retries; goto 15
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ary estimation algorithm. Figure 3.13 shows our experimental results. Comparing

these results with those from the simulations in Figure 3.5, we can observe some

variations. Some of the boundary nodes that get selected as B-nodes are different

in simulations than in experimentation results. This is because of Tmotes showing

different communication ranges in different direction, a behavior that is not mod-

elled in simulations. Also note that in the random topology experiment result,

the mote in the lower left corner does not get selected as B-node. The neighbor

announcements from this node fails the m out of k (6 out of 10) check and hence

the node does not appear as a candidate B-node to its neighbor B-nodes. Nodes

with reliable symmetric links are only included in the selected B-nodes list.

The modified boundary estimation algorithm can thus reliably identify B-

nodes with stable symmetric links in the presence of realistic radio irregularities.

These identified B-nodes form the virtual boundary of the region.

3.3 Boundary Landmarks

We have presented a simple and distributed boundary estimation scheme

wherein the nodes lying on the outer boundary of a deployed WSN are made

aware of their special topology positions. In this section, we show that it is simple

to extend the algorithm to not only determine the B-nodes, but also construct

an ordered list of boundary landmarks referred to as Posts. The idea is to select

some of the B-nodes to act as Posts, collect the information of all such Posts, and

then replicate this information to each of the Posts. If B represents the set of

B-nodes identified to be on the outer boundary of the deployed topology, and P

represents the set of B-nodes selected as Posts, then P ≤ B. In the extreme case,

all B-nodes can act as Posts when P = B.

Ivan et al. [23] proposed the idea of location servers, where each boundary

node stores location information of all the nodes in the topology. The idea of Posts
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is similar with the difference that, in our scheme, only some of the boundary nodes

(i.e., Posts) store the information of only a subset of all boundary nodes (i.e., set

of Posts). The information stored at Posts gives a coarser view of the topological

boundary. This information is useful in several ways e.g., a sink can easily retrieve

a coarse view of the topology boundary, from any of the Posts, to estimate the

extent of the region of interest. Also, in a hybrid network, mobile nodes can get

a coarser boundary information from Posts and tight, finer boundary information

from their neighboring B-nodes. This segregation of information, in coarser overall

boundary and finer local boundary, helps in planning energy efficient movements

for mobile nodes.

3.3.1 Locating the Posts

The information exchange required for selecting Posts, and collecting the

information of all the Posts, can be piggybacked on the B-messages. The OB-node

marks itself as a Post, initializes a counter called PostCount in the B-message to

a predetermined value, and puts its node ID and location information as the first

value in the list of Posts. It then sends the B-message to the next selected B-node

by following the B-node selection algorithm described in earlier sections of this

chapter.

The initial value of the PostCount counter in the B-message controls the

number of B-nodes that will act as Posts. Each B-node is required to decrement

this PostCount counter value by 1. A B-node marks itself as a Post if the Value of

PostCount turns to zero after the decrement, and resets the counter to its initial

predetermined value. Setting this counter to 1, results in all B-nodes selected as

Posts.

A node that receives a B-message, checks whether the value of the PostCount

is zero after decrement by one. If so, it takes the following actions:
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• Marks itself as a Post;

• Appends its node ID and location information to the list of Posts con-

tained in the received B-message;

• Reset the PostCount to its initial value (also contained in the B-message);

• Forward the B-message to the next B-node after applying the boundary

node selection algorithm.

A B-node simply forwards the B-Message to the next B-node if the decre-

mented value of PostCount is greater than zero. The B-message traverses the

B-nodes, each selected Post appends its information to the B-message until this

B-message reaches back the OB-node. The OB-node now has the complete list of

all B-nodes that has been selected to act as Posts.

3.3.2 Replicating the Information of Selected Posts

Once the ordered list of all selected Posts are available at the OB-node, we

have to replicate this information to all the Posts. The OB-node copies the list of

all Posts into a PostList message and sends this PostList message to the forward

B-node. Each B-node that receives a PostList message checks if it is a Post and

that its node ID is contained in the list of Posts. In case of a match, it copies the

content of the PostList message and forwards the message to the forward B-node.

The PostList message thus traverses all the B-nodes and replicates the list of Posts

to all selected Posts before its reaches back to the OB-node.

3.3.3 Discussion

Figure 3.14 shows the virtual boundary, for a 100 nodes topology, formed by

B-nodes and Posts selected by a PostCount value of 2 i.e., every alternate B-node
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Figure 3.14: Virtual boundary with Posts.

has been selected as Post. The B-nodes are shown by dark filled circles, Posts by

light filled circles with dark boundary and unfilled circles represent interior nodes.

Boundary formed by Posts is shown by dashed lines.

The process of establishing the boundary landmarks, Posts, involves the

overhead of state maintenance at Posts and transmission of additional PostList

messages. The communication overhead is incurred only once during the deploy-

ment phase while the state maintenance overhead can be reduced by increasing

the PostCount counter such that a lesser number of B-nodes are selected as Posts

that in turn stores less information. On the other hand, another variant in the

selection criteria is possible whereby Posts (still a subset of all B-nodes) store in-

formation of all the B-nodes. In this case, each Post has the complete information

of the boundary of the region i.e., ordered list of all the B-nodes, at the cost of

additional state maintenance. In Chapter 5, we will show how the coarse bound-

ary information stored at Posts can be utilized to effectively plan the movements

of mobile nodes in a hybrid sensor network.
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3.4 Summary

This chapter describes the boundary estimation scheme, based on the simple

right hand rule, to locate the boundary nodes in a deployed topology. The scheme

is distributed and is executed only by a subset of all deployed nodes. We also

present an extension to the basic boundary estimation scheme that enables the

availability of coarse boundary information at several landmarks, called Posts, on

the outer boundary of the deployed network.

The working of the boundary estimation scheme has been studied both

through discrete event simulations and conducting experiments on real motes.

Our experimental results show that undesirable radio characteristics have a sig-

nificant impact on the correct operation of theoretical protocols. Based on the

experimental results, we modified the boundary estimation algorithm to address

these practical challenges of real deployment. This confirms the growing concern

among the WSN research community that simulations alone cannot capture the

true behavior of protocols in real deployment unless validated by field experiments.

This boundary estimation scheme forms Phase I of our comprehensive pro-

tocol for coverage calculation and maintenance using a combination of mobile and

static sensor nodes. Other phases of the protocol are discussed in subsequent

chapters.
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Chapter 4

Probabilistic Coverage in Sensor

Networks

4.1 Introduction

Wireless sensor networks differ from ad-hoc networks in several ways. One of

the distinguishing features is the introduction of the sensing component in sensor

networks. A node in a sensor network is thus performing two demanding tasks

simultaneously, sensing the environment and communicating with each other to

transfer useful information. Sensing is a task of paramount importance for proper

functioning of wireless sensor network. The sensing coverage of a sensor node is

usually assumed uniform in all directions (represented by unit disk), following the

binary detection model. An event that occurs within the sensing radius of a node is

always assumed detected with probability of one while any event outside this circle

of influence is assumed not detected. This idealized model has been extensively

used in recent research work to predict the total coverage in the target area.

However, this model is based on the unrealistic assumption of perfect coverage in

a circular disk for all the sensors. The sensing capabilities of networked sensors

are affected by environmental factors in real deployment and it is imperative to

have practical considerations at the design stage in order to anticipate this sensing
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behavior.

In this chapter, we explore the problem of determining the area coverage,

provided by non-deterministic deployment of sensors, using a more realistic cov-

erage model. To capture the real world sensing characteristics of sensor nodes, we

assume that the signal propagation from a target to a sensor node follows a prob-

abilistic model. In particular, for range-based sensor modalities such as acoustics,

radio, etc, the signal strength of the triggering signal decays as a function of dis-

tance. This implies that the detection capabilities of these sensors would exhibit

similar distance dependant characteristics as opposed to a uniform sensing range.

In fact, the unit disk sensing model over-estimates the coverage achieved by the

sensor network and would possibly lead to false negatives i.e., in situations where

certain events are not detected, the unit disk model indicates that the location of

these events are covered.

The probabilistic coverage model is only valid for certain kind of sensors e.g.

radio, acoustic, seismic etc. where the signal strength decays with the distance

from the source and does not hold true for sensors that only measure local point

values e.g., temperature, humidity, light etc. Our work therefore targets applica-

tions like object tracking and intrusion detection that require a certain degree of

confidence in the detection probability. This work is based on the path loss log

normal shadowing model [84] although it can be extended to incorporate differ-

ent signal decay models e.g. acoustic signal model (where signal roughly decays

at inverse square of distance) for acoustic sensors. We propose the Probabilis-

tic Coverage Algorithm (PCA), a novel coverage estimation algorithm. The

PCA extends the concept of perimeter coverage proposed by Huang et al. [38], to

evaluate the effective coverage that can be provided to the application utilizing

the sensor network. Simulation results show that coverage calculated using prob-

abilistic coverage algorithm is more accurate than the idealistic binary detection
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model.

Figure 4.1: Building blocks of MAPC protocol.

Figure 4.1 illustrates that the coverage estimation is performed by the static

sensors after the boundary nodes have been identified. This coverage computation

together with boundary estimation forms phase I of the MAPC protocol. The

remainder of this chapter is organized as follows. We introduce the problem area

by discussing some technical preliminaries in Section 4.2. Section 4.3 elaborates

the probabilistic coverage algorithm. Simulation results are presented in Section

4.4. Experimental work is discussed in Section 4.5 and Section 4.7 summarizes

the chapter.

4.2 Technical Preliminaries

The probability of detection of a target by a sensor decreases exponentially

with increase in distance between the target and the sensor. Using the log-normal

shadowing model, the path loss PL(in dB) at a distance d is given by Equation

4.1.
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PL(d) = PL(d0) + 10 · n · log(
d

d0

) + Xσ (4.1)

where,

d0 = Reference distance

n = Path loss component, indicating the rate at which the path loss

increases with distance

Xσ = Zero-mean Gaussian distributed random variable (in dB) with σ-

variance (shadowing, also in dB)

PL(d0) = Mean path loss at reference distance d0.

Xσ in Equation 4.1 captures various environmental factors resulting in different

received signal values at different locations although the distance between the

target and sensor is the same. Values of n and Xσ can be measured experimentally

[85]. Similarly PL(d0) can be measured experimentally for given event and sensor

characteristics or can be calculated using free space path loss model [84].

Each sensor has a receive threshold value γ that describes the minimum sig-

nal strength that can be correctly decoded at the sensor. The probability Pri that

the received signal level, Prec, at a sensor Si will be above this receive threshold,

γ, is given by Equation 4.4, requiring Q-function to compute probability involving

the Gaussian process. The Q-function is defined as

Q(z) =
1√
2π

∫ ∞

z
exp(−x2

2
)dx (4.2)

where

Q(z) = 1 − Q(−z) (4.3)

Pri[Prec(d) > γ] = Q[
γ − Prec(d)

σ
] (4.4)
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For a given transmit power and receive threshold value, we can calculate the

probability of receiving a signal above the receive threshold value, γ, at a given

distance using Equations 4.2 and 4.4.
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Figure 4.2: Change in detection probability with distance(m).

Figure 4.2 shows the decrease in detection probability for a sensor based on

the shadowing model for parameters shown in Table 4.2. The continuous change

in detection probabilities with distance can be approximated by discrete values at

constant distance increments around the sensor location (shown by dashed lines

in Figure 4.2). Assuming this rate of change in the detection probability to be

constant in every direction, we can draw concentric circles around a sensor location

to represent its discrete detection probabilities. Each circle thus represents the

probability of correctly receiving a signal with strength above receiving threshold

at distance equal to radius of the circle.

For a deployed sensor network, a point in the target region can be covered

by more than a single sensor. The cumulative detection probability at a point in

the region, Pr, is given by Equation 4.5.

Pr = 1 −
N∏

i=1

(1 − Pri) (4.5)

where,

N = Number of sensor nodes covering a particular point
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Pri = Detection probability of a point for a sensor i

4.3 Probabilistic Coverage Algorithm

The coverage not only depends on the sensing capabilities of the sensor

but also on the event characteristics [86] e.g., target detection of military tanks

as compared to detection of movement of soldiers depends on the nature and

characteristics of the event as well as the sensitivity of the sensors involved. We

therefore assume for this work that the signal transmit power, Pt (characteristic of

the event) and receive threshold for sensor, γ, is known through experiments and

sensor calibration. Once the transmit power and the receive threshold of sensors

are known, a Probability Table, PT (see Table 4.1) can be precomputed (using

Equations 4.1 - 4.4) that provides the discrete detection probabilities at various

distances from the sensor.

Table 4.1: A sample probability table (PT )

Distance (m) from Sensor Detection Probability

3 0.997
6 0.90
9 0.665
12 0.41
15 0.245
18 0.135
21 0.075

Definition 1 : Effective coverage range, Reffec, of a sensor Si is defined as dis-

tance of the target from the sensor beyond which the detection probability is neg-

ligible.

For this work, Reffec is taken as the distance at which the probability of detection

falls below 0.1. Note that adding an additional sensor with a detection probability
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of 0.1 in Equation 4.5 results in an overall increase of less than 10%. This increase

is minimal (between 5% and 1%) if the existing detection probability is between

50-90%. We, therefore, neglect the part of the coverage that does not have a

significant effect on the overall coverage calculations. Following definition 1, two

sensors Si and Sj are considered effective neighbors in a region A, contributing

to coverage of each other, only if the Euclidean distance between them, dij, is less

than twice the effective coverage range Reffec.
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Figure 4.3: Detection probabilities.

Figure 4.3 shows the individual as well as the cumulative detection proba-

bilities, for two effective neighbors in a region, for parameters listed in Table 4.2.

The distance between the two sensors is 24m. If an event occurs at the midpoint

between the two sensors Si and Sj, the cumulative detection probability using

Equation 4.5 is 0.65 while the individual detection probabilities for both Si and

Sj is 0.41. If the event is moved toward either of the sensors, the cumulative

detection probability is higher than this minimal value at the midpoint.

If ρreqd represents the desired detection probability (DDP) for a region, a

simple approach to calculate the coverage is to apply the perimeter coverage algo-

rithm proposed by Huang et al. [38], assuming the sensing range of all the sensor
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nodes equal to a distance, dreqd, from the sensor that provides ρreqd (distance and

associated probability values taken from the PT). This is equivalent to using the

binary detection model with sensing range set to dreqd, thus restricting neighbor

relationship to sensors located within twice the dreqd. Figure 4.4 shows the rate

of decrease of the detection probabilities with probabilistic and unit disk mod-

els. The unit disk model with sensing range equal to dreqd underestimates the

detection probabilities provided by a sensor (dashed region in Figure 4.4 is not

considered). Clearly, the unit disk model overestimates the coverage if we use the

Reffec as the sensing range.
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Figure 4.4: Comparison of probabilistic and unit disk models.

Referring to Figure 4.3, we observe that the detection probability at any

location is increased by contributions from all the sensors covering that point

and this cumulative effect is more profound if the sensors are located near each

other. It is thus possible to achieve the desired detection probability at distances

greater than the dreqd by considering the contribution of neighbor nodes within

the effective sensing range. The basic idea is to take the next higher distance

from the probability table PT as deval (with lower detection probability than ρreqd

as deval > dreqd) and evaluate whether contributions from neighbors makes the

perimeter at deval sufficiently covered or not.

64



4.3. Probabilistic Coverage Algorithm

Definition 2 : A location in region A is said to be sufficiently covered if its

cumulative detection probability, due to sensors located within the effective cover-

age range Reffec of this location, is equal to or greater than DDP, the detection

probability desired by the application.

The application utilizing the sensor network thus specifies the desired thresh-

old for coverage probability, ρreqd, and our objective is to check whether all loca-

tions in the given region are sufficiently covered or not.

4.3.1 The Algorithm

We adopt a computational geometry based approach and propose Proba-

bilistic Coverage Algorithm (PCA) to check whether the current deployment sup-

ports the required coverage probability or not. We make the following assumptions

for this work:

• Sensors are randomly deployed in the target area.

• Location information is available to each sensor node by using some GPS-

less sensor network localization scheme [87].

• Communication range of sensors is at least twice the effective coverage

range, Reffec to ensure that effective neighbors are able to communicate

with each other.

• Transmit power of target (Pt) and receive threshold (γ) for a sensor are

known and γ is the same for all the sensors.

• Mean values of path loss component n and shadowing deviation σ are

assumed for all the sensors.

In the initialization phase of the algorithm, a sensor Si receives Hello mes-

sages that contain the location information from all of its one hop communication
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neighbors, including the static inner nodes, B-nodes, and the Posts. It calculates

the distances to all such neighbors and keeps them in a list sorted on distances.

Si has two sensing circles with radius dreqd and deval. dreqd is the distance from

the sensor providing ρreqd while deval is the next distance increment that is greater

than dreqd providing a lower detection probability than ρreqd. Both dreqd and deval

are taken from the probability table PT .

Sensor Si now calculates the virtual boundary formed by the neighboring

B-nodes/Posts known through Hello messages. If the virtual region boundary

intersects the circle of Si at deval, the sensor marks points on the perimeter that

lie outside the virtual boundary of region. The segments on the perimeter that

lie outside the boundary (e.g., segment of Si between b1 and b2 in Figure 4.5)

are assigned detection probability of 1, implying that the sensor does not need to

calculate coverage for this part of the segment as it is out of the region boundary.

Figure 4.5: Neighbor contribution to coverage

In the next step, neighbor’s contribution towards detection probability is

calculated. Although neighbors that are within a distance of deval + Reffec from

Si contribute coverage to Si’s perimeter at deval, we only consider neighbor con-

tribution from sensor nodes within a distance of 2 * deval (deval < Reffec). Note

that we have adopted a conservative approach by discarding the coverage con-
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tributions from circles greater than deval. This not only helps in reducing the

number of nodes that need to be considered for coverage calculations but also

ensure adequate coverage in region between dreqd and deval.

A sensor Sj that is a neighbor of Si has several concentric circles represent-

ing regions of different detection probabilities (Figure 4.6). These circles can be

evaluated at fixed distance increments or at fixed detection probability decrements

from the node, the value of distance increment (or probability decrement) being

a tradeoff between the computational time and detection granularity. Sensor Si

Figure 4.6: Perimeter coverage using PCA

calculates the cumulative detection probability at intersection of its circle at deval

with various circles of neighbor Sj. Lets look at an example shown in Figure 4.5.

Si calculates the cumulative detection probability using Equation 4.5 at the point

x, the intersection of its circle with radius deval with its neighbor Sj circle cj.

The segment on perimeter that is covered by the circle cj is calculated using the

cosines rule.

cos α =
(d2

eval + d2
ij − c2

j)

(2 · deval · dij)
(4.6)
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where, α is the angle subtended by the segment xy on perimeter of Si. Coverage

on segment yz is similar to that in segment xy as total angle subtended by segment

xz is 2α. This calculation is repeated for all the circles of the neighbor Sj that

are intersecting Si circle at deval (see Figure 4.6). C(r, p) in Figure 4.6 represent

the circle around Sj with radius r providing probability of detection p.

The cumulative detection probability is then placed on a line segment [0, 2π]

representing the perimeter of Si at deval (see lower part of Figure 4.6). This is

repeated for each neighbor until whole perimeter is found covered by probability

ρ ≥ DDP. If this happens, PCA can declare that region around the sensor Si

bounded by the circle with radius deval is sufficiently covered, otherwise, the

required detection probability cannot be provided at deval, and only the region

bounded by circle with radius dreqd is sufficiently covered.

The pseudo-code for probabilistic coverage algorithm is listed as Algorithm

2 and some of the related details are discussed here. Line No. 5 in the pseudo-code

listing sorts the neighbor list in order of increasing distance. This is to reduce the

computational time for the algorithm. As the output of the PCA is a binary deci-

sion, perimeter covered or not, calculating the coverage starting from the nearest

located neighbor onwards increases the likelihood of terminating the algorithm

earlier in case the perimeter is found covered with neighbor contributions. This is

because effective neighbors located close to the node making the decision influence

the perimeter more than those located farther away.

Lines 9-12 are better explained by looking at the Figure 4.7. In Figure

4.7(a), Si and Sj are located such that Si circle at deval is intersecting with Sj

circle with radius dreqd at points a and b. We can observe that the perimeter

of Sj with radius dreqd is covered with ρreqd and the segment of Si between a-b

gets cumulative probability greater than ρreqd. We, thus, do not need to calculate

the cumulative detection probability for segments that intersect with neighbor
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Algorithm 2 Probabilistic Coverage Algorithm (PCA)

Notations :
ρreqd = Desired detection probability
dreqd = Radius of circle around Si that provides ρreqd

ρeval = Detection probability at next circle with ρ < ρreqd

deval = Radius of circle around Si providing ρeval

ρcumij = Cumulative detection probability of Si and Sj

Reffec = see Definition 1
Gα = Angle subtended by the arc on perimeter of sensor Si circle with radius
deval that is covered by a neighbor
Gρ = Cumulative probability of detection on perimeter of Si circle with radius
deval

Ci(x) = Circle of Si with radius x
Input :
ρreqd

Neighbor locations
Probability table (PT) of probabilities P and distances D (precomputed)
Process :

1: ascertain ρeval and deval from PT
2: check boundary intersection with circle at deval

3: if Ci(deval) lies outside the region boundary then
4: mark segments on perimeter of Ci(deval) that are outside the boundary as

sufficiently covered
5: sort the neighbor list in ascending order of distance
6: for each neighbor j do
7: if dij < 2 ∗ deval then
8: for each circle of Sj in D (Cj(Dj)) that intersects with Ci(deval) do
9: if Dj < deval then

10: mark intersection point on perimeter of Ci(deval) as sufficiently cov-
ered by ρreqd

11: else
12: mark intersection point on perimeter of Ci(deval) as covered by

ρcumij

13: update global Gα and Gρ
14: sort Gα and Gρ in ascending order on Gα
15: if Gα is all covered from 0 to 2π with Gρ ≥ ρreqd then
16: declare all perimeter at Ci(deval) is sufficiently covered
17: end algorithm
18: declare perimeter at Ci(deval) is not sufficiently covered

circles with radius less than deval, and such segments can simply be marked as

sufficiently covered with ρreqd. Considering the region bounded by segment a-b

in Figure 4.7(a), we want to check whether the probability of detection in the
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Figure 4.7: Coverage calculations.

region enclosed by a, b, c, and d (marked by slashes) is at least ρreqd or not. We

observe that points a, b, c and d are all covered with probability at least ρreqd and

that as we move in the slashed region from Sj towards Si, contribution from Si

is increasing while that from Sj is decreasing at the same rate. The minimum

cumulative probability in the region would thus occur at the midpoint between

the two sensors. We can generalize this in mathematical form as follows. Based

on Equation 4.5, we can calculate the minimum probability, ρmin, required out of

two sensors, that can be combined to achieve a given ρreqd.

ρreqd = 1 − ((1 − ρmin)(1 − ρmin)) (4.7)

If μmax represents the maximum decrement in probability such that ρmin =

ρreqd−μmax, we can calculate μmax and the associated distance dinc. The combined

detection probability of two sensors (ρcum) located at equal distance from an event

is always more than that provided by any of the two sensors (Equation 4.8).

ρcum = 1 − ((1 − ρreqd)(1 − ρreqd)) > ρreqd (4.8)
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If μ represent a small decrement in probability, the cumulative detection

probability provided by two sensors is given by Equation 4.9.

1 − ((1 − (ρreqd − μ))(1 − (ρreqd − μ))) ≥ ρreqd (4.9)

Equation 4.9 holds true for value of μ ≤ μmax. For μ = μmax, Equation

attains minimum value equal to ρreqd. So, ρcum at midpoint of the region is at

least ρreqd, if deval − dreqd ≤ dinc. With this constraint, the slashed region in

Figure 4.7 has combined detection probability of at least ρreqd. In other words, if

ρeval represent the detection probability at distance deval then ρeval ≥ ρmin. This

constraint can be placed on the selection of deval value from the probability table

PT.

Considering the case where the intersecting circle of Sj has radius greater

than or equal to deval, Figure 4.7(b), the segment between points a-b is marked

covered with ρcumij, cumulative detection probability. Also segment of Si between

c-d is covered with probability greater than ρreqd. The probability inside the

slashed region increases as we move from segment a-b towards segment c-d. Note

that as neighbors located within a distance of 2 ∗ deval are only considered in the

coverage calculations, this ensures that the enclosed region (slashed) always has

contributions from the neighbors.

Finally, line 15 in pseudo-code listing is an early termination check. The

algorithm checks whether the desired detection probability has been achieved

after calculating the influence of coverage of each neighbor and if so, the result is

declared as Ci(deval) sufficiently covered and the algorithm terminates.

Each sensor calculates this perimeter coverage independently and can report

whether the region bounded by its circle with radius deval is sufficiently covered or

not. If all the sensors report sufficiently covered perimeters at Ci(deval), the whole

region is sufficiently covered. If a sensor finds that its perimeter is not sufficiently
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covered, it has identified a coverage hole in the region, an area that is not covered

to the required detection probability. The information from all sensors describe

the current state of area coverage supported by the sensor network. In case of

coverage hole detection, this information can be utilized to deploy more sensors

in the topology or to guide mobility capable redundant nodes to specific locations

to satisfy the detection probability constraint.

4.3.2 Identifying Deployment Points

The basic PCA can be easily extended to not only identify the presence

of coverage holes in the region but also to suggest possible deployment points in

the region to cover those coverage holes. An uncovered perimeter at circle with

radius deval indicates a coverage hole. This information is readily available after

executing the PCA.

Figure 4.8: Identifying deployment point

Refer to Figure 4.8, st and fin are the start and end points of the maximum

uncovered segment (having detection probability < ρreqd) on perimeter of Si’s

circle with radius deval. There can be a number of uncovered segments in the

perimeter but the one with the lowest existing detection probability is selected.

The task is to determine the deployment location where a redundant helper node,
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Sh, can be placed such that the perimeter coverage constraint for the current node

is satisfied. Let ρexist represent the existing detection probability in the uncovered

segment (ρexist < ρreqd), we need to calculate ρhelp, the probability required out of

helping node that can enhance ρexist to at least ρreqd.

ρhelp = 1 − (1 − ρreqd)

(1 − ρexist)
(4.10)

ρhelp, given by Equation 4.10, is used to index the probability table, PT , to select

appropriate distance Ch (radius of Sh), that gives ρ ≥ ρhelp. We refer to probability

at this distance as ρselect.

Figure 4.8 illustrates how to calculate the coordinates for helper node Sh once Ch

has been selected. Required information for deployment location is the orientation

and distance of deployment point from the current node. The required orientation,

αdep, is given by st + (fin−st)
2

. Distance from the current node is divided into d1

and d2 (Figure 4.8). d1 is calculated using Equation 4.11.

d1 =
deval · sin (α1)

tan (α1)
(4.11)

For distance d2, an additional check is made whether Ch, the circle that

provide ρselect, can completely cover the uncovered segment between st and fin.

If Ch cannot completely cover the segment, we have to place Sh at perimeter of Si

(total distance from Si is deval) to ensure maximum possible coverage gain. Thus

if deval · sin(α1) > ρselect take d2 = (deval − d1) otherwise use Equations 4.12 and

4.13 to calculate d2.

α2 = sin−1(
deval · sin (α1)

ρselect

) (4.12)

d2 =
deval · sin (α1)

tan (α2)
(4.13)
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The orientation of the required deployment is known (αdep) and the distance

from the node is given by d1 + d2. This information can easily be resolved into

the coordinates for deployment. The sensor can advertise this location for help.

4.3.3 Request Aggregation

The PCA enables each sensor to evaluate whether it has uncovered perime-

ter and to request deployment of an additional sensor if an uncovered perimeter is

detected. Each sensor runs this algorithm in a distributed manner. Several sen-

sors facing a common coverage hole thus discover uncovered perimeters and each

can send a request for additional deployment. However, deployment of a single

additional sensor may benefit other neighbors facing the same coverage hole. In

such a case, we can aggregate requests to reduce the communication overhead of

the greedy approach when each sensor is independently sending its own request

for deployment.

A node that discovers an uncovered perimeter starts a random wait timer.

Upon expiry of this timer, the node broadcasts a Check message announcing

an uncovered perimeter and the requested deployment point. Neighboring nodes

with uncovered perimeters, that are still in their random wait period, cancel their

timers and ascertain whether the requested deployment point fulfills their coverage

requirement or not. A node checks if the requested deployment point is within

twice deval from its own location and if so, it calculates the potential contribution

of a node at the requested deployment point on its uncovered perimeter. If the

perimeter coverage become adequate, the node is done. Otherwise, it recalculates

its own deployment point and restarts the random wait timer.

This wait and check mechanism ensures that deployment requests are aggre-

gated. This aggregation of information not only reduces the overhead associated

with additional communication but also results in deployment of fewer nodes than
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that required by the greedy approach.

4.4 Simulation Study

The probabilistic coverage algorithm has been implemented in the discrete

event NS2 simulator. Simulation setup parameters are listed in Table 4.2. Figure

4.9 shows the number of nodes reporting sufficiently covered perimeters for PCA

and unit disk binary detection model with radius dreqd. dreqd is 6m for ρreqd value

of 0.9 while deval is 9m providing ρeval 0.665.

Table 4.2: Simulation setup parameters.

Parameter Value

Transmit power Pt(Target) 24.5 dBm

Receiving threshold (γ) at sensor -27.85 dBm

Path loss exponent n (free space) 2

σ 4 dBm

Region (A) 100m x 100m

Number of nodes 60,80,100,120
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Figure 4.9: Simulation results.

With 60 nodes in 100 x 100 m region, on average PCA reports perimeter
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coverage at 9m circle for 10 nodes while binary detection model has only 1 node

with whole perimeter covered with required probability of 0.9. At higher node

density of 120, the corresponding average values are 44 for PCA and 12 for binary

detection model. The results are averaged for three different randomly generated

topologies for each different number of nodes.

Figure 4.10 shows the coverage provided by PCA and unit disk models by

60 node deployed in a 100m x 100m region. For unit disk with 6m sensing range,

only two nodes have sufficient perimeter coverage (shown by thick perimeter). For

PCA, 21 nodes have sufficient perimeter coverage due to neighbor’s contributions.

Note that for clarity, the virtual boundary formed by B-nodes has not been shown.

It is clear that the binary detection model (with radius = dreqd) underestimates the

total coverage. It result in the deployment of more nodes than that are actually

required to satisfy the coverage constraint.
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Figure 4.10: Coverage provided by unit disk and probabilistic models.

The value of distance increment used in the probabilistic coverage algorithm

controls the computational complexity. Intuitively, lower distance increments for

the probability table will result in higher precision in estimating the area coverage.

If n represent the number of neighbors for a node, and m represent the number

of discrete distances in the probability table, lines 6 and 8 in the pseudo-code

for PCA results in n × m complexity (ignoring the nlogn sorting part of the al-
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Figure 4.12: Coverage by unit disk and PCA.

gorithm). For a given number of neighbors, choosing a lower value of distance

increment for circles will result in a higher value of m with corresponding increase

in computational complexity. However, there is a tradeoff between the granu-

larity/accuracy and the computational time of the algorithm. We ran different

simulations to study the effect of this approximation on coverage estimation using
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different values of m. Distance increments used are 3m, 1m, and 0.5m for each

deval values of 7m, 8m, and 9m. Note that values of deval greater than 9m are

not considered as these do not satisfy the constraint set by Equations 4.7 and

4.9. Value of dreqd is taken as 6m with 0.9 as the required probability of detec-

tion. Different random topologies with 60, 80, 100, 120, and 140 static nodes

are generated in 100m x 100m region. Figures 4.11 and 4.12 show a subset of

the simulation results. The unit disk model with sensing range equal to 6m re-

ports the lowest number of nodes with sufficient perimeter coverage e.g., for 140

nodes topology, only 37 nodes have adequate perimeter coverage. For both 1m

and 3m distance increments, the lower the value of deval, the higher the number

of sufficiently covered nodes. Comparing results for 1m and 3m increments for

values in the probability table, lower distance increments result in more nodes

being identified as sufficiently covered due to precise probability calculations. For

deval values closer to dreqd (e.g., 7m), increase in precision has little effect on the

overall result, while for higher deval values, using lower distance increments results

in more nodes being identified to be perimeter covered.

Note that more number of nodes with a smaller radius reporting sufficient

perimeter coverage does not necessarily means that larger area is covered. This

is illustrated in Figure 4.12 for 60 nodes topology in a 100m x 100m region. Unit

disk model with 6m as the sensing range has 47.2% of the target area as covered.

Coverage provided by 7m (for both 1m and 3m increments) is about 52% while

maximum coverage is estimated as 58.8% in case of deval value of 9m and distance

increment of 1m. For calculating the area coverage, nodes reporting sufficient

perimeter coverage are assigned the deval value as the coverage radius while nodes

with insufficient coverage use dreqd as the coverage radius.
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4.5 Experiments

In this section, we describe results of the coverage related experiments con-

ducted on MicaZ [19] and Tmote sky [20] devices.

4.5.1 Acoustic Experiments
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Figure 4.13: 2m: Time domain and power spectral analysis.
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Figure 4.14: 10m: Time domain and power spectral analysis.

We conducted acoustic experiments with MicaZ Motes to ascertain the sens-

ing range provided by onboard microphone and to verify the suitability of prob-

abilistic model for acoustic data captured using real sensor hardware. As the

highest frequency that can be analyzed is half of the sampling frequency, we
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Figure 4.15: Probability distribution function.

tried to achieve the maximum possible sampling rate out of the Mote platform.

In our experiments, with the maximum attainable transmission rate of about

160kbps for MicaZ Motes, the maximum achievable sampling rate was about

2000Hz. To attain a higher sampling rate, we directly plugged the MicaZ Mote

into the MIB510CA serial interface board [19] that provides interface for both

programming and data communications. We used 3000Hz sampling rate with this

arrangement.

Acoustic data was collected in roadside experiments with the standard mi-

crophone on-board MicaZ with a constant gain value. Data was collected at 2m,

4m, 6m, 8m, and 10m distance from the road for acoustic generated by passen-

ger cars in a 50km/h local traffic area. Three different set of experiments were

conducted at each distance. The raw time domain data was normalized and off-

line analysis of the data was performed by converting the time domain data into

the frequency domain, by Fast Fourier Transforms, FFT (performed off-line in

Matlab) to get the power spectral density. Results for 2m and 10m distances are

shown in Figures 4.13 and 4.14. We did not perform any matched filtering neces-

sary for classification purposes as we were only interested in the binary detection
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decision by the Motes.

At distances greater than 8m, it become extremely difficult to detect any

acoustic activity due to low SNR. We constructed the normalized probability

distribution function (Gaussian distribution) of the captured data at different

distances. The plot in Figure 4.15 shows that data collected at short distances

has higher variance than that collected at long distances. The data thus reflects

that the detection capability falls considerably with increase in the distance, and

beyond a certain distance (8-10m in our experiments) it become hard to distin-

guish between acoustic activity and background noise. Variance in same distance

readings are also observed (not shown) due to various factors such as scattering,

ground reflection, absorption etc. This observed behavior reflects the probabilis-

tic nature of the acoustic data and its suitability for modelling by probabilistic

coverage.

4.5.2 Implementation of PCA on Tmote Sky

An integrated implementation of PCA and the boundary estimation algo-

rithm (Chapter 3) has been done on Tmote sky Mote platform. The PCA is

computationally intensive as it involves the use of trigonometric functions to eval-

uate the intersection of circles and to compute the combined probabilities. One

of the objectives of this implementation was to ascertain the suitability of the

resource constrained Tmote sky platform to run this computationally extensive

algorithm.

The integrated implementation was first tested on TOSSIM, the TinyOS

simulator. After testing the implementation, small scale indoor experiments with

15 Tmotes were conducted. Each Mote applies the PCA on the list of neighbors

and reports to the base station whether its perimeter at deval is sufficiently covered

or not. The collected data at base station was then analyzed for the coverage.
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The results with several randomly generated topologies were in accordance with

the theoretical simulation results. Note that the radio irregularity discussed in

Chapter 3 has little impact on the performance of PCA. This is because of the fact

that all coverage calculations are performed locally by each Mote on the reliable

neighbor list already maintained by the boundary estimation algorithm.

Figure 4.16: Experimental results: Uniform topology

Figure 4.17: Experimental results: Sparse topology

Figures 4.16 and 4.17 show results of running the experiment with 15 Motes

in uniform and sparse topologies. Coverage with both unit disk model and by

applying the PCA is shown. These Figures also show the part of wasted coverage

i.e., lying outside the virtual boundary. In case of uniform topology, the coverage

is increased from about 70% with unit disk model to about 99% by applying the
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PCA. For the sparse topology, the coverage increase is minimal as most of the

Motes are placed along the boundary.

4.6 Discussion

Based on the simulation and experimental evaluation of the PCA described

in the previous sections, we can highlight the following algorithm characteristics:

- The algorithm is distributed with all computations performed locally at

each node.

- PCA can identify the presence of coverage holes and can request deploy-

ment of additional nodes for plugging these identified coverage holes.

- PCA cannot result in reduction of coverage compared to that provided

by the unit disk model with radius set to dreqd. This is because the

algorithm falls back to the unit disk model if the evaluated distance does

not provide any increase in detection probability. Instead, it adds the

possibility to extend the radius of sufficient coverage by calculating the

cumulative detection probability when multiple sensors influence the area

under consideration.

- The algorithm performance depends on the distribution of the sensors in

the topology. The coverage increase is higher, if sensors are uniformly

distributed in the topology. Coverage increase is minimal for sparse de-

ployment, deployments with clusters, and with a lot of boundary nodes.

4.7 Summary

This thesis has proposed a probabilistic coverage algorithm to evaluate area

coverage in a randomly deployed wireless sensor network. The proposed algo-
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rithm takes into account the variations in sensing behavior of deployed sensors

and adopts a probabilistic approach in contrast to widely used idealistic unit disk

model. Simulation and experimental results confirm the effectiveness of the pro-

posed algorithm in predicting the degree of confidence in detection probability

supported by a given deployment.
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Chapter 5

Coverage Enhancement Using Mobile

Sensor Nodes

5.1 Introduction

In hostile or harsh environments such as enemy territories in battlefields, fire

or chemical spills, it is impossible to deploy the sensor nodes in a predetermined

regular topology. Random (possibly aerial) deployment of sensor nodes is a solu-

tion in such scenarios. However, such random deployments are highly susceptible

to the occurrence of coverage holes in the target area. There are many factors

that contribute to this including the presence of obstacles, sloping grounds like

hills, strong winds or dense forestation during aerial deployment, etc. Coverage

holes are thus expected even in dense random deployment of nodes. A potential

solution for enhancing the existing coverage involves the use of mobility capable

sensors [54], [63], which would help fill in the voids. In this chapter, we explore

how to efficiently utilize the mobility capabilities of mobile nodes to enhance the

existing coverage provided by the randomly deployed static nodes.

Mobile nodes are relocated to strategic positions in the topology. This relo-

cation of mobile sensors serves two important purposes. Firstly, it aims at moving

the mobile sensors in an optimal manner to plug the discovered coverage holes.
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This increases the coverage during deployment. Secondly, the additional mobile

sensors are uniformly spread in the target area for further discovery of coverage

holes. Spreading out the redundant mobile sensors to form an even distribution

over the target area is useful for a number of other purposes for example, clus-

tering wherein the mobile sensors can act as the cluster heads, formation of an

overlay network consisting of mobile sensors, and hierarchical routing, etc. More

importantly, this uniform distribution minimizes the reaction time in relocating a

mobile sensor once a coverage hole is detected in the area during the operational

lifetime of the WSN. It is pertinent to note that there is no loss in existing cover-

age that is associated with this movement as the mobile nodes do not participate

in the probabilistic coverage calculation (Phase-I of the MAPC protocol discussed

in Chapter No 4).

Figure 5.1: Building blocks of MAPC protocol.

This chapter details phase-II of the MAPC protocol as highlighted in Figure

5.1. Static sensors nodes execute phase-I to estimate the area coverage, discover

the presence of coverage holes, and request deployment of mobile nodes to cover

these identified coverage holes. In phase-II some of the mobile nodes are moved to

plug these discovered coverage holes, and the rest of the mobile nodes are spread
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evenly in the target area.

For spreading of the mobile sensor nodes, this thesis proposes to use the

concept of Virtual Forces from robotics [54]. In this context, we propose two

variants of Virtual Force Algorithm (VFA): Coverage and Energy Aware

VFA (CEA-VFA) and CEA-VFA with Simulated Movements (SM). These variants

have been designed to efficiently locate and plug the coverage holes (hence called

coverage aware) and to uniformly distribute the remaining mobile nodes in the

target area with minimal energy consumption. The algorithms works in rounds.

In each round, the algorithms first moves the mobile nodes to plug in the coverage

holes identified by neighboring static nodes. Once this is done, remaining mobile

nodes are spread out in the region to enable the discovery of more uncovered areas

in subsequent rounds.

The CEA-VFA approach is different from the basic VFA in several aspects.

Firstly, CEA-VFA has been made coverage aware. It locates the coverage holes

and tries to fill them first before participating in the VFA. Secondly, the VFA has

been made energy aware. The forces exerted on neighbors are made proportional

to the current energy level of the nodes. This helps in deploying mobile sensors

without depleting the battery of some of the mobile nodes. Thirdly, in CEA-VFA

the movements of the mobile nodes are controlled by novel thresholds based on

real radio characteristics. This ensures that the nodes can communicate with

each other, with high probability of successful transmission, during the round-by-

round operation of the VFA. Fourthly, we have incorporated a practical way of

modelling the boundary of the region by using static nodes as the B-nodes (and

Posts). The boundary nodes exert repulsive forces on mobile nodes to model the

virtual boundary identified by the B-nodes (phase-I, Chapter No 3).

Random aerial deployment is extremely challenging for mobile nodes as it

may result in physical damage to their locomotive parts. In realistic deployments,
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the mobile nodes are normally accumulated at one or more points near the tar-

get area. We therefore, consider two different initial deployment methodologies

namely Normal and Island distribution. In normal distribution, mobile sensors

form a single cluster at the boundary, while in island distribution they form dis-

connected clusters at different locations on the boundary. Note that managing

the mobile node’s relocation for these initial deployments is more challenging than

assuming randomly distributed mobile nodes.

We make the following assumptions:

• Location information is available. Given that form factor and cost of

GPS is prohibitive in the WSN, we assume any existing GPS-less WSN

localization scheme for the mobile nodes such as [88].

• The target area is an unknown obstacle-free environment.

• Mobile nodes have significantly more initial energy than the static nodes.

For example, the initial energy of a Robomote [89] is 4528J (3.7V Lithium

battery), while that of a Mica2 motes is about 3000J (2 AA batteries).

Th two proposed movement calculation algorithms, CEA-VFA and SM are

explained in detail in later sections.

5.2 Coverage and Energy Aware Virtual Force

Algorithm (CEA-VFA)

This thesis presents a coverage and energy aware variant of basic VFA pro-

posed in [54], [50]. Basic VFA attempts to iteratively spread the mobile sensors in

the target area by using a combination of attractive and repulsive forces. Sensor

nodes are pulled toward each other if the distance between them is more than a
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predefined threshold distance. If the mobile sensors are placed too close to each

other, they are pushed apart, ensuring that the sensors are not clustered.

Two mobile sensors will exert virtual forces on each other if the Euclidean

distance, dij =
√

(xi − xj)2 + (yi − yj)2, between them is not between a given

range of thresholds, Thpush and Thpull (discussed in detail later in this section).

This virtual force, Fij is a pull or attractive force if the distance between the two

mobile nodes is greater than the pull threshold, Thpull, while if the distance is less

than the push threshold, Thpush, a push or repulsive force is exerted. Equation

5.1 shows the model used for decision making.

�Fij =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

Fpush, if dij < Thpush

0, if Thpush ≤ dij ≤ Thpull

Fpull, if dij > Thpull

(5.1)

where �Fij is the force exerted on mobile node Si by neighbor Sj. Taking the

midpoint of range between Thpush and Thpull as the desired distance between the

mobile nodes, Equations 5.2 and 5.3 represent the push/pull virtual forces.

Fpush = (
Thpull + Thpush

2
) − dij (5.2)

Fpull = dij − (
Thpull + Thpush

2
) (5.3)

Representing magnitude of the force in terms of distance, the share of the

virtual force for a node is given by Equation 5.4. We represent �dmij as the force

absorbed by node i due to j, the magnitude of which is denoted by |dmij|.

�dmij =
�Fij

2
(5.4)

where |dmij| = |(Fij/2)|.
We can express the total force exerted on a mobile sensor Si by its n mobile

neighbors, denoted by �Fi, as,
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�Fi =
n∑

j=1,j �=i

�Fij

2
=

n∑
j=1,j �=i

�dmij (5.5)

Note that �Fi is the vector sum of all the forces acting on mobile sensor

node Si, the magnitude and orientation of which can be easily calculated, e.g.,

Robomote [89] uses an on-board compass combined with localization information

for navigation purposes. These virtual force calculations are performed in each

round of the virtual force algorithm and mobile nodes are iteratively moved to

attain a more uniform distribution in the region.

Having explained the concept of virtual forces and the virtual force algo-

rithm, we now detail the changes incorporated in the basic VFA in the following

sections.

5.2.1 Coverage Awareness

We introduce coverage awareness in basic VFA to enable mobile nodes to

identify and fill the existing coverage holes in the topology. In CEA-VFA, a mobile

node first checks whether it is in the vicinity of a coverage hole and if so, it reacts

to plug in the discovered coverage hole before participating in the virtual force

calculations.

This coverage check is performed by each mobile node in each round of the

CEA-VFA. The coverage check starts with mobile nodes exchanging the location

information using Hello messages. Mobile nodes start a TMwait timer. A mobile

node only starts the virtual force calculations on the expiry of this timer. B-

nodes also send the Hello message with a special flag identifying them as B-nodes.

A Hello message contains the sender node ID, current location coordinates, and

the remaining energy. A mobile node on reception of a Hello message marks

the sender as its current neighbor and stores the information contained in the

message. The TMwait timer is reset each time on the reception of a Hello message.
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Static nodes with uncovered perimeter starts a TSwait timer on receiving a Hello

message from the neighbor mobile nodes. This timer is reset each time a Hello

message is received. On expiry of the TSwait timer, a static node with uncovered

perimeter selects the nearest mobile node from its mobile node neighbor list and

sends a Help message to the selected mobile node. The Help message contains

sender node ID, location, requested deployment point, and the expected gain

in coverage (difference between the required detection probability ρreqd and the

existing probability at uncovered perimeter ρexist).

If a mobile node receives Help message from a single static node only, the

relocation decision is trivial. But intuitively, a mobile node may receive multiple

Help messages from different static nodes with uncovered perimeters. A mobile

node selects the requested deployment point that involves the highest gain in

coverage, broadcasts a Move message, and starts moving toward the requested

deployment point. As the Move message is a broadcast, it is received by both

mobile and static sensor nodes.

Neighboring mobile nodes that receive the Move message, removes the sender

node from the list of neighbor mobile nodes (as the mobile node has left its pre-

viously announced position). The TMwait is reset when a new Move message is

received. A mobile node starts the virtual force calculation on the expiry of the

TMwait timer.

Static nodes with uncovered perimeters also receive the Move message.

These nodes check whether the Move message is in response to their Help message.

If not, these static nodes now send a Help message to the next candidate mobile

node from the neighbor list. If no Move message is received from this 2nd mobile

node, the static node waits for the next round of Hello messages. This 2nd choice

check is to cover static nodes that may not have received any Move messages due

to mobile nodes initially selecting other preferable choices.
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Figure 5.2: Contention resolution mechanism.

Figure 5.2 shows this contention resolution using Help and Move messages.

Note that all these messages are exchanged with 1-hop neighbors only. The mobile

nodes after expiry of the TMwait timer use the CEA-VFA to spread out in the

topology to discover more coverage holes.

5.2.2 Energy Awareness

To ensure that the mobile nodes do not exhaust all of their energy during

the deployment phase, we introduce an adaptive policy based on the residual

energy of the nodes. The virtual forces are made proportional to the residual

node energy, with a higher energy node absorbing a greater portion of the virtual

force than its low energy neighbor. This also helps in minimizing the variations

in the nodes remaining energies. Let EI represent the initial energy of a mobile

node, Eci and Ecj represent the current remaining energies of nodes Si and Sj

respectively. We have eij = (Eci − Ecj)/EI , where eij is the proportional energy

coefficient. Representing magnitude of the force in terms of distance, the share of

the virtual force for a node is given by Equation 5.6.

�dmij =
�Fij

2
(1 + eij) (5.6)

where |dmij| = |(Fij/2)(1 + eij)|.
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We can now express the total force exerted on a mobile sensor Si by its n

mobile neighbors, denoted by �Fi, as,

�Fi =
n∑

j=1,j �=i

�Fij

2
(1 + eij) =

n∑
j=1,j �=i

�dmij (5.7)

5.2.3 Choice of Thresholds, Thpush and Thpull

We want to ensure that the spreading of the mobile nodes results in a con-

nected topology after termination of the virtual force algorithm. We also want to

ensure that mobile nodes are able to communicate with neighbors (mobile nodes)

during round by round operation of the algorithm. For this purpose, rather than

using static values of movement triggering thresholds, Thpush and Thpull, these

thresholds are made dependant on the link quality. For better quality commu-

nication links, sensor nodes can be placed further apart (higher value of Thpull

can be used). Although other complex models can also be used, we use a simple

radio propagation model based on log-normal shadowing (discussed in Chapter

4, Section 4.2) to characterize the communication link between two sensors. The

path loss using log-normal shadowing model can be measured experimentally for

a given event and sensor characteristics or can be calculated using the free space

path loss model [84].

The path loss PL(in dB) at a distance d from a sensor is given by Equa-

tion 4.1 (Chapter 4). Each sensor has a receive threshold value γ that describes

the minimum signal strength that can be correctly decoded at the sensor. The

probability Pri that the received signal level, Prec at a sensor will be above this

receive threshold, γ, is given by Equation 4.4. For a given transmit power and re-

ceive threshold value, we can calculate the probability of receiving a signal above

the receive threshold value, γ, at a given distance using Equations 4.2 and 4.4 as

shown in Figure 5.3.
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Figure 5.3: Change in communication probability with distance.

Following the terminology in [90], there are three distinct reception regions

in a wireless link: connected, transitional, and disconnected. The transitional

region has highly unreliable links and its region bounds can be found either by

analytical or empirical methods [90]. Let dtr and ddis represent the points where

the transitional and disconnected regions begin respectively. We define Thpush

and Thpull as (1 − α)dtr and (1 + α)dtr respectively, where α denotes the error

tolerance coefficient. Note that the values of Thpush and Thpull are bounded by

ddis. α is dictated by the application and it reflects the tolerance to the errors

in localization and odometry during navigation of the mobile nodes. As long as

the position after movement is within this range, the deviation from the ideal

trajectory during movement can be tolerated by our movement algorithm. Figure

5.3 show the dtr, Thpush, Thpull and ddis in terms of probability of correct packet

reception.

5.2.4 Boundary Considerations

To ensure that mobile sensors are confined within the boundary of the region

while moving in the unknown environment, B-nodes (identified in phase I, Chapter

3) exert virtual forces (�Fib) on mobile sensor nodes. A repulsive virtual force �Fib,
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based on the mobile node’s distance from a B-node, is included in the resultant

vector sum of all virtual forces. The new total force is then expressed as,

�Fi =
n∑

j=1,j �=i

�Fij

2
(1 + eij) +

k∑
b=1

�Fib (5.8)

where �Fib is the repulsive force exerted on the mobile node Si by its k

neighbor B-nodes and is modelled by Equation 5.9.

�Fib =

⎧⎪⎪⎨
⎪⎪⎩

�Fb, if dib <
(Thpush+Thpull)

2

0, otherwise
(5.9)

The repulsive force �Fb is given by Equation 5.10 where dib is the distance

between the node and the B-node.

�Fb =
(Thpush + Thpull)

2
− dib (5.10)

As B-nodes are all static nodes, mobiles nodes absorb all of the virtual force

resulting from the B-nodes. As a final check, mobile nodes should not cross the

virtual boundary formed by the known B-nodes.

5.2.5 Per Round Synchronization

As the mobile nodes move variable distances in each round of the CEA-

VFA, they require some kind of signaling mechanism to indicate when to start the

next round. One expensive way to achieve this per round node synchronization

is by flooding synchronization messages. We take a different approach to achieve

this per round synchronization by restricting the maximum distance a mobile node

can travel in each round of CEA-VFA. Linking this maximum distance, dmax, with

the energy considerations, a mobile node should not move a per round distance

that consumes more than K1 × Ei energy, where K1 is a tunable parameter that

controls the maximum energy allowed to be consumed in each round of movement
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Algorithm 3 Coverage and Energy Aware Virtual Force Algorithm (CEA-VFA)

Notations :
Mj = set of mobile neighbors
Bk = set of B-nodes
Sm = set of static nodes with uncovered perimeter
dmax = maximum distance allowed in each round
TMwait = wait time before executing virtual force calculations
Tround = maximum time allowed for each round
INIT :

broadcast Hello message, start TMwait timer
if Hello message received from a neighbor then

if sender is a mobile node then
store Node ID, location and energy in Mj , reset TMwait

if sender is a B-node then
store Node ID, location and energy in Bk

if Help message received from a neighbor then
store Node ID, location, deployment point and coverage gain in Sm

reset TMwait timer
Process :

1: set Round = 0
2: if Sm is non-empty then
3: select node with maximum coverage gain
4: broadcast Move message
5: if Move message received from a neighbor then
6: remove sender from Mj

7: reset TMwait

8: if TMwait expires then
9: while Round ≤ MaxRounds do

10: for each B-node k in Bk do
11: calculate �Fik using dik, Thpush, and Thpull

12: for each neighbor j in Mj do

13: calculate �Fij using dij , Thpush and Thpull.

14: �Fi =
∑ �Fij

2 (1 + eij) +
∑ �Fik, j in Mj , j �= i, k in Bk

15: calculate (x, y)next based on �Fi

16: if d((x, y)next, (x, y)current) ≥ dmax then
17: calculate (x, y)next based on dmax

18: check (x, y)next is within the virtual boundary formed by B-nodes and Posts
19: move toward (x, y)next and start timer Tround

20: if Tround expires then
21: set Round = Round + 1
22: broadcast Hello message

and Ei is the initial energy. The maximum time, Tround, a mobile node may take

to complete movement in each round can be calculated as we know the speed, vm,

of a mobile node.
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Tround =
dmax

vm

(5.11)

Each mobile node waits for time Tround before broadcasting its new position

in Hello messages to start the new round of CEA-VFA. This maximum distance

constraint avoids the need for expensive per round synchronization among mobile

nodes and conserves energy. More importantly, it helps in avoiding the possibility

of mobile nodes reacting to incomplete or inconsistent neighbor information due

to HELLO message broadcast or reception while some of the mobile nodes are

still moving.

The major drawback of this approach is that each mobile node has to wait

for Tround even when all of the nodes may have settled in their new positions in a

much shorter period of time. This is intuitively expected in later rounds when all

nodes move much lesser distances. Avoiding expensive per round synchronization

thus comes at the cost of increased delay during the deployment phase of a WSN.

5.2.6 Oscillation Control

Node oscillation is expected without some sort of damping measures. Oscil-

lation can occur in successive rounds of CEA-VFA because of distributed decision

making. A node may discover new neighbors, after the movement, that may force

it back towards its initial position. As an oscillation control measure, a node

should remember its last position from the previous round of movement. If the

current resultant virtual force drives it towards the same direction, it only moves

half of the calculated distance i.e., resultant virtual force becomes �Fi/2. This will

result in the mobile node rapidly converging to its final position without excessive

movements due to oscillations.

The pseudo-code for CEA-VFA appears as Algorithm 3.
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5.3 Virtual Force Algorithm with Simulated

Movement

Mobile nodes move after each round of CEA-VFA due to the virtual force

exerted by its neighbors before settling down to their final position in the topology.

If we could calculate the final position of a mobile node and move directly to that

final position, we can save energy by moving much lesser distances, i.e., through

the cut-through paths instead of the zig-zag paths that result from the round-by-

round operation of CEA-VFA (Figure 5.4).

We propose CEA-VFA with Simulated Movement (SM) approach that at-

tempts to use the cut-through paths for movement. Nodes go through the CEA-

VFA iterations and calculate new position after each round. The difference is that

nodes do not physically move after each iteration, rather, they stay at their orig-

inal position and simply assume the new calculated virtual position. The Hello

messages at the start of the next round contain the new virtual positions enabling

the recipients to use this updated position information for the upcoming round of

CEA-VFA. Nodes only move once they have calculated their final positions.

This simplistic approach has a few disadvantages. B-nodes, static nodes

with uncovered perimeters, and new mobile neighbors are discovered by the per

round movements in CEA-VFA. If a fully simulated run of CEA-VFA is used, it

is highly likely that the mobile nodes may not detect the presence of the other

mobile nodes and B-nodes in the region. Similarly, it is not possible to locate all

of the coverage holes.

One way to offset this disadvantage is to use intermittent simulated move-

ment instead of fully simulated movement. In the CEA-VFA Intermittent Sim-

ulated Movement (ISM) approach, nodes simulate the movement for x number

of rounds. Actual physical movement only takes place after every x number of
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Algorithm 4 Intermittent Simulated Movement (ISM) Algorithm

Notations :
SimRound = number of simulated rounds before actual movement
Mj = set of mobile neighbors
Bk = set of B-nodes
Pl = set of Posts
Process :

1: set Round = 0, simulated flag = true
2: while Round ≤ MaxRounds do
3: for each B-node k in Bk do
4: calculate �Fik using dik, Thpush, and Thpull

5: for each neighbor j in Mj do

6: calculate �Fij using dij , Thpush and Thpull.

7: �Fi =
∑ �Fij

2 (1 + eij) +
∑ �Fik, j in Mj , j �= i, k in Bk

8: calculate (x, y)next based on �Fi

9: check (x, y)next is within boundary formed by Posts
10: if simulated flag = false then
11: if d((x, y)next, (x, y)current) ≥ dmax then
12: calculate (x, y)next based on dmax

13: start moving toward (x, y)next and start timer Tround

14: if Tround expires then
15: set Round = Round + 1
16: else
17: set simulated flag in broadcast message
18: use (x, y)next in broadcast message
19: set Round = Round + 1
20: if Round �= simulated round then
21: set simulated flag = false
22: broadcast Hello message

rounds e.g., in ISM2 nodes physically move after every second round. Mobile

nodes in the simulated rounds also utilize the boundary information advertised

by Posts. The mobile node checks that their new calculated simulated position is

within the region formed by the coarse virtual boundary announced by the Posts.

This helps in safe navigation of the mobile nodes, in simulated rounds, within the

area bounded by Posts. For non-simulated rounds, the mobile nodes calculates

the actual virtual forces exerted by B-nodes that are within the communication

range of the mobile nodes. The pseudo-code for ISM appears as Algorithm 4.

Figure 5.4 shows the paths followed by a node using CEA-VFA, ISM2 and

ISM3. In CEA-VFA the node physically moves after each round to a new calcu-
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Figure 5.4: Cut through paths followed by ISM2 and ISM3.

lated position. The node thus visits all the intermediate points, P1 through P7 in

various rounds of CEA-VFA. In ISM2, the node goes through the first round of

virtual force calculations and finds point P2 as the next location where it should

move. This node remains physically at point P1 and only advertises its simulated

position P2. Virtual force calculations are again performed in the 2nd round us-

ing the simulated positions announcements of all the neighbors. The node now

directly moves from P1 to P3 after the second round calculations. The node thus

physically moves after every second round to points P1, P3, P5, and P7. Similarly

for ISM3 the node moves from point P1 to P4 and finally to P7.

The simulated movement approach reduces energy consumption due to move-

ment by moving the mobile sensors in fewer number of rounds. This also results

in quicker deployment due to reduction in the time spent in the per round zigzag

movements of the CEA-VFA.
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5.4 Performance Evaluation

In this section, we discuss the simulation results that describe the perfor-

mance of the ISM algorithms as compared to CEA-VFA.

5.4.1 A Centralized Optimization

Assignment of mobile nodes to coverage holes identified by static sensor

nodes and uniform distribution of the remaining mobile nodes in the topology

can be formulated as a matching problem. A centralized optimization can be

performed, if we assume that the information of all coverage holes and the total

number of mobile nodes is available. Note that this centralized optimization can

provide a base line for comparison of the performance of the distributed (and

iterative) virtual force-based algorithms. Essentially, the main question that we

try to answer is how well does the distributed virtual force based (and simulated

variants) really perform compared to optimized (centralized) assignment?

The assignment problem can be formulated as following: Let Sm represent

the set of p mobile nodes, Sm = {Sm1, Sm2, . . . , Smp} and set Sh represent the

location of q coverage holes in the topology, Sh = {Sh1, Sh2, . . . , Shq}. After as-

signing q out of p mobile nodes, we have r remaining mobile sensors, (r = p − q),

that needs to be uniformally distributed in the coverage area. The set Su repre-

sent the deployment locations of these r mobile nodes, Su = {Su1, Su2, . . . , Sur}.
Let Sd = {Sd1, Sd2, . . . , Sdt} represent the combined deployment locations with

Sd = Sh ∪ Su and t = q + r.

We want to optimally assign the available mobile sensors, firstly, to locations

requested by static nodes and secondly, to locations in the topology so as to form

a uniform distribution. This is a classical Assignment optimization problem,

also referred to as bipartite weighted matching problem in graph theory. If a

mobile node i is assigned to a location, j, there is a cost (energy consumption due
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to movement) of cij. We can minimize the total value of assignment (minimize

energy consumption).

The objective function can be defined as:

“What is an assignment schedule in order to minimize energy

consumption?”

The assignment problem can be formulated as an Integer Linear Program

(ILP) as follows;

Minimize
t∑

j=1

p∑
i=1

cijxij

With additional constraints that each mobile node can be assigned to exactly

one location and each location must have one assigned mobile node.

- xij ≤ 1; i = 1, . . . , p; j = 1, . . . , t

-
∑

xij ≤ 1; j = 1, . . . , t

-
∑

xij ≤ 1; i = 1, . . . , p

5.4.2 Simulations Results

We implemented the B-node selection algorithm, PCA, basic VFA, CEA-

VFA and simulated variants in discrete event simulator NS2 with parameters listed

in Table 5.1. Maximum number of rounds was set to 12.

Table 5.1: Simulation setup parameters.

Parameter Value

Thpush/Thpull 25m/33m

Initial Energy 4528J (3.7v, 345mAh)

Energy consumed (movement) 8.274 J/m (Robomote [89])

We first compared the performance of basic VFA and CEA-VFA. The basic

VFA differs from CEA-VFA in two major aspects. Firstly, the basic VFA is
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Figure 5.5: Total distance moved: Basic VFA vs CEA-VFA.

not coverage aware. The mobile nodes execute the virtual force algorithm for

12 rounds without interacting with the static nodes. Once the mobile nodes are

deployed by VFA, the static nodes send the Help messages to attract their nearest

mobile nodes for coverage enhancement. Secondly, in basic VFA the virtual force

is always equally shared between the two neighbors irrespective of their current

energy levels. In order to perform a fair comparison, basic VFA uses the same

link quality-based thresholds, uses B-nodes for boundary forces and has the same

oscillation control mechanism as for CEA-VFA.

In Figure 5.5, we compare basic VFA and CEA-VFA in terms of total dis-

tance travelled by all mobile nodes. Note that as energy consumption is directly

proportional to the distance moved by mobile nodes, an algorithm that moves

a smaller distance is more energy efficient. CEA-VFA performs better than the

basic VFA for both normal and island initial deployment, for different numbers

of mobile nodes. On average, CEA-VFA causes the mobile nodes to move about

63% and 57% of the total distance moved in case of basic VFA for normal and

island deployments respectively. The results are primarily due to the integration

of coverage awareness in the VFA that enables CEA-VFA to discover coverage

holes and react to plug them in each round of the VFA.
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Figure 5.6: Total distance moved by mobile sensors.

Next we conducted detailed simulations for CEA-VFA and different vari-

ants of ISM (ISM2, ISM3, ISM4, and ISM6) and compared the results with an

optimized assignment. The centralized optimization discussed in Section 5.4.1

is performed in MATLAB. The results are averaged over three different topolo-

gies for each type of deployment. Figure 5.6 compares the performance of virtual

force based algorithms with a centralized optimized assignment. For obtaining op-

timized assignment the following procedure was adopted. Suppose X represents

the total number of mobile nodes and Y represents the total number of deployment

points requested by static nodes. We are left with Z mobile nodes after assigning

Y number of nodes out of X, that needs to be uniformly distributed in the region.

The region is then divided with Z number of idealized grid points. This gives us Z

number of additional idealized grid deployment points. Assignment optimization

is then performed with desired matching between Y + Z deployment points and

X number of available mobile nodes. Comparing the virtual force-based iterative

algorithms with this optimized assignment gives us a measure of two aspects. Are

all the coverage holes detected and plugged by the virtual force based algorithm?

How well are the remaining mobile nodes spread as compared to a uniform grid

deployment?
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Figure 5.7: Empirical error CDF for normal and island distributions.

The results show that CEA-VFA causes the mobile sensors to move the

highest total distance for all types of topologies for both normal and island initial

deployment of the mobile sensors. On the other hand, mobile nodes using ISM6

variant consistently move the least distance for all types of deployment. For 140

static-40 mobile nodes topology, mobile nodes using ISM6 move about 45% of the

distance moved by CEA-VFA, and about 37% of the distance moved by the basic

VFA (Figure 5.5). This is because in ISM6, the mobile sensors only moves in two

of the twelve rounds while performing simulations in ten rounds. Also note that

in some cases, mobile nodes using ISM6 move a lower total distance than that

given by optimized assignment (e.g., 60-20 topology). This is because of the fact

that in these cases ISM6 not only fails to discover all of the coverage holes in

the topology but it also produces a poor topology distribution by moving lesser

distances.

Figure 5.7 illustrates the empirical error Cumulative Distribution Function

(CDF) for both normal and island distributions for 100 static-30 mobile nodes

topologies. Errors are calculated as the difference between the desired deployment

points and the final topology position achieved by different virtual force based

algorithms. A zero error means that either a coverage hole has been plugged or a
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Figure 5.8: Topology distribution achieved with CEA-VFA.
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Figure 5.9: Topology distribution achieved with ISM3.

perfect grid point deployment has been achieved. For island distribution, the error

CDF of ISM3 matches closely with that of CEA-VFA while ISM3 moves about 55%

of the total distance moved by CEA-VFA. For ISM6, lesser number of nodes (about

27-33%) report zero deployment error than ISM3 and CEA-VFA (about 43-47%).

Also the spread in error CDF is more for ISM6 than either ISM3 and CEA-VFA.

Comparing the same movement algorithm for different initial deployments, we

observe that island deployment always results in lesser movement.

Topology distributions achieved by different algorithms are shown in Fig-

ures 5.8, 5.9 and 5.10 (we only illustrate the 100 static-30 mobile nodes scenario).
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Figure 5.10: Topology distribution achieved with ISM6.

Small filled circles represent static nodes, B-nodes are shown by connected virtual

boundary. The mobile nodes are initially introduced from the bottom-left corner

of topology in normal distribution while in island distribution, mobile nodes are

introduced from bottom-left and top-right corners of the topology. Light grey

filled big circles represent the mobile nodes that have been utilized for coverage

improvement while dark filled big circles are the final position of redundant mo-

bile nodes. CEA-VFA results in a more uniform distribution of the mobile nodes

(lesser spread in error CDF shown in Figure 5.7) than all other movement algo-

rithms. ISM6 results in poor node distribution for both normal and island initial

deployments.

Simulation results show that ISM variants save a considerable amount of

energy by moving the mobile nodes lesser distances than the CEA-VFA for dif-

ferent types of initial deployment. However, this saving is at the cost of slight

non-uniformity in the node distribution. Performance of ISM3 is comparable to

ISM4 and ISM6 in terms of energy consumption and yet it achieves topology dis-

tribution closer to that of CEA-VFA with similar error CDF. To summarize, the

simulation results show that ISM3 is a good compromise with significant savings

in energy consumption.
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Figure 5.11: Percentage of area covered and energy consumed.

Finally, Figure 5.11 shows the initial and final percentage of area with suffi-

cient coverage (shown by bars) for CEA-VFA and ISM3 with different topologies.

Static nodes are randomly deployed in a 100m by 100m region. Static nodes

estimate their coverage using PCA with required coverage probability (ρreqd) of

0.9 and request assistance from mobile nodes if they find uncovered perimeters.

Mobile nodes spread out from an initial island distribution.

For 100-30, 120-35, and 140-40 static-mobile node cases, more than 99% of

the area is covered after relocation of mobile nodes for both CEA-VFA and ISM3.

For 80-25 configuration, coverage is enhanced from 72% to 94% after execution of

12 rounds of the ISM3 algorithm while the corresponding coverage in CEA-VFA

is 96.7%. This gain in coverage is at the expense of energy consumption due to

relocation of the mobile nodes. Figure 5.11 also shows that for 140-40 topology,

ISM3 only consume about 10% of their total initial energy in the deployment phase

as compared to close to 19% for CEA-VFA (shown by lines). Also note that for

140 static nodes random deployment in 100m x 100m area, on average the initial

area coverage is about 90%. Mobile nodes assist in plugging the coverage holes

that exist even in dense random deployments.

108



5.5. Summary

5.5 Summary

This chapter has detailed phase-II of the deployment stage of the MAPC

protocol. This phase utilizes the mobility capabilities of mobile sensor nodes in a

hybrid network to locate and plug the coverage holes in the topology. The mobile

nodes spread out from an initial concentrated position to increase the existing

coverage provided by the static sensor nodes. The mobile nodes that are still

available after plugging the coverage holes are uniformly spread in the topology

to help in coverage repair and maintenance during the operational lifetime of

the WSN. We have proposed energy efficient virtual force based algorithms for

managing the relocation of the mobile sensors nodes. We demonstrated that, for

different types of initial deployment, our proposed algorithms consume only 30-

40% of the energy consumed by the basic VFA. We also formulated our assignment

problem as Integer Linear Program to arrive at idealistic optimal solutions that

form basis of our performance comparison.
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Chapter 6

Coverage Maintenance in Wireless

Sensor Networks

6.1 Introduction

In Chapter 3 through 5, we have discussed algorithms that handle the cover-

age estimation and enhancement during the deployment phase of a wireless sensor

network. This chapter focuses on coverage maintenance that is performed during

the operational phase of the WSN.

Coverage loss is likely to happen due to sensor node failure during the op-

eration of the WSN. Sensor nodes may fail due to various reasons. Nodes can

malfunction, die due to physical damage, or become useless after depleting their

energy resources. This can lead to several undesirable circumstances. Coverage

holes can appear in the topology that degrade the quality of coverage offered

by the deployed network. Node failure also introduces topology changes that in

extreme cases results in network partitions. Failure of a few nodes can thus ren-

der the whole network useless if the remaining nodes cannot meet the requested

application requirements. This loss should be repaired, through the coverage

maintenance phase, to increase the network lifetime.

Coverage maintenance can be classified in two distinct categories; Proactive
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and reactive maintenance. Proactive coverage maintenance is performed before

the actual loss in coverage takes place. This is typically undertaken to replace

low energy nodes that have become energy constrained before other nodes in the

topology. This non-uniform resource depletion usually happens due to varying

traffic characteristics. Different WSN applications generate typical traffic pat-

terns. Depending on the traffic pattern, some nodes may deplete their energy at

a much faster rate than other nodes. It may be due to the edge effect, where

nodes form favorable routes for increased data flow owning to reoccurring events

in some locations. Similarly, nodes closer to a base station/sink consume more

energy than nodes lying far away from it as they have to carry more transient traf-

fic. Proactive maintenance thus aims at replacing such low energy nodes before

they deplete all of their available energy resource.

Reactive coverage maintenance is performed once a coverage loss has already

occurred in the deployed topology. This coverage loss can be due to dead or faulty

nodes that have become useless without giving a warning. Note that reactive

maintenance requires a different approach than the proactive maintenance. This

is because in proactive maintenance, the node to be replaced is still alive and can

initiate and coordinate the maintenance process, while in reactive maintenance

some other node has to manage the coverage recovery process.

Given that manual replacement of either the batteries or the node itself is

not an option for harsh inaccessible environments or large scale WSN, redundant

mobile nodes in a hybrid network are best utilized for coverage repair. Although

recharging using mobile nodes (energy harvesting) has been discussed in the liter-

ature [91], this thesis concentrates on relocating the redundant mobile nodes for

replacing either low energy or dead nodes for coverage repair. However, the energy

consumption for movement itself is a costly operation. Relocation thus results in

lower total available energy in the network but with a more useful distribution.
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Our aim is to minimize this relocation cost to improve the system utility.

Figure 6.1: Building blocks of MAPC protocol.

In this chapter we discuss both proactive and reactive coverage maintenance

and propose algorithms for node replacement. Figure 6.1 illustrates that the

coverage maintenance forms phase-III of the MAPC protocol and is performed

during the operational lifetime of the WSN. The remainder of this chapter is

organized as follows. Section 6.2 elaborates the proactive maintenance. Reactive

maintenance is discussed in Section 6.3. Section 6.4 details the simulation results

and Section 6.5 summarizes the chapter.

6.2 Proactive Maintenance: Replacing Low

Energy Nodes

Sensor nodes consume energy during the operation of the WSN. This energy

consumption is not uniform e.g., nodes handling more data traffic consume more

energy than other nodes. This non-uniform energy consumption can lead to an

early loss of the energy constrained node due to battery depletion.
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6.2.1 Problem Formulation

A replacement schedule should be able to deal with both iterative single

node replacement and cumulative replacement of a set of low energy nodes. Thus

the replacement problem can be formulated as following:

Let Sr represent the set of p redundant mobile nodes, Sr = {Sr1, Sr2, . . . , Srp}
and set Er represent their remaining energies, Er = {Er1, Er2, . . . , Erp}. There

are q low energy sensors in set Sl (q ≤ p), Sl = {Sl1, Sl2, . . . , Slq}. We want to

optimally assign the available redundant mobile sensors to replace the low en-

ergy nodes. This is a classical assignment optimization problem (also discussed

in Chapter 5 Section 5.4.1). If a mobile node i is assigned to replace a low en-

ergy node, j, there is a cost (energy consumption due to movement) of cij and

benefit (energy introduced in the network i.e., remaining energies of mobile nodes

after the movement) of eij. We can either minimize the total value of assignment

(minimize energy consumption) or maximize the total value (maximize energy

introduced in the network).

The objective function can either be defined as:

“What is a replacement/assignment schedule in order to minimize

energy consumption?”

or

“What is a replacement/assignment schedule in order to maximize

energy introduced in the network?”

There are additional constraints that each mobile node can be assigned to

replace exactly one low energy node and each low energy node must have one

assigned mobile node. The assignment problem can be formulated as an Integer

Linear Program (ILP) as follows;
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Minimize
q∑

j=1

p∑
i=1

cijxij, orMaximize
q∑

j=1

p∑
i=1

eijxij

Constraints:

- xij ≤ 1; i = 1, . . . , p; j = 1, . . . , q

-
∑

xij ≤ 1; j = 1, . . . , q

-
∑

xij ≤ 1; i = 1, . . . , p

Note that these optimized solutions using ILP are centralized and hence can not be

used in a large scale WSN. They serve as benchmarks to compare the performance

of our proposed distributed heuristic algorithms.

6.2.2 Heuristic Solutions

The coverage maintenance process consists of two distinct tasks. (i) How to

decide whether a mobile node relocation is required or not? (ii) If relocation is

required, how to locate a suitable redundant mobile node for relocation? Assuming

that every node keeps track of its current energy level, task 1 basically evaluates

whether the death of a low energy node has any effect on the overall coverage of

the area. Once it is ascertained that the loss of a low power node will result in

reduced coverage, task 2 aims to locate redundant mobile nodes and manage the

relocation. Having this overall picture in place, we discuss distributed heuristic

solutions to the coverage maintenance problem.

Virtual force-based algorithms described in Chapter 5 uniformly deploy the

redundant mobile nodes in the topology. Once the deployment phase is over,

mobile nodes announce their final positions in the topology to register with their

static neighbors. Static nodes mark these mobile nodes as their one-hop neighbors.

Each static node thus maintains a mobile node neighbor list (referred as MNN

list).
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A low energy node may not always require a replacement. This is possible

where random deployment of static nodes has resulted in redundant nodes that

can be turned off without affecting the area coverage e.g., nodes in a cluster. In

such a case, the role of the low energy node can easily be taken by one of its

neighbors with no effect on the area coverage. A static node whose remaining

energy falls below a predefined threshold, Erepl, first checks whether its loss will

result in any change in area coverage or not. Erepl threshold ensures that the low

energy node has sufficient remaining energy that enable it to participate in the

replacement procedure. For this purpose, it broadcasts a Low energy message.

The neighbors on receiving this Low energy message recalculate their perimeter

coverage by excluding the sender of the Low energy message. A neighbor that

finds its perimeter coverage is insufficient after removing the contributions of the

low energy node, broadcast a Replace message. Other neighbors with insufficient

perimeter coverage suppress their broadcast of Replace message on receiving any

Replace message. A Replace message indicates that the low energy node should go

ahead with the replacement phase as its loss will result in coverage degradation.

A low energy node that does not receive any Replace message in response to a

Low energy message, eventually times-out. This establishes that the node is a

redundant node and its death would not effect the area coverage.

A low energy node that has received a Replace message from one of its

neighbor, initiates the mobile node discovery process. Depending on the location

of the low energy node relative to the location of a redundant mobile node, there

are three possible scenarios that we discuss here.

6.2.2.1 Case No 1

A low power node has one-hop mobile nodes in the MNN list.

As the deployment phase distributes the additional mobile nodes uniformally
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in the area, there is a high probability of finding a mobile node in the neighborhood

of a low energy node. If a low energy node has one-hop mobile nodes in its MNN

list, the low energy node broadcasts a Help message. The Help message generated

has the location of the low energy node as the deployment coordinates. This Help

message is received by one or more mobile nodes.

If a mobile node receives Help message from only a single static node, the

relocation decision is trivial. Mobile node sends an Avail message to the originator

of the Help message, showing its willingness to move to the desired location. This

Avail message contains mobile node ID, location and its remaining energy Er.

In general, a mobile node can receive Help messages from n static sensor nodes

and a static node can receive Avail messages from m willing mobile sensor nodes.

The task is to plan energy efficient movement of the mobile nodes by resolving

contention. For multiple Help messages, the mobile node calculates the distance

from its current location to the requested deployment points. It then selects

the nearest requested deployment point that involves the least movement. The

mobile node then sends an Avail message to the static node that has originated

the corresponding Help message.

Willingness from multiple mobile nodes is then resolved at the static node

that generated the Help message. For this purpose, we propose two distributed,

heuristic solutions namely Heuristic-Minimize-Energy consumption (Hr-

Min-E) and Heuristic-Maximize-Energy-Introduced (Hr-Max-E-I). These

solutions differ in how a low power node selects a willing mobile node for replace-

ment. Hr-Min-E tries to select a mobile node that is located closest to the low

energy node (to minimize the energy consumption associated with movement)

while Hr-Max-E-I selects a mobile node for replacement that has the maximum

remaining energy after the movement.

A low energy node may receive multiple Avail messages from different mobile
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nodes. The low energy static node calculates the distance, dj, from the requested

deployment point to each of the willing mobile nodes to check whether the re-

placement can be performed within the remaining lifetime of the low energy node.

The node uses either Hr-Min-E or Hr-Max-E-I to select a willing mobile node. For

Hr-Min-E, the node compares the distances (dj) and selects the nearest located

mobile node. For Hr-Max-E-I, it uses the Er values in the received Avail mes-

sages to calculate the remaining energies after the movement (energy consumed to

travel a certain distance can be easily calculated) and selects the mobile node with

highest remaining energy after the movement. It then unicasts a Move message

to the selected mobile node.

The mobile node on receiving the Move message broadcasts an Update

message and starts moving towards the deployment point. The Update message

contains the senders list of neighboring mobile nodes. Mobile nodes that receive

this Update message removes the sender mobile node from their neighbor list.

Static nodes update their MNN list by removing the sender and adding any un-

known mobile node (and marking these as multi-hop neighbors) from the Update

message.

Mobile nodes that do not receive a Move message in response to their Avail

messages time out and select the next candidate static node from the Help message

list to send an Avail message. This is repeated for each entry in the list until a

response in the form of a Move message is received. If no Move message is received,

the mobile node waits for the arrival of new Help messages. This check covers

static nodes that may not have received any Avail messages due to mobile nodes

initially selecting other preferable choices.

A low energy static node that has initiated a Help message should receive

either one or more Avail messages, or Update messages from all of its one-hop

mobile node neighbors. For each Update message that is received, the low energy
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Figure 6.2: Mobile node discovery process.

node continues to build its MNN list with information about multi-hop mobile

nodes. If Update messages have been received from all one-hop mobile node

neighbors, the low energy node now probes the multi-hop mobile node neighbors

in the MNN list. This processing is discussed as case No 2. Figure 6.2 illustrates

the mobile node discovery phase of the coverage maintenance process.

6.2.2.2 Case No 2

A low power node has only multi-hop mobile nodes in the MNN

list.

The low energy node unicasts the Help message to each known multi-hop

mobile neighbors. This message is delivered, over multi-hop, to the mobile nodes.

The low power node also starts a wait timer. If an Avail message is received from

one of these mobile nodes, the wait timer is reset. On expiry of the wait timer,

if Avail messages have been received, the low energy node applies the heuristic

solutions (Hr-Min-E or Hr-Max-E-I) to invite a mobile node for replacement. In

case no Avail message has been received from known multi-hop mobile nodes, the

node follows case No 3.
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Note that Update messages are only single-hop broadcasts and thus a low en-

ergy node probing a multi-hop mobile node will not receive the Update messages.

The wait timer is necessary to safeguard against existence of stale information in

the MNN list, whereby the multi-hop mobile nodes have already relocated.

6.2.2.3 Case No 3

A low power node has an empty MNN list.

The low energy node broadcasts a Locate message (with scope = 1, for

one-hop neighbors only). Neighbors with populated MNN list reply to the Locate

message by sending their MNN list to the low power node. The low power node

builds its own MNN list based on the replies and then unicasts the Help message

to the discovered mobile nodes. If no replies are received, the Locate message is

sent again with an incremented scope value. Maximum value for the scope counter

can be set based on the required reaction time/extent of the area.

The mobile node discovery mechanism described is similar to the expand-

ing ring search [92] [93] but is more efficient in terms of number of broadcasts.

Specifically, the update messages enables the discovery of mobile nodes located

up to two hops away from the static nodes that are being probed. Let M denotes

the number of mobile nodes and N represents total number of static nodes in the

topology (M << N). Also suppose that l represents the maximum scope value

that will cover all the static nodes N in the topology. The additional overhead of

M node broadcasting Update messages on movement, results in saving of nl node

broadcasts, where nl is the number of static nodes between scope value l − 1 and

l.
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6.3 Reactive Maintenance: Replacing Dead

/ Faulty Nodes

The replacement mechanism described in Section 6.2 does not work for cov-

erage loss due to dead sensors because it requires active participation from the

node being replaced. Failure of a sensor node can be detected by its neighbors

(loss of protocol messages/link layer Acks etc). These neighbors initiate the cov-

erage calculation phase (PCA, Chapter 4, Section 4.3) to check whether the dead

neighbor sensor has resulted in any decreased coverage. In case the node failure

does not result in any coverage loss, no further action is required.

Neighbors that find that loss of the node has resulted in decreased coverage

start a random delay timer. Upon expiry of this random timer, a node broadcasts

a Proxy message to announce that the sender will act as proxy to manage the

coverage maintenance process. Other nodes still in their random wait period,

cancel their timers. The node acting as the proxy, now follows the processing

discussed in Section 6.2 to manage the mobile node relocation. The Help messages

in this case contain the location coordinates of the failed node as the requested

deployment point.

For reactive maintenance, we have so far made two simplifying assumptions.

First, the death of every node is detected by at least one neighbor of the dead

node. Second that the Proxy message broadcast is received by all neighbors of

the dead node. We now show how we can relax these assumptions. There could

be scenarios in which a group of nodes are destroyed en-mass causing some nodes

to die along with all of their one-hop neighbors. In such a case, the assumption

that the loss of node is always detected by a neighbor does not hold true. Lets

look at an example shown in Figure 6.3. All nodes inside the circle have been

destroyed. As a result, node marked X has lost all of its one hop neighbors and
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Figure 6.3: Special case of reactive maintenance.

thus there is no neighbor currently available that could act as a proxy to arrange

the node replacement. We note that for an initial connected network topology,

at least one neighboring node is able to detect the loss of one of nodes in the

group that has died. We can thus use recursive node replacement to detect and

recover the loss of coverage due to the multiple nodes failure. A mobile node, on

reaching its new location, should first establish neighborhood and apply the PCA

(phase-I of MAPC) to confirm that its coverage perimeter is fully covered e.g., a

mobile node replacing node Y in Figure 6.3, would detect an uncovered perimeter

and can request additional help to fully cover the area. Note that a mobile node

replacing a B-node does not perform this additional coverage check.

A Proxy message is broadcast by a willing neighbor of the dead node to

prevent other neighbors from attempting the node maintenance for the same dead

node. This Proxy message may not be received by all of the one-hop neighbors

of the dead node. Figure 6.3 shows such a scenario. Nodes Q, R, and S are one

hop neighbors of node Z that have died. All three nodes detect the loss of node

Z. Suppose Q broadcast a Proxy message. This proxy message is only received

by R that cancels its Proxy message. In the meanwhile node S timeouts and also
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broadcast a Proxy message. Since Q and S cannot communicate with each other

(hidden terminals), both would end up performing the coverage maintenance to

replace dead node Z. To avoid such a situation, neighbor nodes overhearing the

Proxy announcement can resolve the contention. Node R, for example, can stop

S from assuming the proxy role as it has already received a Proxy message from

node Q. Note that despite this duplicate proxy message check, in extreme cases,

two or more nodes can end up performing the coverage maintenance for the same

dead node. This can happen due to loss of a node that is the only link between

two or more otherwise disconnected regions.

As the deployed nodes have already gone through the coverage enhancement

phase during deployment (phase I and II of MAPC protocol), occurrence of this

special topology is extremely rare. On the other hand, if sufficient redundant

mobile nodes are present in the topology, moving multiple mobile nodes to replace

such a bottleneck node can in fact increase the network performance in terms of

throughput and reliability.

6.4 Simulation Results

We perform complete simulation of all the three phases of the MAPC pro-

tocol with 100 static-30 mobile nodes topology. Mobile nodes use ISM3 from an

initial island deployment to enhance the coverage and after the deployment stage,

16 redundant mobile nodes are available at different locations in the topology

(Figure 5.9). For proactive maintenance, we have ten low energy static nodes

(shown as small filled circles in Figure 6.4 and 6.5) lying along high activity data

paths to sink. These low energy nodes go through coverage loss check and then

initiate the Help messages.

Figures 6.4 and 6.5 show the movement schedules for the heuristic and the

centralized optimized solutions while Figure 6.6 shows the quantitative perfor-
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Figure 6.4: Proactive maintenance: Minimize energy consumption.
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Figure 6.5: Proactive maintenance: Maximize energy introduced.

mance comparison. The optimized assignment with minimize energy consump-

tion (referred as Opt-Min-E) resulted in the least consumption of energy (1322J)

due to movements while Hr-Min-E consumed 1433J of energy for the replacement

schedule. Optimized assignment with maximize energy introduced (referred as

Opt-Max-E-I) resulted in introduction of highest total energy (41270J) with dis-

tributed Hr-Max-E-I ranked second best by giving a replacement schedule that

introduces 41160J of energy in the network. The energy consumed for movement

in Opt-Max-E-I and Hr-Max-E-I are almost similar.

For reactive maintenance, we assume that all nodes in a circle of radius 12.5

m are destroyed resulting in the creation of a void shown in Figure 6.8 and 6.9.

Note that any redundant mobile node located inside the circle is also assumed to
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Figure 6.6: Proactive maintenance: Performance of assignment algorithms.
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Figure 6.7: Reactive maintenance: Performance of assignment algorithms.

be destroyed. In the shown topology, eight static nodes get destroyed in all and

neighbors of these dead nodes detect this loss and initiate the node replacement

process.

Figure 6.7 compares the performance of the algorithms in terms of energy

consumption and total energy introduced in the network while Figures 6.8 and 6.9

show the movement schedules for the heuristic and the centralized optimized solu-

tions. Similar to the simulation results for proactive maintenance, the Opt-Min-E

resulted in the least consumption of energy for the replacement schedule. Opt-

Max-E-I resulted in provision of highest total energy (32593J with introduction

of eight mobile nodes) while distributed Hr-Max-E-I gave a replacement schedule
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Figure 6.8: Reactive maintenance: Minimize energy consumption.

0 20 40 60 80 100
0

20

40

60

80

100

X−Coordinates (m)

Y
−C

oo
rd

in
at

es
 (m

)

Optimized Assignment (Max. energy introduced)

0 20 40 60 80 100
0

20

40

60

80

100

X−Coordinates (m)

Y
−C

oo
rd

in
at

es
 (m

)

Heuristic Assignment (Max. Energy Introduced)

Figure 6.9: Reactive maintenance: Maximize energy introduced.

that introduces 32360J of energy in the network. Energy consumption for node

replacement by using Hr-Max-E-I is the highest among all the four replacement

algorithms.

The results show that performance of these distributed, heuristic solutions

is comparable with the centralized optimal solutions. The small performance

degradation is due to the localized and distributed nature of the heuristic solutions.

6.5 Summary

This chapter describes the coverage maintenance procedure. Mobile nodes

are utilized to replace the dead/low energy nodes to the coverage. This not only re-
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6.5. Summary

sults in maintaining the acceptable level of coverage but also prolongs the network

life time. Both proactive and reactive coverage maintenance has been discussed.

We demonstrated that our proposed distributed, heuristic solutions for coverage

maintenance perform close to the centralized optimal solutions.
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Chapter 7

Conclusion and Future Research

Directions

7.1 Conclusion

This thesis has proposed a comprehensive three phase protocol, MAPC,

for ensuring area coverage employing a hybrid sensor network. We argue that a

hybrid sensor network is a cost-effective solution, as compared to an all mobile

network, that provides the necessary re-configuration capability that is vital for

self-organization, coverage enhancement, and repair of a wireless sensor network.

MAPC protocol utilizes mobile sensor nodes to ensure that adequate area coverage

is maintained from deployment through the lifetime of a WSN. To our knowledge,

no such comprehensive solution has been presented in the literature that addresses

the deployment, coverage enhancement, and coverage maintenance issues for a

hybrid sensor network in its entirety.

The primary contribution of this thesis is a pragmatic approach to sensor

coverage and maintenance that we hope would lower the technical barriers to

its field deployment. A distinguishing feature is that most of the assumptions

made in the MAPC protocol are realistic and implementable in real-life applica-

tions, e.g., practical boundary estimation, coverage calculations based on realistic
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sensing model, and use of movement triggering thresholds based on real radio

characteristics etc.

First, this thesis proposed a practical boundary estimation scheme with the

objective to identify the nodes lying on the outer boundary of a deployed network

topology. The boundary estimation results in identification of the virtual bound-

ary of the topology. The scheme is distributed and is executed only by a subset of

all deployed nodes. An extension to the basic boundary estimation scheme is also

presented that enables the availability of coarse boundary information at several

landmarks, called Posts, on the outer boundary of the deployed network. The vir-

tual boundary information is utilized by static nodes during coverage estimation

and mobile nodes during the coverage enhancement phase of the MAPC proto-

col. The performance of the boundary estimation scheme has been studied both

through discrete event simulations and conducting experiments on real motes.

Second, this thesis proposed a novel coverage estimation algorithm, PCA,

that evaluates the area coverage in WSN. PCA takes into account the realistic

variations in sensing behavior associated with range based sensors and evaluates

probability of successful sensing at discrete intervals around a sensor location.

The algorithm takes advantage of the sensing contributions from neighbors for

accurate estimation of a node’s area coverage. The performance of the PCA has

been investigated by simulation and experiments. Results show that PCA can

accurately estimate the area coverage in a region.

Next, a set of integrated deployment and coverage enhancement algorithms

have been proposed that are based on virtual force algorithm. The algorithms

use movement triggering thresholds that are based on real radio characteristics.

Our evaluations show that, for different types of initial deployments, the proposed

movement algorithms result in substantial energy savings, 60% to 70% as com-

pared to basic virtual force-based algorithms, a major challenge for the success
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of a WSN. The deployment problem has been formulated as an Integer Linear

Program to arrive at idealistic optimal solutions that form the basis of our per-

formance comparison.

Finally, this thesis addressed the problem of coverage maintenance in WSN

by considering coverage loss due to damaged and energy depleted nodes. The

coverage maintenance problem has been classified into two distinct categories:

Proactive and reactive maintenance. The coverage maintenance problem has also

been formulated as an Integer Linear Program and implementable heuristics are

developed that perform close to optimal solutions.

7.2 Future Research Directions

In this section, several future research extensions are identified for further

improvements in the proposed MAPC protocol.

7.2.1 Relaxing Simplifying Assumptions

Although most of the assumptions made in this thesis are realistic, a few sim-

plifying assumptions do exist e.g., availability of precise localization information,

a flat mobility terrain and obstacle free environment etc. Imperfect localization

and presence of obstacles will effect the boundary and coverage estimation, move-

ment algorithms, and coverage maintenance. A future work could study the effect

of relaxing these assumptions on the performance of the MAPC protocol.

7.2.2 In-situ Calibration

For coverage estimation, we assumed mean values of path loss component,

n , and the shadowing deviation, σ, for all the sensors in the region. In real

deployment scenarios n and σ varies spatially as well as temporally due to changing
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environments. The consideration of different n and σ for different sub-regions in

the sensor network can capture the spatial variations for an even more realistic

sensing behavior. We believe that an in-situ (on site or in a field of similar

environmental characteristic if the site is in-accessible) mechanism to calibrate the

sensing behavior for each sensor is needed. This can help estimate close-to realistic

values of parameters that are critical for the performance of the probabilistic

coverage estimation.

7.2.3 Extended Experimental Studies

We believe simulations alone cannot capture the behavior of WSN protocols

in real deployments unless validated by field experiments. We have conducted ex-

periments with real sensor hardware for boundary estimation as well as the proba-

bilistic coverage algorithm. Our experimental results show that undesirable radio

characteristics have a significant impact on perfectly assumed inter-node commu-

nications. The experimental work can be extended by using mobile robots such as

Robomote [89] to evaluate the mobile nodes deployment, coverage enhancement,

and coverage maintenance phases of the MAPC protocol.

7.2.4 Topology Control

This thesis addresses the area coverage problem with the aim to ensure ad-

equate coverage in a randomly deployed WSN. Areas with low coverage are iden-

tified and coverage is enhanced by relocating redundant mobile nodes to strategic

locations. On the other hand, a random deployment can also result in areas of high

node concentration, for example cluster. MAPC protocol can be supplemented by

incorporating a suitable topology control protocol (discussed in Chapter 2 Section

2.3) that can schedule wake/sleep cycles for nodes in areas of high concentration.

This can increase the system utility, and extend the overall network lifetime.
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7.2.5 Multiple k Coverage

The work presented in this thesis can be extended to incorporate the mul-

tiple coverage constraint where every location in the target area is required to be

covered by k sensors. This is useful in many sensor networks applications for fault

tolerance/redundancy, for accurate target localization using triangulation-based

positioning protocols [94], and trilateration based localization [95] etc. The multi-

ple probabilistic coverage constraint can thus be specified as (ρreqd, k), where ρreqd

is the required detection probability and k is the degree of coverage.

7.3 Summary

This chapter has summarized the work presented in this thesis. Several

future research directions have also been identified for improvement in the work

presented in this thesis.
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