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Abstract

Channel allocation schemes in a mobile computing (wire-
less) environment can be either static or dynamic. Static al-
location offers negligible channel acquisition time and zero
message complexity and works well at a low system load;
the performance steadily decreasesas systemload increases
since many callsare dropped; in case of even temporary hot
spotsmany calls may be dropped by a heavily loaded switch-
ing station even when there are enough idle channelsin the
interference region of that station. On the other hand, dy-
namic schemes provide better utilization of the channels at
higher loads albeit at the cost of higher channel acquisition
time and some additional control messages. Our purposein
the present paper is to propose a combined channel alloca-
tion scheme that each switching station can tune to its own
load independent of other stationsin itsinterferenceregion;
theobjectiveisto minimizethecall drop rateand at the same
time maintain a minimum average channel acquisitiontime
and minimum control message complexity.

1. Introduction

The radio spectrum is a scarce resource in wireless net-
works. Further, radio signals are susceptible to interference
and multipath fading. Thus, efficient use of radio bandwidth
is essential for supporting large number of mobile usersin
a mobile computing environment. In order to reuse radio
spectrum, the current wireless systems use a cellular archi-
tecture; the geographical areais divided into severa cover-
age areas called cells, and the radio spectrum is divided into
a number of wireless communication channels using com-
bination of frequency division, time division, and code di-
vision techniques [5]. A channel r can be used by a cell
¢ without any interferenceif it is not concurrently used by
any other cell within the minimum reuse distance of cell c.
The problem of channel alocation isto devise aschemefor
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allocating channelsto cells in the system so asto eliminate
channel interference; the design objectives are to minimize
channel acquisition time, to minimize the number of cals
that are denied service, and to minimizethe control message
complexity.

Channel alocation schemes are of two types: fixed (or
static) [7, 1] and dynamic [10, 9, 2]. Fixed channel alloca-
tion techniques assign channels to cells according to some
a-priori known reuse patterns and these assignments don’t
change with time or load in the system. These techniques
are smple to implement and have negligible channel acqui-
sitiontime. However, they do not adapt to changesin traffic
patterns and mobile user distribution which results in poor
utilization of wireless bandwidth as well as denial of ser-
vice even when there are idle channels in the interference
region of the cell. In adynamic channel allocation scheme,
all the channels are placed in a pool and they are assigned
to the cells as and when they are needed such that there is
no channel interference. Dynamic allocation schemes im-
proves bandwidth utilization and minimizes call drops at
the cost of increased channel acquisition time and additional
message complexity (arbitration between cells in a neigh-
borhood needs exchange of control messages and hence ex-
tratime).

Fixed channel alocation schemes work well at uniform
loads [6]. This is because the assignments of channels to
cellsis made in such away that a channel can be reused in
other cellsat distancesgreater thantheinterferenceregion of
aparticular cell. Thisallocation does not change over time.
Ascomparedto this, dynamic schemescan allocate channels
to cellsasand when they are needed. Dynamic schemesalso
work well under moderate system loadswhen afew cellscan
become highly loaded for short periods of time. Thisis be-
cause if a particular cell becomes a hot-spot for a short du-
ration it can use any channel not in use in it's interference
region and can thus support calls which it would otherwise
have had to drop. The purpose of a hybrid scheme, that at-
tempts to combine the advantages of the static and the dy-
namic schemes is to minimize the call drop rate and at the
sametime minimizethe channel acquisitiontime. There ex-
ist anumber of such hybrid schemesin the literature [4].



In this paper, we propose a new hybrid scheme for chan-
nel allocation in amobile environment; the algorithmisdis-
tributed and adaptivein the sense that each node (cell) inthe
system continually monitorsits own load (rate of request for
channels) and switches back and forth between static and
dynamic modes of allocation depending on threshold val-
ues of |oads (these threshold values are used to fine tune the
overall performance of the system) and each node adaptsto
its own load independent of the other nodes in its interfer-
enceregion. Thus, whentheload isrelatively low at anode,
it enjoys negligible small channel acquisition time and no
message complexity; when the load at a node is high for a
short period of time, it can still borrow unused channelsfrom
its neighborsin the interference region, and thus reduce the
call drop at the cost of some control messages and the chan-
nel acquisition time is increased to some extent. \We pro-
videsomeempirical performancestudy of thealgorithmand
compare it with some existing schemes.

2. Preliminaries

2.1. System Model

Figure 1. Cellular Communication Architec-
ture

In this paper, we consider the problem of channdl allocation
for a cellular communication network. A cellular commu-
nication network consists of an array of hexagonal cells as
shownin Fig.1. We assumethat thereare N cellsinthe sys-
tem numbered from 1 to \. Each cell except the boundary
cellshave six neighbors. A mobile service station (MSS) is
incharge of acell. We denote the mobile service station of
cell ¢ as MSS,.. When a mobile host (MH) in cell ¢ needs
to communicate with another MH it first sends a request to
MSS. to acquire a channel using a control channel. MSS,
then finds a free channel using a channel allocation proce-
dureand informsthe MH which channel it can use. The MH
then starts using that channel. We assume that each MH isa
mobile computer or a mobile phone. And, a channel can be
used for either data or voice communication. After an MH
is done using a channel it informsits MSS that it no longer
needsthat channel. Also when an MH moves out of the cell
while it is using a channel, the handoff procedure between
the MSS of its old cell and the MSS of its new cell ensures
that the channelswhich theMH wasusingintheold cell are

relinquished and new channels are acquired to continue the
on going communicationsin the new cell. The MSS can as-
sign afree channel to another MH in the same cell or relin-
quish (free) the channel so that it can be used by ancther cell.
The wireless communication bandwidth is divided into n
channels. The channelsare numbered from 1 to n. We refer
to the set of al channel idsas Spectrum, i.e. Spectrum =
{1,2,...,n}. To avoid co-channel interference, the dis-
tributed channel allocation algorithms discussed in this pa-
per ensure that if achannel r is being used by MSS; then it
is not being simultaneously used for communication in any
cell within minimum reuse distance from MSS;1. The area
covered by these cellsiscalled theinterferenceregion of cell
i. We denote the set of Ids of al cellsin the interferencere-
gion of cell i by I N;.

2.2. Distributed Channel Allocation Schemes

Distributed dynamic channel allocation scheme can be cat-
egorized into update based schemes and search based
schemes. In[4], Dongand Lai have presented representative
scheme for each approach, namely the basic update scheme
and the basic search scheme. In the basic search scheme a
MSS needing a channel searchesits interference region for
an availablechannel. Thisisdoneby sending arequest mes-
sage to every MSS in the interference region. Each MSS
responds by sending its set of used channels. After receiv-
ing the response from every MSS in its interference region,
an MSS computes the set of available channels and selects
one of them. The search procedureensuresthat no two MSS
in each othersinterference region simultaneously select the
same channel by using timestamps with the request mes-
sages. An MSS which is currently searching for a channel
defers the response to any request message with a higher
timestamp than its request message until it has compl etedits
search.

On the other hand in the basic update scheme, every node
maintains information about the channels which are being
usedinitsinterferenceregion. When anode needsachannel
it selects afree channel r and asksthe MSSsinits interfer-
ence neighborhood for permission to useit. Upon receiving
permission to use channel r fromall theMSSsinitsinterfer-
enceregion, the M SS can start using that channel. However,
before doing so it sends acquisition message to all the MSS
in its interference region so that they can update their local
information about the channels being used in their interfer-
ence region. Further, when an MSS is done using a chan-
nel it sends arelease messageto all the MSSin its interfer-
enceregion. Inorder to prevent co-channel interference, the
basic update scheme also uses timestamps with its request
message. However, in this scheme the request messages are
not deferred. While waiting for permission to use channdl »
from all the MSSin the interference region, if it receivesa

1Some channel alocation algorithms only try to minimize co-channel
interference.



request from another MSSfor the same channel r theniit re-
spondswith reject if thisrequest’stimestamp is greater than
its request timestamp, otherwise it responds with grant and
abort its own request for channel . In case of failing to ac-
quire channel r, the MSS tries to acquire another channel
whichisfree according to itslocal information.

Hence, the basic update scheme permits more concurrent
channel allocation than the basic search. However, the ba-
sic search schemeis better suited under heavy load situation
when there are only few available channels. It isworth not-
ing that in basic update scheme there can be large number
of attempts to acquire achannel under heavy load. We next
present our channel all ocation schemeinwhich an MSSuses
update scheme or the search scheme based on the number of
free available channels and number of attempts it has made
to acquire a channel.

3. Proposed Scheme
3.1. Data Structures

Each MSS; or node in the system maintains the following
local variables and data structures:

e PR; isthe set of primary channels statically assigned
to node ¢; Each node also has the information of PR;
setsfrom all nodej in I N;.

e Use; istheset of al channelscurrently in use by node
i;

e U;, j € IN;, isthe set of al channels used by node j
(asknown to node7);

e NFC;isalistof tuples (¢, s) whichindicatesthat the
number of free primary channelsat timet¢ changedto s,
0 < s <|PR;|. Thislistisismaintainedtoretrievethe
number of free primary channelsattimet,0 <t < W,
unitsin past from current time, where W isthe window
size use to predict the future value of number of free
channels.

e I; istheset of al channelsin use by nodesin I N;;

e mode; is an integer variable that can assume values
fromthe set {0, 1, 2,3}; mode; = 0 indicates that the
nodeis in local mode; mode; = 1 indicates that the
nodeisin aborrowing modewith no pending update or
search request; mode; = 2 indicatesthat the nodeisin
a borrowing mode with a pending update request; and
mode; = 3 indicates that the node is in a borrowing
mode with a pending search request.

e UpdateS; is aset which containsids of all nodesin
I N; which have requested for updates from node .

e DeferQ;isaloca request queuecontainingthosere-
guestsarriving fromits neighborswhich node i has de-
cided not to send response immediately.

e waiting; is a integer variable which indicates the
number of search request messagesit has responded to
and has not received the corresponding acknowledg-
ment.

e pending; isaboolean which istrue when anode has
apending local request and waiting; > 0.

e rounds is an integer variable which indicates the
number of attemptsto acquireachannel in the borrow-
ing update mode.

3.2. Message Types

Nodes use following types of messages to communicate
with their neighbors. Following is a description of each
message type and its purpose.

o REQUEST (req_type,r,ts;,j) — indicates that the
sending node is requesting to acquire a channdl;
req_type may be 1 or 2 indicating the nature of the re-
quest (update or search), ts; is the timestamp of the
node j at the time of generating the request.

e RESPONSE(res_type, j,ch) — indicates that the
sending node is responding to the request from the
receiving node; res_type canbe0, 1, 2, or 3indicating
the nature of response (reject, grant, search, or status);
ch isachannd id if res_type isO or 1 (i.e. reect or
grant); ch isUse; if res_type is2 or 3 (i.e. search or
status).

¢ CHANGE_MODE(mode,j) — indicates the mode of
sending node j has changed; mode can be 0 of 1 indi-
cating the new mode of node j (local or borrowing).

e RELEASE(j,r) — indicates that the sending node j
has released channel r.

e ACQUISITION(acq-type, j,r) — indicates that the
sending node j has acquired channdl r; acq_type may
be 0 or 1 indicating the modein which the channel was
acquired (non-search or search).

3.3. System Primitives

Thefollowing primitives are used in the pseudo code given
in the next SubSection. They are used to simplify the pre-
sentation of the algorithm and their functions are described
below.

e enqueue(node) adds a request from node to the tail of
the request queue De fer@);.

¢ dequeue() removestherequest at the head of the queue
Defer@; and returns the identity of the request’s
owner aswell astheid of the requested channel.

o time() returnsthe current local time.



e add_nfc(t, s) recordsin N F'C; that the number of free
channels at time ¢ was s. Further, it also ensures that
any informationin N F'C; about number of free chan-
nelspriortotimet — W isdeleted from NFC;.

o get_nfc(¢) returnsthe the number of free primary chan-
nelsat timet.

3.4. Events

Requesting to Acquire a Channel When a node wants
to acquire a new channdl, it invokes the procedure Re-
guest_Channel which is givenin Figure 2.

Receiving a REQUEST Message: When anodereceivesa
REQUEST messagefrom any of itsneighbors, it invokesthe
procedure Receive_Request which is described in Figure 4.

Receivinga CHANGE_M ODE message: When anodere-
ceivesa CHANGE_MODE message from any of its neigh-
bors, itinvokesthe procedure Receive_ Change_Modewhich
is described in Figure 5.

Receiving an ACQUISITION message: When anode re-
ceivesa ACQUISITION messagefrom any of its neighbors,
it invokes the procedure Receive_Acquisition which is de-
scribedin Figure 7.

Receiving a REL EASE message: When anode receivesa
REQUEST messagefrom any of itsneighbors, it invokesthe
procedure Receive_Release which is described in Figure 8.

Deallocating a channel in use: When a node no longer
needs a channel it is using currently, it wants to deallocate
the channel by invoking the procedure Deallocate which is
givenin Figure 9.

3.5. Algorithm Description

Each cell i in the system is assigned a set of primary chan-
nels P R; according to somereuse pattern. Further, each cell
isinitialy inthelocal (mode; = 0) channel selection mode.
In this mode, as long as the number of channels needed by
acell is less that the size of its primary channel set it can
satisfy all the channel requestslocally. However, acell may
transiently requiremorechannelsthaninits PR set. For this
purpose every cell in the system computesits rate of chan-
nel consumptionwhen thereisachangeinitschannel usage.
Whenever the number of free primary channelsis estimated
to fall below athreshold 6; based on the channel consump-
tion rate cell in the time it would take to get channel usage
information from al the cells in it's interference neighbor-
hood, cell i entersaborrowing (mode; = 1) channel selec-
tion mode and informsall the cellsin itsinterferenceregion
IN; by sending them a CHANGE_MODE message. The
function for performing this mode check isgivenin Fig. 6.

Function check_mode() uses awindow of size W to predict
the number of free primary channelsafter time 2 x T", where
T is the maximum time to communicate with another node
intheinterferenceregionand so 2« T' istheround trip delay

Procedure Request_Channél(ts;);
begin
if(mode; = 0) /* local mode*/
then
if(waiting; > 0) then{
pending; = TRUE;
wait UNTIL waiting; = 0;}
pending; = FALSFE;
if(3r € (PR; — (Use; U I;))) then {
acquire(r); return(r); }
else
check_mode();
wait UNTIL RESPONSE(3, j, U;) is received
fromeach j € IN;;
return(Request_Channel (¢s;));
else /* borrowing mode*/
|f(E|r € (PRZ — (Usei U Il)))
then{ acquire(r); return(r);}
else
j = Best(); rounds = rounds + 1;
if(j € IN; Arounds < aA
(3r € PR; N (Spectrum — (Use; U I;))))
then
mode; = 2;
send REQUEST (0, 7, ts;,4) to every j € IN;
wait UNTIL RESPONSE(G, j,r) isreceived
fromeachnode j € IN;;
if(Ajern, (G5 = 1)) then {
acquire(r); return(r); }
else
mode; = 1;
send RELEASE(:, r) to al nodej € IN;
forwhichG; = 1;
return(Request_Channel (ts;));
else
mode; = 3;
send REQUEST(1, —1, ts;,i) toevery j € IN;;
wait UNTIL RESPONSE(G, j, U;) isreceived
fromeach node j € I N;;
Free; = Spectrum — Use; — UjeINi Uj;
if(3r € Free;) then{
acquire(r); return(r); }
else{
acquire(-1); return(-1);}
end

Figure 2. Node i needs a channel



Function acquire(r)
if(r € Spectrum) then Use; = Use; U {r};
rounds = 0;
case(mode)
0,1: send ACQUISITION(O, %, )
toevery j € UpdateS;;
2: mode; = 1;
3: send ACQUISITION(1, i, r) to every
j € IN;; mode; = 1;
end case;
whileDefer@; # 0 do
(reqtype,q, TS, j) = dequeue();
if(req_type = 0)
then /* deferred update request */
if(r € Use;) then
send RESPONSE(0, i, ¢) to node j;
else{
send RESPONSE(1, 4, ¢) to node j;
I; =L;U{q};U; =U; U{q}};
else /* deferred search request */
waiting; = waiting; + 1,
send RESPONSE(2, i, U se;) to node j;
end while
if(mode = 0) check_mode();
end func;

Figure 3. Function Acquire.

to send CHANGE_M ODE messageto all the nodesinthein-
terferenceregionand get their U se set viaRESPONSE mes-
sage. Further, a cell in a borrowing mode returns to the lo-
cal mode when its channel consumption ratefallsto avalue
such that the number of free primary channelswill exceed a
threshold 8;,, in thetime it would take to communicate with
other cells. (6, < 63). Using state dependent threshold
valuefor triggering transition between local and borrowing
modes preventsthe situation in which acell jumps back and
forth between local and borrowing modes.

Upon receiving the CHANGE_MODE message from cell 4,
every cell in IN; enterscellsi’sidinitslocal set UpdateS;
and sends its used cell information to cell i. A cell i uses
UpdateS; toinformal cellsin I.N; in the borrowing mode
about changes in its channel status information. This en-
ablesacell in the borrowing modeto determinewhich chan-
nels are not being currently used in its interference region.
In the borrowing mode, acell triesto borrow achannel from
other cellsin itsinterference neighborhood whenever al its
primary channelsare being used. In order to borrow achan-
nel, cell ¢ selects one of the free channels r, based on it's
knowledge of it's own use set U se; and the set of channels
used by other cellsin it's interference region I;. It queries
the cells in its interference neighborhood for permission to

Procedure Receive Request(req_type, r, T'S, j)
begin
if(req_type = 0) /* update request */
then
case(mode;)
0,1:
if(r € Use;) then
send RESPONSE(0, 4, r) to node j;
else{ send RESPONSE(1, 7, r) to node j;
L=LUu{r}U;=U; U{r}
check_mode() };
2:/* pending update request message */
if(r € Use; Vts; < TS)then
send RESPONSE(0, 4, ) to node j;
else { send RESPONSE(1, ¢, ) to node j;
L=LUu{rhU;=U; U{r};
check_mode() };
3: /* pending search request message */
if(ts; < T'S) then enqueue(y);
else {send RESPONSE(1, i, r) to node j;
I, =1;U {r}, Uj = Uj U {'I‘},
check_mode() };
end case
else /* search request */
case(mode;)
0.

if(pending; A ts; < T'S) then enqueue(y);
else{waiting; = waiting; + 1;
send RESPONSE(2, i, U se;) to node j;}

waiting; = waiting; + 1;
send RESPONSE(2, 7, U se;) to node j;
2,3
if(ts; < T'S) then enqueue(y);
else {waiting; = waiting; + 1;

send RESPONSE(2, i, U se;) to node j;}

end case

end

Figure 4. Node i receives
(req_type,r, TS, j) from node j.

REQUEST



Procedur e Receive_Change_M ode(mode,j)

begin
if(mode = 0)
then UpdateS; = UpdateS; — {j};
else

UpdateS; = UpdateS; U {j};
send RESPONSE(3, i, U se;) to node j;
end

Figure 5. Node i receives
CHANGE_MODE(mode,j) from node j.

Function check_mode();
begin
s = |PR, — (Ii U US@,')|;
t = time();
add_nfe(t,s);
last = getnfe(t — W),
next =s+2x T * (s — last)/W;
if((mode; = 0) A (next < 6;))
then
mode; = 1;
send CHANGE_MODE(1, ¢) to each node j € IN;;
eseif((mode; = 1) A (next > 6,))
then
mode; = 0;

send CHANGE_MODE(0, i) to each node j € IN;;

end Fungc;

Figure 6. Node i checks to change its mode.

Procedur e Receive_Acquisition(acq_type, j, r)

begin
if(r € Spectrum) then
I, =1U {T};
Uj = Uj U {r},
check_mode();
if(acq_type = 1) waiting; = waiting; — 1;
end
Figure 7. Node i receives

ACQUISITION(acq_type, j,r) from node j.

Procedur e Receive_Release(j, r)

begin
I, =1; — {'I‘},
Uj=U; —{r};
check_mode();
end

Figure 8. Node i receives RELEASE(j, r) from
node j.

Procedure Deallocate(r)
begin
Use; = Use; — {r}
if(mode; = 0)
then
send RELEASE(i, r) to each j € UpdateS;;
else
send RELEASE(i, r) toeach j € IN;;
check_mode();
end

Figure 9. Node i deallocates channel r (r €
Use;)

user, sincer may have been acquired by another cell since
the last update was received by .

Borrowing of channel r succeeds if cell 7 receives a grant
messages from al the cellsin I N;. All cells 7, that sent a
grant messageto cell 7, add cell i’sid totheir list of interfered
channels I;. If cell i receives areject RESPONSE message
fromoneor morecell in I N; it doesnot acquirer. It sendsa
REL EASE(r) messageto all the cellsthat had sent it agrant
message. On receiving a RELEASE(r) messageacell j re-
movesr from I;. When cell ¢ is done using channel r it re-
linquishes r by sending a RELEASE(r) message to al the
cellsin IN;. In order to maximize the success probability
of channel borrowing, cell i always tries to borrow a chan-
nel from a cell in its interference neighborhood which has
theleast number of neighborsin borrowing mode. Thefunc-
tion Best() for determining such aneighboring cell isgiven
inFig. 10.

Further in order to bound the number of attempts a cell
makes to acquire a channel, a cell enters the borrowing
search mode after « rounds, where « isaparameter of theal-
gorithm denoting maximum number of atemptsacell makes
in borrowing update mode (i.e. mode; = 2). In the bor-
rowing search mode (mode; = 3) acell requesting a chan-
nel with timestamp ts defers response message to any other



Function Best();
begin
NotBorrowing = IN; — UpdateS;;
Free = Spectrum — (Use; U I;);
min_id = —1;
min_bn = oo;
for each j € NotBorrowing
if(Freen (Spectrum — U;) # 0)
then
common_bn = |UpdateS; N IN;|;
if(min_bn > common _bn)
then{min_id = j; min_bn = common_bn;}
end for;
return(min_id);
end Fungc;

Figure 10. Function to determine the neighbor
from which node 7 should borrow a channel.

channel request with atimestamp higher than ¢s until it gets
a chance to select a channel. In response to a REQUEST
message from a cell in borrowing search mode a cell sends
its set of used channels. Upon receiving the used sets from
al thecellsinitsinterference neighborhood acell computes
the set of free channels and select one channel from this set.
Hence, the sequentialization of concurrent requestsinthein-
terference neighborhood of cell in borrowing search mode
guaranteesthat a cell in the borrowing search mode will ac-
quire afree channel if thereis one available.

A request message from a cell i in borrowing search mode
may be sent when other cellsinit’sinterferenceregioninlo-
cal or borrowing update modes are trying to acquire a chan-
nel. Whenacell in borrowingupdatemodereceivesasearch
REQUEST message with a higher timestamp from cell i, it
deferscell i’srequest till it’sown request iscompl eted. Sim-
ilarly cell i defersall search or update requests with higher
timestamps. This ensures that each request has a consistent
view of the set of used channelsin it's interference region
when it chooses a channel to acquire. On acquiring a chan-
nel through search, a cell sends each cell init'sinterference
region an ACQUISITION message. All céllsj in IN; up-
date their channel interference set I; on receiving the AC-
QUISITION message. A cell in local mode defersit’s lo-
cal request with a higher timestamp till an ACQUISITION
message for the search request with alower timestamp isre-
ceived (i.e. till waiting; = 0). Thusall requests from cells
in an interference region are sequentialized with respect to
their timestamps whenever any cell in that interference re-
gion goes into search mode. Even if al cellsin an interfer-
ence region are in borrowing mode but have not exhausted
their primary channelsacell going into the search modewill
get achannel sincethedecisionisbased only ontheused sets

of all cells. Thisensuresthat thereis no unsatisfied request
when channels are available.

4 Correctness

Theorem 1 Achannel r isnot acquired by two cellsthat are
within the minimum reuse distance of each other.

Proof: The proof is by contradiction. Assume that chan-
nel r is acquired in two cells ¢ and j such that i € INj.
Sincei € INj, at least one of the two cells, say i, is a sec-
ondary cell of r,i.e. r € Spectrum — PR;. Further, cell 4
could have acquired r through either using update or search
scheme. We assume that cell ¢ requested for a channel with
alower timestamp than cell j. Hence, we consider the fol-
lowing cases:

1. cell i acquiresr in borrowing search mode:

(8 if cell j isin the borrowing search mode its re-
quest is deferred by cell ¢ till it completes its
channel allocation. Any channel acquired by cell
i, say channel r, will be in the Use; set which
cell ¢ sendsto cell j after it completesits search.
Hence, cell j will not acquireany channel  which
has been aready acquired by cell i.

(b) if cell 7 isin borrowing update mode and is re-
questing for channel r, cell i will defer cell j's
messagetill has acquired channel ~ and then send
itschannel use set to cell j. Hence, cell 5 will not
be able to acquire channel r.

(c) if cell j isinloca mode then:

i. If cell 7 has finished it's request before the
request from cell j arrives, cell would have
waited for the ACQUISITION(1, r,7) mes-
sagefromcell 7. Thuscell j will not acquire
channel r.

ii. If cell ’srequest arrives after cell j has al-
ready acquired channel r thencell 5 will send
itschannel use set to cell 7 and then cell i will
not be able to acquire channel r.

iii. If cell j's channel request message arrives
during after it has send out response to the
search request message to cell ¢ and before
it receivesthe ACQUISTION message from
cell 7, cell j will wait till the ACQUISTION
message is received and this guarantees that
cell j does not acquire channel r if cell ¢ has
already acquired it.

2. cell ¢ acquires channel r in borrowing update mode:

(@) cdl i’srequest hasalower timestamp than that of
cell j's: If cell j isin borrowing search modeit's
request is deferred by cell i till cell i completes
itschannel all ocation procedure. If cell 7 acquires



channel r it will beintheuse set sentto cell j thus
cell j will not acquire channel r.

(b) If cell j wasin borrowingupdate moderequesting
for the same channdl r, cell ¢ will send it areject
RESPONSE message and cell ¢ will not be able
to acquire channel r.

(c) If cell j isin loca mode, it includes channel r
inits interfered channel set 1; and responds with
a grant RESPONSE message. Hence, cell 5 will
not be able acquire channel r until cell ¢ sendsa
RELEASE(i, r) messageto cell ;.

Theorem 2 The algorithmis deadlock free.

Proof: We show that there is no circular wait in the algo-
rithm due to the use of timestamps. If al cellsin a given
interference region are in local mode al requests can pro-
ceed in parallel and thereisno deadlock. If acell isrequest-
ing for achannel in borrowing update modethen it'srequest
can be deferred by another cell in borrowing search mode
if it's request has alower timestamp. In this case the chan-
nel doing the search cannot be blocked by the cell doing the
update since it has a higher timestamp than the search mes-
sage. Thusthe search proceeds and there is no deadlock. A
search request from cell ¢ can be deferred by another cell j
whichis carrying out a search or update with alower times-
tamp. Inthis case, cell i will not defer cell 5's request, thus
thereisno deadlock. The search request from cell 7 can also
be deferred by a another cell [ which isin local mode and
it has a pending local request with a lower timestamp, i.e.
ts; > ts;. Thiswill happenif cell [ has sent out its channel
use set to another cell p trying to acquire achannel in search
mode and has not received ACQUISTION message fromiit.
Since, cell I's request was generated after sending response
tocell pitimpliesthat ts; > ts,. Thereforets; > ts; > ts,
whichin turn impliesthat there can be no cyclic waiting. In
all other cases no messageis deferred, hencethere can beno
deadlock.

5. Performance Analysisand Comparisons

In this section we provide a preliminary estimate of the
performance of the proposed adaptive channel allocation
scheme in terms of channel acquisition time and message
complexity; we also compare our scheme with some exist-
ing schemes based on search and update. We usethefollow-
ing notations.

N Number of nodesin theinterferenceregion of
any cell.

Nyorrow Averagenumber of neighbors(of acell) inthe
Borrowing mode.

Nsearen Average number of cells (in the neighbor-
hood of any cell) initiating a simultaneous
search/update to acquire a channel.

«a Maximum number a cell attempts to borrow
a channel using update scheme; after « at-
tempts, it uses the search scheme.

m Average number of attempts using update
scheme; m < a.

&1 Fraction of channel acquisitions by a cell in
thelocal mode.

& Fraction of channel acquisitions by a cell in
the borrowing mode using update scheme.

&3 Fraction of channel acquisitions by a cell
in the borrowing mode using search scheme

G +&E+E&=1).

n, Number of primary cells of achannel  which
arein interference region of any cell ¢ (used
for Advance update scheme [4]).

We make the following observations:

e When a local channel is acquired, the cell has to
exchange Nyorrow ACQUISITION messages and
Nyorrow RELEASE messages. Thus, for a primary
channel acquisition, the message complexity is
2 Nporrow, @nd the channel acquisition time is zero.

¢ In the borrowing mode, assume that a channel is ac-
quired after m attempts using the update scheme. For
each attempt, N REQUEST, N RESPONSE and N
RELEASE messages need be exchanged. Hence the
channel acquisitiontimeis2mT" and the message com-
plexity is3mN.

e If achannel cannot be acquired after o attempts using
update, the cell goesinto the search mode. Assuming
that the current request timestamp is smaller than that
of Ngeqren—1 other simultaneous searches, thechannel
acquisitiontimeis (2a + Nyeqren + 1)T and the mes-
sage complexity is 3aN + 4N (in the search scheme
a REQUEST, RESPONSE, ACQUISITION and RE-
LEASE message need be sent to all neighbors in the
interference region).

Combining the above observationswe get the average chan-
nel acquisition time of our proposed adaptive scheme as

{ngz + (20é + Nsearch + 1)63}T
and the average message complexity as
2£1Nborrow + 3€2mN + 53 (30( + 4)N

We can easily estimate the message complexity and the
channel acquisition time for 3 distinct channel acquisition
schemes available in the literature, e.g., the basic search
scheme [4], the basic update scheme [4], and the advanced
update scheme[3] and the results are summarized in the Ta-
ble 1.



I Algorithms | Message Complexity | Channel Acquisition |
Basic Search 2N (Nsearen +1)T
Basic Update 2Nm + 2N 2T'm
AdvancedUpdate | (1 —&)(2n,m +n,(m — 1)) + 2N (1-&)2Tm
Adaptlve (Propowj) 2£1Nb0r7‘ow + 3€3mN + 263 (Oé + 2)N {2m€2 + (20[ + Nsearch + 1)63}T

Table 1. Comparison of Different schemes in General

In the basic update scheme, messages are exchanged be-
tween cells for each channel allocation, irrespective of the
load. In the adaptive scheme, acell in the local mode need
not ask other cells before allocating a channel and needsto
send the ACQUISITION message only to neighbors which
are in the borrowing mode. Thus at uniformly low loads,
no messages need be exchanged. The adaptive scheme se-
lects achannel to borrow depending on the borrowing crite-
rion which takes into consideration the number of borrow-
ing neighborsacell may have and hencereducesthe chances
of acollision. Thisway it saves on the number of attempts.
When the load becomes high, the update scheme can suf-
fer from starvation. In the update scheme thereis dwaysa
finite probability of collision on every channel request and
thus a cell can see unlimited delays. The adaptive scheme
switches to borrowing search mode whenever the number
of attemptsto acquire achannel in borrowing mode exceeds
abound and hence providesfair service to each cell.

At a low system load, channels are acquired locally, i.e.,
&G =1 and hence, m = 0, Nyearen = 1 and Nporrow =
0; performance metrics for different algorithms under such
conditions are shown in Table 2. When the load varies, the
maximum and minimum cost of each algorithmis shownin
Table 3.

6. Conclusion

We have proposed an adaptive distributed channel aloca-
tion algorithm for use in wireless networks. The proposed
schemeworkswell under all system loads; we observed the
following:

e The scheme is optimal at uniformly low loads as all
cells are in the local mode and no messaging is re-
quired. When the load is unbalanced with hot spot
nodes surrounded by lightly loaded nodes, our algo-
rithm behaves as the update scheme; the agorithm
saves on the number of messages by sending ACQUI-
SITION only to neighborswhich are currently borrow-
ing. By carrying out a heuristic search for the chan-
nel to borrow, chances of collision are further reduced.
When system load becomes uniformly high, the adap-
tive scheme switches to searching and thus provides a
bounded allocation timeto al cells.

e Thealgorithmis deadlock free and avoids starvation.

e The message complexity islow and it’s distributed na-
ture makesit highly scalable.

e Thealgorithm providesfair serviceto all cells without
COMPromising on any reuse i Ssues.

Our proposed scheme also overcomes one problem associ-
ated with the advanced update scheme of [4]. The advanced
update scheme saves on messages by sending request mes-
sages only to cells which are primary with respect to a cell
(N P(c,r)), but thiscan resultin no two cellsin thesamein-
terference region obtaining a channel and unfairness. Con-
sider cellscl and c2 request for achannel whichisaprimary
channel for p1 and p2 (see Figure 11). c1 hasalower times-
tamp but messages of ¢2 overtake those of ¢1 and reach p1,
p2 earlier. Now both p1 and p2 send agrant messageto c2,
and aconditional grant to c1. Sincecl does not receive any
grant message from some p' € NP(c,r) N IN(c'), it's
request fails; Thus c2 is able to acquire the channel, even
though it has a larger timestamp. These scenarios are not
possible in our scheme since the request is sent to all neigh-
bors.

Figure 11. Advanced Update Scheme [4]

Our adaptive scheme also compareswell with the advanced
search schemeof [8] which usesthe concept of the Allocated
channels. The schemeof [8] adaptstoloadinthatit allowsa
cell to keep achannel onceit isallocated to it; thus, at tran-
sient high loads acell can satisfy requestsfrom its all ocated
set. However, when requests cannot be satisfied from the
allocated set, the cell ¢ requests for the alocated, busy and
transfer sets of each cell in I V... If there are no free unallo-
cated channels, additional three messages, TRANSFER(r),
AGREE, KEEP(r) or RELEASE(r) are required to transfer
achannel r from another cells allocated set to ¢; more than



I Algorithms

| Message Complexity | Channel Acquisition ||

Basic Search 2N 2T

Basic Update 4N 2T
Advanced Update 2N 0
Adaptive (Proposed) 0 0

Table 2. Comparison of Different Algorithms under Low Load

Algorithms Message Complexity Channel Acquisition
Minimum [ Maximum | Minimum | Maximum |
Basic Search 2N 2N 2T (N +1)T
Basic Update 2N 00 2T 00
Advanced Update N 00 0 00
Adaptive (Proposed) 0 2aN + 4N 0 (2aN + )T

Table 3. Bounds for Different Algorithms

one round of TRANSFER, AGREE and RELEASE mes-
sages may need to be exchanged by ¢, if there was arequest
to transfer » from more than one cell. In comparison, our
adaptive scheme transfers channelswith one round of mes-
saging and the performanceis equivalent to the basic search
scheme under such load conditions.
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