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One major problem of underwater observation with an automatic engine is the
instability of image acquisition and visualization. Indeed, small engines of this kind
are subjected to low-frequency motions due to weak friction and water currents. In
this paper, we propose to maintain stabilization in the image by controlling the pan
and tilt motions of the camera attached to the engine, using techniques for target
tracking by visual servoing. The main idea behind approach lies in the fact that,
since it is very difficult to track a point in the images of an unknown and complex
scene using geometrical tools, the position of a virtual point can be retrieved by the
integration of its 2D motion. The motion estimation method we have used, called the
RMR algorithm, provides the parameters of a selected motion model (for the task
considered here, a constant one) and is perfectly suitable for real-time constraints and
the complexity of an undersea image sequence. Our approach has been validated on
a dry setup using two different sequences of underwater images.c© 2000 Academic Press
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1. INTRODUCTION

The automatic exploration of the seafloor is a challenging application for the combina-
tion of vision and robotics. Until now, the great majority of submarine engines dedicated
to observation have still been, at least partially, manually guided. We are interested in
this paper in the automatic stabilization of the image sequence acquired by a pan and tilt
camera mounted on a remote operated vehicle (ROV). The topic of image stabilization is
indeed important in underwater vision for applications relying on fixed, or slowly moving,
image acquisition, such as those requiring human remote observation. Two examples are
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observation of active hydrothermal vents and biological surveys of interacting animals.
Even if the ROV is supposed to be motionless, it is well known that due, first, to the weak
friction between the vehicle and the water and, then, to undertows, the ROV is subject to
undesirable motions. The image stabilization will be performed by a control of the pan
and tilt degrees of freedom (d.o.f.) of the camera. Obviously, controlling only these two
d.o.f. does not allow us to compensate for every motion in the image. All the complex
deformations, meaning, for example, zoom effects or rotations around the optical axis, will
remain, even if the stabilization is performed. However, if we consider classical problems
of underwater image analysis such as fish numbering or pipeline state control, the pan and
tilt stabilization is sufficient, and there is no need to offset the other deformations.

The pan and tilt control we want to rely on is also exploited in many tracking tasks using
a mobile camera. The link is easy to explain since, as seen from the observer point of view
(here, the camera), a motion of an object in the image can be due to the actual motion of
the object, the motion of the camera, or a combination of these two motions.

Many different studies have been made in tracking a moving target with an active camera.
First, research dealing with the robotics aspect is generally not concerned with vision
problems, but with contorl strategy. As a consequence, there is often very strong a priori
knowledge of the observed object, in order to validate the control law. Most of these works
[1–4] use a quasi-binary image to easily separate the target from the background.

On the other hand, several works have emphasized the visual processing problem of
recovering the target center of gravity while using trusty methods to control this estimated
position. For example, methods used in [5, 6] only allow tracking of a small object, or at
best, an object which covers a much smaller part of the image than the background covers.
A 2D affine motion model is computed between two successive images, and the second
image is compensated with the opposite motion. Thresholding the difference between this
reconstructed image and the original one gives the position of the object. The idea in
[7] is quite the same except that compensation is based on the measured motion of the
camera, obtained using the odometry of the robot, and its resulting 2D motion in the image.
Larger objects can be tracked but there is a great limitation due to the necessary high-
quality calibration of the system. In [8], a corner detection algorithm yields the position
of a particular point of the object. This raises two major problems. First, ensuring stable
visual tracking of points of interest has a computational cost incompatible with the robotic
constraints. There is also the problem of the observability of the point of interest, which
must always be seen. Finally, in [9–12] a sterovision system is used to build a 3D model
of the object motion. Using 3D reconstruction once again requires good calibration of the
whole system, the camera, and the robot system.

If we consider that the aim of stabilization is to maintain fixation on a scene (meaning
not only an object within the field of view), there is a slight difference between tracking and
stabilization. Tracking is generally applied to an object of interest which has to be centered
in the image, whereas stabilization is concerned with the whole image, and the point to
be maintained at the center is the one initially in that position. Thus, there is no a priori
knowledge of the point of interest shape. It could even appear in an area of the image without
any contrast and be impossible to discriminate from its neighbors. This uncertainty of the
position would cause oscillation around the desired position of the ROV, quite undesirable.
Since, in fact, only a perturbation rejection has to be performed, some studies have been made
using inertial information on the camera. Indeed, if the scene is static, stabilization means
that there is no motion of the camera. Thus, if such motion occurs due to a displacement of
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the system on which the camera is mounted, the camera motions can be directly compensated
for using the vestibular information. One of the main arguments for this approach is that,
theoretically, the vestibular information is sufficient to perform the perturbation rejection.
Nevertheless, as this information is the acceleration around each axis of the camera, a drift
can appear in the position of the area of interest in the image. More or less, using the
image information allows us to close the loop on this level and to compensate for potential
deviations in the image. Thus, lower quality image processing is needed, since it only
comes in addition to the vestibular compensation. This approach has been applied in [13].
Nevertheless, in this article, a binocular head was used, and only the vergence was controlled.

Recently, it was shown that visual servoing based on dynamic measurements [14–16] can
be exploited in real-time applications. The main interest is that estimation of 2D-motion
models does not require any visual marks, but only a texture contrasting sufficiently to
reliably measure spatiotemporal gradients of the image intensities. Another point is that a
better quality of motion estimation can be reached without having to increase the duration
of processing greatly between two images, incontrast to points-tracking algorithms. As an
example, if we consider the case of a great displacement, a motion estimation based on
spatiotemporal gradients of image intensity will only need to have a coarser level within a
hierarchical scheme, whereas a point-stracking algorithm will need to increase the size of
the search area.

In [17–19], image sequence stabilization has been performed using 2D motion estimation,
but the image processing was performed offline. This means that a whole sequence is
acquired first and then new images are generated by inversion of the deformation between
two successive original images. In that case, time processing is of course not critical. In [20],
the stabilization is performed online, but necessitates a coarse knowledge of the relative
positions of the target and the camera and the learning of eight images of the scene regularly
spaced around the point of interest.

Two approaches to realizing the image stabilization can be considered. The first consists
of regulating the observed motion to zero while the second consists of maintaining the
area around the center of the image at the same position. The first approach raises the
problem of increasing the derivation order by one compared to the second approach. This
may lead to complex and quite unstable control laws. Therefore, we propose in this article
to retrieve position of the point of interest (here the center of the first image) by integrating
its estimated speed [21]. Thus, we can apply classical control laws, designed for geometric
measurements, in order to keep the same scene in the camera field of view. A drift may
also appear when this approach is used, in the case of strong accelerations which disturb
motion estimation. However, such accelerations rarely occur in an undersea environment.
Finally, interesting stabilization results are described in [22]. Even if it also uses the idea
of integrating speed to estimate the position, this approach is different from ours since the
estimation is performed in 3D space, and the aim is to retrieve the 3D position of the ROV.

The rest of the paper is organized as follows. In Section 2, we describe how the position
of the point of interest can be estimated. We also briefly recall the principle of the motion
estimation algorithm we have used. We detail in Section 3 the whole stabilization task from
the robotics point of view, meaning which control law is used. At this stage of our study, we
are still in the validation step, meaning that our tests are performed with a dry setup. Our
experimental bench is presented in Section 4. Then, in Section 5, we report experimental
results related to two different sequences of submarine images. Finally, a discussion and
concluding remarks are given in Section 6.
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2. ESTIMATION OF THE 2D POSITION OF THE INTEREST POINT

Let us denote ass= (x, y)T the 2D projection at timet of a 3D pointM , and aṡs its
apparent speed in the image.s can obviously be recovered when the projection positions0

at time 0 and the evolution ofṡ over time are known, by

s = s0+
∫ t

0
ṡ dt (in continuous form)

(1)

s = s0+
k∑

i=1

ṡi δti (in discrete form),

with ṡi being thei th measurement oḟs andδti the time duration between the (i − 1)th and
i th measurements, provided by the computer clock.

The motion model used to approximate speed in the image can be, for example, a quadratic
one with eight parameters as in (see [14, 23]){

ẋ = c1+ a1x + a2y+ q1x2+ q2xy

ẏ = c2+ a3x + a4y+ q3y2+ q4xy
(2)

with



c1 = − Tx
Zp
−Äy c2 = − Ty

Zp
+Äx

a1 = γ1
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Zp
+ Tz

Zp
a2 = γ2

Tx
Zp
+Äz

a3 = γ1
Ty

Zp
−Äz a4 = γ2

Ty

Zp
+ Tz

Zp

q1 = q4 = −γ1
Tz
Zp
−Äy q2 = q3 = −γ2

Tz
Zp
+Äx,

whereT = (Tx, Ty, Tz) andÄ= (Äx, Äy, Äz) respectively represent the translational and
the rotational components of the kinematic screw associated with the relative rigid motion
between the camera frame and the object frame,Z= Zp+ γ1X+ γ2Y being the equation
of the planar approximation of the object surface around the considered point, expressed in
the camera frame.

Of course, other motion models, e.g., constant (the restriction of the presented model
to the termsci ) or affine (the restriction to the termsci andai ), could be used to estimate
the position of the image center. In fact, compromise between accuracy of estimation and
computation load is necessary since, due to robotics constraint, the control rate must be the
highest possible, that is, the closest possible to the video rate, in order to provide smooth
behavior of the stabilization.

The apparent motion in the image is generally complex. In the best case, when the
observed scene is an undeformable planar surface, the displacement field of each pixel of the
image corresponds to the 2D quadratic transformation presented above (see for example [23]
for a proof of this assertion). In any other case, the quadratic model is only an approximation
of the optical flow field. When dynamic visual measurements are embedded in a real-time
closed loop control scheme, a very strong constraint concerning the computational time
appears. Actually, it is often difficult to estimate 2D motion models more elaborated than
constant or affine ones.

Moreover, if we consider any polynomial model of motion, the speed of the image center
is equal to the 0th order approximation of the image motion, meaning (c1, c2)T . As the aim
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of the task is to keep the point of interest at the image center, its two coordinatesx andy
will be always close to 0 if the control law is reactive enough. In that case, the precision
brought by the quadratic or affine part of the model is weak compared to that brought by the
constant model. Consequently, we chose to consider only the constant model to estimate the
speed of our point of interest. This choice, validated by the experimental results presented
in this paper, gives us an answer in the compromise between the precision of the estimation
and its necessary swiftness.

However, we have to note that a limitation of using the constant parameters arises when a
large part of the image has a very weak texture. As an example, in the case of pure divergent
image motion, if no spatiotemporal gradient can be observed in the lower half of the image,
theci parameters, which should be zero, will be estimated as a translation along they axis.
The only solution to the problem would be to consider a more complex motion model. As
already stated, this is unfortunately impossible due to real-time constraints.

Motion parameters are computed using the robust multiresolution estimation method
(RMR algorithm) described in [24]. A Gaussian image pyramid is constructed at each
instant. Let2 be the vector of the motion model parameters at instantt . On the coarsest
level, the first estimation of2 consists of minimizing with respect to2 the criterion

C(2) =
∑

p

ψ(r (p,2)) with r (p,2) = ∇ I (p, t) · w2(p)+ It (p, t),

where pointsp are all the points of the image,I is the intensity function,∇ I and It are its
spatial gradient and temporal derivative,w2(p) is the velocity vector at pointp provided by
2, andψ is a robust estimator, classically Tukey’s biweight function. This estimator allows
us to reject the outliers, i.e., pointsp whose spatiotemporal gradient does not correspond
to the current estimation of2.

Then, a hierarchical and iterative strategy is used. Let2k
i be the estimate of2 at leveli

andkth iteration at this level. We have2k
i =2+12k

i . Successive incremental refinements
12k

i are given by

12k
i = arg min

12k
i

∑
p

ψ
(
r ′
(
12k

i

))
,

with r ′(12k
i )=∇ I (p+w2k

i
(p), t + 1) ·w12k

i
(p)+ I (p+w2k

i
(p), t + 1)− I (p, t).

Once the iterative estimation2i of 2 is performed at leveli using the incremental
optimization process, the estimation at leveli + 1 is initialized by the projection of2i on
this finer resolution level, and this hierarchical scheme is driven up until the finest resolution
level, i.e., the two initial images, is reached.

3. CONTROL LAW

Once the current position of the image center is estimated from (1), we can resort to a
standard control law to realize the regulation of this estimated 2D position. The control
scheme we use is the classical image-based visual servoing, presented for example in [25],
which is known to be robust with respect to calibration errors.

The desired positions∗ of s= (x, y)T being the image center (s∗ = (0, 0)T ), s can be
directly viewed as the vector of error. The visual servoing goal is then to bring and maintain
this error to zero by controlling the camera pan and tilt. To design the control law, we use
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the relation between the temporal variation ofs and the camera motion. As this motion is
restricted to rotational velocitiesÄc,x (pan) andÄc,y (tilt), we get from (2)

ṡ= L

(
Äc,x

Äc,y

)
+ ∂s

∂t
with L =

[
xy (−1− x2)

(1+ y2) −xy

]
,

where∂s
∂t represents the variations ofs due to other motions. In our case, the observed scene

is generally a part of the motionless sea floor. The term∂s
∂t thus comes from the uncontrolled

motions of the ROV.
Let us note that, obviously, even if the observed scene is moving (for example, if the

aim is to maintain fixation on another submarine in the field of view or to track a fish),
the control law is still valid. There is only a practical potential problem in this case: it is
necessary to have information on the location of the object of interest in the image—for
example, that the object takes up more than 50% of the image. Thus, due to the rejection
of nondominant motion provided by the RMR algorithm, estimation over the whole image
would give the motion of the object. If it is not the case, or if we do not know about this,
we should, at least, have the initial location of the object to track, just as is done in [26], in
order to perform the estimation mainly on pixels belonging to it.

Specifying exponential decay of the error with gainλ (ṡ=−λs), the control law is given
by (

Äc,x

Äc,y

)
= −λL−1s− L−1 ∂̂s

∂t
. (3)

More precisely, the chosen gainλ is not constant but adaptive. This means that this gain
is automatically tuned in order to preserve the stability of the system when the errors is
great, and, in the same time, to optimize the time to convergence by increasing when the
error is weak.

The first term of this control law allows the system to reach convergence. The second
term has to be added in order to compensate for the perturbing motions.

The estimatê∂s
∂t of ∂s

∂t can be made as explained in [27] by

∂̂s

∂t
= ˆ̇s− LÄ̂c. (4)

In our case, the measureˆ̇s of ṡ is directly supplied by (2) and the motion parameters are
provided by the estimation algorithm.̂Äc is the measured camera rotational velocity.

If the object is motionless, a first-order approximation gives

s(k)/(k−1) = sk−1+ ṡ1t = sk−1+ LÄ̂c1t, (5)

where1t is the sampling period. Thus, the estimate given by (4) can be seen at iterationk
as (

∂̂s

∂t

)
(k)

= s(k) − s(k)/(k−1)

1t
. (6)
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This represents the discrepancy between the actual measure of the visual features and the
predicted one. Let this value be null if the speed of the scene relative to the camera is null
and constant if this velocity is also constant. This means that the discrepancy and the speed
of the ROV relative to the sea floor have the same model.

Let us now come back to the control point of view and let us consider robustness issues.
Two different sources for noise are possible in our estimation scheme: it can be introduced
either through the extraction of the visual data or due to measurement errors in the camera
pan–tilt velocities. To deal with this problem, we have implemented a Kalman augmented
filter (see [28] for any details), with a constant acceleration state model, the equations of
which are given by 

(
∂s
∂t

)
(k+1)
= ( ∂s

∂t

)
(k)
+1t

(
∂̇s
∂t

)
(k) + ν(k)

ν(k+1) = ρν(k) + v1(k)(
∂s
∂t

)
(k+1)
= ( ∂s

∂t

)
(k)
+ v2(k),

(7)

whenν expresses the correlation between the accelerations over time,ρ is the degree of
correlation between two successive values (ρ can range from 0 to 1 and has been set to
0.3 in the experiments described below), andv1 andv2 are the zero-mean Gaussian white
noises in the chosen model. Furthermore, the relation involved in the Kalman filter relating
the observed data to the chosen model is given by(

∂̂s

∂t

)
(k)

=
(
∂s

∂t

)
(k)

+ ω(k), (8)

where ∂̂s
∂t is given by (4), andω is a zero-mean Gaussian white noise in the observations.

Finally, let us note that the control law given by (3) is insufficient to compensate for
possible tracking errors due to nonzero target accelerations. To overcome this problem, the
prediction of the target motion, provided by the Kalman filter, can be used. This leads to
the following adaptive predictive control law:(

Äc,x

Äc,y

)
= −λL−1s− L−1

(
∂̂s

∂t

)
(k+1)/(k)

. (9)

Furthermore, a prediction of the positions of the visual features in the image is given by

s(k+1)/(k) = sk + ṡ1t = sk + LÄ̂c1t +
(
∂̂s

∂t

)
(k+1)/(k)

.

Its benefit comes from the fact that, in case of mismeasurement, the predicted position in
the image enables us to pursue tracking by ensuring that it is a sufficiently good estimate.

4. DESCRIPTION OF THE EXPERIMENTAL SYSTEM

Before integrating our system in a ROV, it was necessary to validate our approach. The
tracking task has been previously validated in [26], even with some complex objects such
as a pedestrian. Nevertheless, one of the main problems in working with submarine images
is the poor quality of the images. Therefore, to ratify our approach and to ensure the most
realistic simulation of having a controlled camera mounted in a ROV, it was necessary to
use submarine images. We present now our validation bench.
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FIG. 1. Validation setup.

4.1. Validation Dry Setup for the Control Scheme

The principle of our validation bench is to use a pan and tilt camera that observes a screen
on which are projected previously acquired submarine images (see Fig. 1). The objective is
to observe a small part of this screen and to try to maintain the fixation on that part.

The camera is weakly calibrated (principal point at the image center, focal length, and
pixel size given by the camera constructor) since the control scheme is not sensitive to
calibration errors. The Sony camera we used is a CCD one. The system is driven by an
UltraSparc I Sun station at 200 MHz, communicating with a Sun Video frame grabber and
an AICO/ITMI numerical control unit. The image size is 128× 128 pixels, even if only the
central part (100× 100 pixels) is used for the motion estimation. Once again, the choice
of size is motivated by the necessary compromise between precision and execution speed.
After several tests, this size appeared give to very acceptable results while allowing us to
work at a rate of one image every 80 ms, which means a 12.5-Hz rate.

We have conditions close to reality, since we work on submarine images and with per-
turbations in the acquisition due to ROV motions induced by water currents. Moreover,
observing a projection screen raises the problem of loss of image quality. More precisely,
the submarine images have been projected onto a classical TV screen (56-cm diagonal
dimension, 4-MHz bandwidth, which means medium market range equipment) using a
classical video player. The screen was 1 m from the camera. The initial position of the
camera at the beginning of the task is such that its optical axis is coarsely perpendicular
to the plane of the screen (with precision not better than 15◦). The camera is pointing near
the center of the screen, to ensure a sufficient possibility of moving by keeping the screen
in the field of view. The area of interest is chosen only to be easily recognizable, for the
purpose of clarity in the presentation of results. No conditions on its shape or pattern are
taken into account. In the best case, when the image plane of the camera is parallel to
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the TV screen, the projection from the TV screen to the image plane is a pure zoom scale
factor. In any other case, the projection will induce a more complex deformation, which
means the image stabilization using our dry set-up is at least as difficult as that under real
conditions.

Another difference between our dry setup and the reality is that, on our test bench,
the platform on which the camera is mounted is fully linked to the ground. An interesting
problem related to the automation field arises in reality: the influence of the camera rotations
on the ROV trim. Due to the weak friction between the engine and the water, a displacement
of the camera will produce an induced motion of the submarine. This is similar to the case of
an astronaut in weightlessness conditions. In the case of the ROV, the motion of the camera
produces a displacement of the center of mass of the whole system, which induces a small
force, not absorbed by the friction. Nevertheless, the weak ratio between the camera and
ROV weights and the limited amplitude of camera motions allow us to consider this effect
negligible. Another reason for the same conclusion is that the perturbing motions have a
low frequency, and therefore the acceleration needed for the camera is weak.

5. RESULTS

Our control scheme has been tested on two different image sequences. In each case, the
motion of the submarine engine is such that the central area of the image observed at the
beginning can be viewed all through the sequence. This means that the sequence must be
such that this part of the image corresponds to the same pattern of the sea floor for at least
20 s, in order to test the stability of our control scheme and, more precisely, its behavior
faced with possible drift due to integration of the speed. This was the only criterion for the
choice of sequences in the database provided to us by Ifremer. Of course, in this database,
no control was used during the image acquisition to stabilize the shooting. Furthermore, no
data is available concerning the 3D motion of the ROV.

The two different sequences chosen for our experiments are respectively called “rocks”
and “sharks.” In each of them, several images and curves are displayed. These are

• The reference sequence. These are the full-screen images taken by our camera. To shoot
them, the camera was motionless and the focal length was changed to observe the entire
TV screen. One can notice some problems due to the sweep on the TV screen, in particular
because there is no synchronization between the visualization frequency on the screen and
the shooting frequency of the CCD camera. On the first image of the sequences, a white
square indicates the area of interest which has to be maintained motionless when the control
loop is switched on. One image out of 25 is displayed, which represents approximately one
every 2 s.
• The displacement in pixels of the area of interest in the image when no control is

performed to compensate the ROV motion influence. The displacement along thex axis of
the image (the horizontal one) is shown by a solid line, and the one along they axis (vertical)
is shown by a dotted line.
• The result sequence, meaning the part of the image which is acquired and on which

the image processing is done. The size of these images relative to the screen is about 40%
in height and 30% in width, which is 12% of the whole screen surface. One image out of
10 is displayed, which represents a bit more than one every second.
• Three curves of parameters acquired during the stabilization, representing.
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—The displacement of the point initially at the center of the 128× 128 treated image,
expressed in pixels. The displacement along thex axis of the image is shown by a solid
line, and the one along they axis is shown by a dotted line.

—The measured speed of the point of interest provided by the motion estimation
algorithm, expressed in pixels/s. Once again, the value along the horizontal axisx is shown
by a solid line and the one along the vertical axisy is shown by a dotted line.

—The rotational controlled speeds. These are the velocities computed by the control
law and given as orders to the pan and tilt platform, expressed in degrees per second. The
value of the rotational speed around thex axis of the camera is shown by a solid line and
the value of the rotational speed around they axis is shown by a dotted line. Theoretically,
the speed around thex axis of the camera (respectively they axis) allows us to compensate
for motions along they axis of the image (respectively thex axis). This is true only when
the robot wrist on which the camera is mounted is perfectly well calibrated. In practice, a
rotation around thex axis of the camera also causes a displacement in thex direction of the
image, and vice versa, providing a new source of possible errors.

5.1. “Rocks” Sequence Results

We can notice in the “rocks” sequence, presented in Fig. 2, that the area of interest
undergoes a large motion in the image (and is well tracked and centered as shown in Fig. 3).

FIG. 2. “Rocks” sequence. One full image out of 25 from the original sequence (one image every 2 s) with a
motionless camera.
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FIG. 3. One image out of 10 from the “rocks” sequence acquired during stabilization (one image every
800 ms).

This zone, the head of the rock from which smoke and gas escape, undergoes first a diagonal
motion from the left of the image to the bottom right and then a motion on the screen border
toward the bottom right. This is confirmed by the displacement of the area of interest when
no control is performed to rotate the camera, shown in Fig. 4. We notice that the amplitude
of the motion is more than 200 pixels in thex direction and more than 100 pixels in the
y direction. And, for example, during the first 50 iterations, the speed in the image is
approximately 20 pixels/s along thex axis and 10 pixels/s along they axis.

The curves displayed in Fig. 5 represent the estimated position of the center of the area
of interest during stabilization. As the initial position is the desired one, the aim of the task
is a perturbation rejection. Thus, to evaluate the accuracy of our scheme, the main thing to
look at is not the behavior of this curve, but the maximal error. It appears that the estimated
position of the pixel initially at the center of our area of interest is never more than half a
pixel away from the image center, which is much less than the displacement obtained when
no control is performed (more than 100 pixels in each direction after 10 s). This validates
at the same time the control and the estimation parts of our algorithm.

The estimated speed of the point of interest appears quite noisy in Fig. 6. This can be
simply explained by the fact that it is the combination of the motion of area of interest in the
image and the motion of the CCD camera. Nevertheless, this speed always remains close
to zero.
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FIG. 4. Displacement of the center of the area of interest in the “rocks” sequence with a static camera (number
of iterations in abscissa, pixels in ordinate).

Finally, the controlled rotational speeds, presented in Fig. 7, account for the displacement
of the area of interest in the image, meaning, mainly, a horizontal motion with a change of
direction in the course of the sequence. This is translated by a rotation around they axis of
the camera, with a changing sign, and a weak speed around thex axis.

On each image of the sequence acquired during the stabilization and presented in Fig. 3,
we can notice that the area of interest, meaning the area defined by the first image, is well
tracked and remains centered. Very little difference can be seen from one image to another
due to translations of the ROV forward and backward. Indeed, the effects of such motions,
providing, in the best case when the background is planar, an affine transformation of the
image, cannot be compensated for by a pan and tilt control. Nevertheless, the fixation on
the same point is maintained from the beginning to the end of the sequence. An important
thing to notice is the poor quality of the images and especially the effects of shooting a TV

FIG. 5. Displacement of the center of the area of interest center in the “rocks” sequence during stabilization
(number of iterations in abscissa, pixels in ordinate).
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FIG. 6. Speed of motion of the center of the area of interest in the “rocks” sequence during stabilization
(number of iterations in abscissa, pixels/s in ordinate).

screen with the CCD camera. Many lines appear, mainly in the horizontal direction, due to
the sweeping. However, the estimation of the dominant motion is not perturbed. Another
point to notice to emphasize the accuracy of the RMR algorithm is the weak texture of the
area of interest. Finally, the illumination is also changing along the task, the image getting
darker. Once again, the RMR algorithm is robust with respect to this kind of problem.

5.2. “Sharks” Sequence Results

In the “sharks” sequence, displayed in Fig. 8, the area of interest, the head of one of
the sharks, also undergoes a large motion in the image. Departing from the center, it goes
from the upper left corner to end in the bottom left corner. (See Fig. 9 for a sequence
allowing visual validation of numerical results obtained.) Once again, this is confirmed by

FIG. 7. Computed controlled rotation speeds for the “rocks” sequence during stabilization (number of itera-
tions in abscissa,◦/s in ordinate).



60 CRÉTUAL AND CHAUMETTE

FIG. 8. “Sharks” sequence. One full image out of 25 from the original sequence (one image every 2 s) with
a motionless camera.

the displacement of the area of interest when no control is performed to rotate the camera, as
is shown in Fig. 10. For this sequence, the amplitude of the motion is more than 100 pixels
in thex direction and about 70 pixels in they direction. The speed goes up to 15 pixels/s
along each axis. We can also notice a strong variation of the global illumination along the
sequence.

As in the “rocks” sequence, the curves related to the estimated position of the point
of interest, displayed in Fig. 11, show that the maximal displacement of this point from
the center is less than half a pixel. This value remains thus very weak compared to the
displacement which occurs with a static camera. The measured global velocity in the image,
presented in Fig. 12, also remains weak, less than 1.5 pixel/s, and even less than 0.5 pixel/s
when the velocity is the highest with a static camera (between 10 and 15 pixels/s after
iteration 100). Finally, the computed rotational speeds of the camera, sent to the pan and
tilt actuators, are in acquaintance with the motion of the area of interest in the image (see
Fig. 13). This means a large oscillation around the initial position and then a translation
toward the bottom left of the image.

The sequence displayed in Fig. 9 allows us to visually validate these numerical re-
sults. The only visible deformation of the image, appearing in the last images, is a small
contraction, due to a backward translational motion of the ROV along the optical axis. This
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FIG. 9. One image out of 10 of the “sharks” sequence acquired during stabilization (one image every 800 ms).

FIG. 10. Displacement of the center of the area of interest in the “sharks” sequence with a static camera
(number of iterations in abscissa, pixels in ordinate).



FIG. 11. Displacement of the center of the area of interest in the “sharks” sequence during stabilization
(number of iterations in abscissa, pixels in ordinate).

FIG. 12. Speed of the center of the area of interest in the “sharks” sequence during stabilization (number of
iterations in abscissa, pixels/s in ordinate).

FIG. 13. Computed controlled rotation speeds for the “sharks” sequence during stabilization (number of
iterations in abscissa◦/s in ordinate).

62
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generates a zoom effect which cannot be compensated for by our scheme. Nevertheless,
the initial central point is always maintained in the same position. This is done despite
two different perturbations. The first is the change of illuminating conditions during the
experiment, from lighter to darker. The other is the presence of local motions in the area of
interest, here due to the small white crabs. As the RMR algorithm has a step of rejection
of local motions that are not coherent with the global motion, this does not perturb the
estimation.

6. CONCLUSION

The objective of this study was to validate a stabilization scheme for the acquisition
of submarine images with a camera mounted inside a ROV. More precisely, as only the
two rotational d.o.f. of the camera corresponding to pan and tilt were used, the aim was
to maintain the same point in the middle of the image all along the task. As no a priori
information about the visual aspect of the observed scene was provided, it was impossible
to perform such an application using pattern-recognition-based image processing. Our idea
was to measure the global motion in the image and to integrate it in order to retrieve the
position of the point initially in the center of the image.

Before integrating our whole scheme in a ROV, we had to validate it. This was done
using a pan and tilt camera observing a TV screen on which previously acquired sub-
marine images were projected. Results presented in this paper show that our approach is
accurate both from the control and from the motion estimation perspective. In particular,
it shows that no drift appears during stabilization, even if some difficulties arise for im-
age processing. First, there are some technical problems due to the observation of a TV
screen. The sweep on the screen produces unexpected lines in the image. Moreover, the
estimated motions are complex, as they are due to the reaction of the ROV to water cur-
rents, and no knowledge of their direction and amplitude is available. A usual problem for
motion estimation is also the need for a sufficient texture. As we rely only on the con-
stant parameters of 2D motion, accurate results are obtained even with weakly textured
images. Finally, some local motions can be seen in the area of interest, for example, in the
“sharks” sequence. Once again, the RMR algorithm is robust with respect to that kind of
perturbation.

Nevertheless, some points are still to be developed. The RMR algorithm has already
shown its accuracy for the estimation of more complex models than the constant one (see
for example [14] where the quadratic parameters are used within a visual servoing scheme).
Thus, we can think of using a more complex model in order to perform a more accurate
stabilization. This means compensating not only for the dominant motion in the image, but
also for the affine and quadratic deformations by maintaining the relative position between
the observer and the scene constant, controlling the 6 d.o.f. of the camera. One of the
limitations is now the computational time to obtain such a model with sufficient precision,
which is around 1 s and is too large for the system to react smoothly.
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