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## 1. INTRODUCTION

The minimum fill-in problem is a well-known and often-studied problem. It stems from the optimal performance of G aussian elimination on sparse matrices.

G aussian elimination of sparse matrices is one of the major problems in computational linear algebra. The problem is to find a pivoting such that the number of nonzeros created during the elimination process is mini-

[^0]mized. Due to the lack of efficient algorithms for finding an optimal solution, in practice one usually has to work with certain heuristics for "approximating" a minimum fill-in (such as the minimum degree and nested dissection heuristics [1]).
The knowledge on the algorithmic complexity of the minimum fill-in problem when restricted to special graph classes is relatively small compared to that of other problems, such as, for example, independent set, clique, dominating set, treewidth, and pathwidth.
The minimum fill-in problem "Given a graph $G$ and a positive integer $k$, decide whether there is a minimum fill-in of $G$ with at most $k$ edges" remains NP-complete on cobipartite graphs [24] and on bipartite graphs [22]. The only known graph classes for which the minimum fill-in can be computed by a polynomial time algorithm were for almost 10 years the relatively small classes of cographs [7] and bipartite permutation graphs [20]. Now polynomial time algorithms for chordal bipartite graphs [6], multitolerance graphs [17], and $d$-trapezoid graphs [3] are known.

In a sense, the minimum fill-in problem has many similarities with the treewidth problem. Both problems ask for a chordal embedding of the graph. In the treewidth problem, one wishes to keep the maximum clique size as small as possible. An $O\left(n^{3}\right)$ algorithm computing the treewidth of circle graphs is given in [12, 13] and an $O\left(n^{3}\right)$ algorithm computing the treewidth of circular-arc graphs is given in [21].

We are not aware of any graph class for which the two problems treewidth and minimum fill-in have different algorithmic complexity, although the solution for the two problems can be far apart [2] (see also [12]).

Both graph classes that we consider, circle graphs as well as circular-arc graphs, are defined as intersection graphs of geometrical objects of a circle. Circle graphs are the intersection graphs of a collection of chords of a circle and circular-arc graphs are the intersection graphs of a collection of arcs of a circle. This leads to a number of similarities between the two graph classes which allows somewhat similar algorithms for two different classes. To emphasize the similarities, we shall present all the theoretical background results for our algorithms "in parallel."

We present two simple algorithms to compute the minimum fill-in of circle and circular arc-graphs. Both algorithms compute a minimum weight triangulation of a certain convex polygon and have overall running time $O\left(n^{3}\right)$.

This shows that circle graphs and circular-arc graphs are two more graph classes with polynomial time algorithms solving the minimum fill-in problem. Thus the algorithmic complexity of the problems treewidth and minimum fill-in is the same on both classes. In this way we erase two
graph classes from the relatively small list of candidates for graph classes with different algorithmic complexity of treewidth and minimum fill-in.

Since the class of permutation graphs is properly contained in the class of circle graphs, our circle graph algorithm extends a result of [3], where an $O\left(n^{2}\right)$ time algorithm is given that computes the minimum fill-in of trapezoid graphs, and thus of permutation graphs.

## 2. PRELIMINARIES

Let $G=(V, E)$ be a graph. We denote the number of vertices of $G$ by $n$. For a set $W \subseteq V$, we denote by $G[W]$ the subgraph of $G$ induced by $W$.

### 2.1. Preliminaries on Triangulations

We start by considering triangulations and minimal separators.
Definition 1. A graph is chordal if it does not contain a chordless cycle of length greater than 3.

Definition 2. A triangulation of a graph $G$ is a chordal graph $H$ with the same vertex set as $G$, such that $G$ is a subgraph of $H$. A triangulation $H$ of a graph $G$ is called a minimal triangulation of $G$, if no proper subgraph of $H$ is a triangulation of $G$.

The following theorem has been shown in [18].
Theorem 3. Let $H$ be a triangulation of a graph $G$. Then $H$ is a minimal triangulation of $G$ if and only if each edge $e \in E(H) \backslash E(G)$ is the unique chord of a cycle of length 4 in H .

Definition 4. Let $G=(V, E)$ be a graph and $a, b$ two nonadjacent vertices of $G$. The set $S \subseteq V$ is an $a, b$-separator if the removal of $S$ separates $a$ and $b$ into distinct connected components. If no proper subset of $S$ is an $a, b$-separator then $S$ is a minimal $a, b$-separator. A minimal separator is a set of vertices $S$ for which there exist nonadjacent vertices $a$ and $b$ such that $S$ is a minimal $a, b$-separator.

For a proof of the following lemma (which is well known), see, e.g., [10].
Lemma 5. Let $S$ be a minimal $a, b$-separator of the graph $G=(V, E)$ and let $C_{a}$ and $C_{b}$ be the connected components of $G[V \backslash S]$ containing $a$ and $b$, respectively. Then every vertex of $S$ has at least one neighbor in $C_{a}$ and at least one neighbor in $C_{b}$.

We denote by $\Delta(H)$ the set of all minimal separators of a graph $H$. In [14] the following characterization of minimal triangulations is given.

Theorem 6. A triangulation $H$ of a graph $G$ is a minimal triangulation of $G$ if and only if the following three conditions are satisfied:

1. If $a$ and $b$ are nonadjacent vertices of $H$, then every minimal $a, b$-separator of $H$ is also a minimal $a, b$-separator of $G$.
2. If $S$ is a minimal separator of $H$ and $C$ a connected component of $H[V \backslash S]$, then the vertex set of $C$ also induces a connected component in $G[V \backslash S]$.
3. $H=G_{\Delta(H)}$, where $G_{\Delta(H)}$ is the graph obtained from $G$ by adding edges between every pair of vertices contained in the same set $S$, for any $S \in \Delta(H)$.

Now it is convenient to define the minimum fill-in problem as follows.
Definition 7. The minimum fill-in problem is the problem of finding a triangulation $H$ of the given graph $G=(V, E)$ with the least possible number of edges. The minimum fill-in of the graph $G$, denoted by $\mathrm{mfi}(G)$, is the minimum number of edges which have to be added to make $G$ chordal.

In other words, solving the minimum fill-in problem is equivalent to finding a (minimal) triangulation $H$ of the input graph $G$ with smallest possible number of edges. Then any perfect elimination ordering of $H$ is a minimum elimination ordering of $G$ (see [18]).

### 2.2. Preliminaries on Circle and Circular-Arc Graphs

We give the necessary background material concerning the two graph classes studied in this paper. For more information on circle graphs, circular-arc graphs, and related classes of graphs, we refer to [10].
Definition 8. A circle graph $G=(V, E)$ is a graph for which one can associate with each vertex $v \in V$ a chord of a circle $\mathscr{C}$ such that two vertices of $G$ are adjacent if and only if the corresponding chords have a nonempty intersection. The set of chords and the circle $\mathscr{C}$ are said to be a circle model $\mathscr{D}(G)$.

Without loss of generality we assume that no two chords of the circle model share an end point. We also assume that a circle model of the input graph is given, since there is an $O\left(n^{2}\right)$ time recognition algorithm for circle graphs, that also computes a circle model of the input graph, if it is a circle graph [19]. (F or other recognition algorithms, see [4, 5, 9, 16].)

Definition 9. A circular-arc graph is a graph $G=(V, E)$ for which one can associate with each vertex $v \in V$ an arc on a circle $\mathscr{C}$ such that two vertices of $G$ are adjacent if and only if the corresponding arcs have a
nonempty intersection. The set of arcs and the circle $\mathscr{C}$ are said to be a circular-arc model $\mathscr{D}(G)$.

Without loss of generality we assume that no two arcs of a circular-arc model share an end point and that no arc covers the whole circle. H ence all end points in a circular-arc model are pairwise different. If the circle $\mathscr{E}$ contains a point that is not contained in any arc, then the graph is an interval graph and its minimum fill-in is 0 . Thus, we assume that every point of $\mathscr{C}$ is contained in at least one arc.
We also assume that a circular-arc model of the given graph is available. Note that, if no circular-arc model is part of the input, then we can compute one by an $O\left(n^{2}\right)$ time algorithm [8]. This is a recognition algorithm for circular-arc graphs that also computes a circular-arc model of the given graph, if it is a circular-arc graph. (For other recognition algorithms, see [11, 23].)

In the following sections, we show that any minimal triangulation of a circle graph and a circular-arc graph can be represented in terms of a (planar) triangulation of a well-defined convex polygon. This is the property exploited by our algorithms. This property enables the design of simple algorithms computing the minimum fill-in.

## 3. SCANLINES

We show how to represent the minimal separators of circle graphs and circular-arc graphs by means of scanlines.

### 3.1. Circle Graphs

Let $G=(V, E)$ be a circle graph with circle model $\mathscr{D}(G)$.
Definition 10. Place a new point on the circle $\mathscr{E}$ between every two consecutive end points of chords. These new points are called scanpoints and the set of the $2 n$ scanpoints of $\mathscr{D}(G)$ is denoted by $Z$.

Definition 11. A scanline of $\mathscr{D}(G)$ is a chord of the circle $\mathscr{C}$, connecting two scanpoints.

Consequently, there are $\binom{2 n}{2}$ different scanlines in $\mathscr{D}(G)$.
Definition 12. Two scanlines cross if they have a nonempty intersection but no scanpoint in common.

Definition 13. Let $c_{1}$ and $c_{2}$ be two chords of $\mathscr{C}$ with empty intersection. A scanline $s$ is between $c_{1}$ and $c_{2}$ if every path from an end point of $c_{1}$ to an end point of $c_{2}$ along $\mathscr{C}$ passes through a scanpoint of $s$.

For any scanline $s$ of $\mathscr{D}(G)$, we denote by $S(s)$ the set of all vertices $v$ of $G$, for which the corresponding chord intersects $s$.

For the following theorem and corollary, see [12, 13, 15].
Theorem 14. Let $a$ and $b$ be nonadjacent vertices of the circle graph $G=(V, E)$. For every minimal $a, b$-separator $S$ of $G$, there exists a scanline $s$ of $\mathscr{D}(G)$ between the chords of $a$ and $b$ such that $S=S(s)$.

Corollary 15. A circle graph on $n$ vertices has $O\left(n^{2}\right)$ minimal separators.

### 3.2. Circular-Arc Graphs

Let $G=(V, E)$ be a circular-arc graph with circular-arc model $\mathscr{D}(G)$. For any point $p$ of the circle $\mathscr{C}$ of $\mathscr{D}(G)$, we denote by $S(p)$ the set of all vertices $v$, for which the corresponding arc contains the point $p$.

Definition 16. Place new points on the circle $\mathscr{E}$ as follows. Consider two consecutive end points $x$ and $y$ of arcs and let $p$ be a point on the circle between $x$ and $y$. If $|S(p)|<\min (|S(x)|,|S(y)|)$ then we call $p$ a scanpoint. The set of scanpoints of $\mathscr{D}(G)$ is denoted by $Z^{*}$.

A lso in this case we call a chord of the circle connecting two scanpoints a scanline.

Definition 17. Let $a$ and $b$ be two nonadjacent vertices of $G$. A scanline $s$ is between the arcs of $a$ and $b$ if every path from an end point of the arc of $a$ to an end point of the arc of $b$ along the circle $\mathscr{C}$ passes through a scanpoint of $s$.
A vertex is called simplicial if its neighborhood is a clique.
Lemma 18. If an arc in a circular-arc model $\mathscr{D}(G)$ does not contain any scanpoint then its corresponding vertex is simplicial.

Proof. The definition of $Z^{*}$ implies that between any two nonintersecting arcs $a$ and $b$ in $\mathscr{D}(G)$ there is a scanpoint $u$ and a scanpoint $z$ such that the scanline connecting $u$ and $z$ is between $a$ and $b$. Consequently, if a vertex has nonadjacent neighbors than there is a scanpoint contained in the arc corresponding to that vertex.

For any scanline $s$ of $\mathscr{D}(G)$, we denote by $S(s)$ the set of all vertices $v$ of $G$, for which the corresponding arc contains at least one scanpoint of $s$.
Proofs of the following theorem and corollary were given in [12, 13, 15].
Theorem 19. Let $a$ and $b$ be nonadjacent vertices of a circular-arc graph $G=(V, E)$. For every minimal $a, b$-separator $S$ of $G$, there exists a scanline $s$ between the arcs of $a$ and $b$ such that $S=S(s)$.

Proof. Let $C_{a}$ and $C_{b}$ be the components of $G[V \backslash S]$ containing $a$ and $b$, respectively. Then there is a "generalized arc" corresponding to $C_{a}$ and $C_{b}$ that arises as the union of the arcs of all vertices in $C_{a}$ and $C_{b}$, respectively.

Clearly, these generalized arcs have an empty intersection. Moreover, when going from one generalized arc to the other in clockwise direction along $\mathscr{C}$, there is at least one scanpoint in the part of the circle not contained in a generalized arc.

We construct the scanline $s$ as follows. Starting from the generalized arc of $C_{a}$ in clockwise direction, let $x$ be the first scanpoint not contained in the generalized arc. Similarly, let $y$ be the first scanpoint outside the generalized arc of $C_{b}$, when going from $C_{b}$ in clockwise direction. Then $s$ is the scanline connecting the scanpoints $x$ and $y$. By construction, $s$ is between the arcs of $a$ and $b$.
Note that $x$ and $y$ cannot be contained in any arc corresponding to a vertex of $V \backslash S$. Hence $S(s) \subseteq S$. On the other hand, every arc corresponding to a vertex of $S$ intersects the generalized arc corresponding to $C_{a}$ and also that corresponding to $C_{b}$ by Lemma 5 . Thus $S(s)=S$.

Corollary 20. A circular-arc graph on $n$ vertices has $O\left(n^{2}\right)$ minimal separators.

Characterizations of the minimal separators in terms of scanlines as in Theorems 14 and 19 and their consequences for the number of minimal separators as in Corollaries 15 and 20 have been presented for various classes of intersection graphs (see, e.g., [3, 12, 15]).

## 4. REALIZERS AND TRIANGULATIONS

We introduce two similar types of convex polygons and show how certain planar triangulations of these polygons and the triangulations of the corresponding graph relate to each other.

### 4.1. Circle Graphs

Let $G=(V, E)$ be a circle graph. Consider a circle model $\mathscr{D}(G)$ with the set $Z$ of scanpoints.

Definition 21. Let $Y \subseteq Z$ and $|Y| \geq 3$. We denote by $\mathscr{P}(Y)$ the convex polygon with vertex set $Y$. The candidate component $G(Y)$ is the subgraph of $G$ induced by the set of vertices corresponding to chords of $\mathscr{D}(G)$ that have a nonempty intersection with the interior region of $\mathscr{P}(Y)$.

Hence the edges of the polygon $\mathscr{P}(Y)$ are scanlines. Notice that $G(Z)=G$.

Definition 22. Let $Y \subseteq Z$ and $|Y| \geq 3$. For each scanline $s$ that is an edge of the polygon $\mathscr{P}(Y)$, add an edge between any pair of nonadjacent vertices of the candidate component $G(Y)$ of which the two corresponding chords intersect the scanline $s$. The graph obtained in this way is called the realizer $R(Y)$ of the candidate component $G(Y)$.
N otice that $R(Z)=G$. Furthermore, if $|Y|=3$ then $\mathscr{P}(Y)$ is a triangle and each chord corresponding to a vertex of $G(Y)$ intersects exactly two edges of $\mathscr{P}(Y)$. Thus $R(Y)$ is a clique.

Lemma 23. Let $Y \subseteq Z$ and $|Y| \geq 3$. Then the realizer $R(Y)$ is a circle graph.

Definition 24. Let $G(Y)$ be a candidate component with realizer $R(Y)$. A scanline $s$ of $\mathscr{D}(R(Y))$ is $Y$-nice if the scanpoints of $s$ are elements of $Y$.

Lemma 25. Let $Y \subseteq Z$ and $|Y| \geq 3$ and let $S$ be a minimal $a, b$-separator in the realizer $R(Y)$. Then there is a $Y$-nice scanline s such that $S=S(s)$ in $\mathscr{D}(R(Y))$.

For the proofs of Lemmas 23 and Lemma 25 , we refer the reader to [12, 13].

Definition 26. Let $\mathscr{P}$ be a convex polygon with $m$ vertices. A (planar) triangulation of $\mathscr{P}$ is a set of $m-3$ noncrossing diagonals in $\mathscr{P}$ that divide the interior of $\mathscr{P}$ into $m-2$ triangles.

Definition 27. Let $Y \subseteq Z$ and $|Y| \geq 3$. Let $T$ be a triangulation of $\mathscr{D}(Y)$. Then $H(T)$ is defined as the graph with the same vertex set as $G(Y)$ and vertices $u$ and $v$ of $H(T)$ are adjacent if there exists a triangle $Q$ in $T$ such that the two chords corresponding to $u$ and $v$ both intersect $Q$.

Note that $R(Y)$ is a spanning subgraph of $H(T)$.
Lemma 28. The graph $H(T)$ is chordal and therefore a triangulation of $R(Y)$.

Proof. Let $y \in Y$ be a vertex of $\mathscr{P}(Y)$ that is not incident with a diagonal of the triangulation $T$. Hence $y$ is incident with exactly one triangle $Q$ of $T$. If there is a chord intersecting $Q$ but no other triangle of $T$, then the vertex $x$ corresponding to this chord is a simplicial vertex of $H(T)$. Remove $x$ from $H(T)$ and the chord from the circle model.

If there is no chord left that intersects $Q$ but no other triangle of $T$, then remove $y$ from $Y$. Notice that this removal does not change $H(T)$ because in this case any chord intersecting $Q$ also intersects the neighboring triangle of $Q$ in $T$. In this way, we obtain a perfect elimination ordering of the graph $H(T)$. Thus $H(T)$ is chordal.

We give a representation theorem for all minimal triangulizations of a circle graph in terms of planar triangulations of the polygon $\mathscr{P}(Z)$ (see also [12, 13]).

Theorem 29. Let $G=(V, E)$ be a circle graph. Let $\mathscr{D}(G)$ be a circle model of $G$ and $Z$ its set of scanpoints. Then for every minimal triangulation $H$ of $G$ there is a (planar) triangulation $T$ of the polygon $\mathscr{P}(Z)$ such that $H=H(T)$.

Proof. We claim that for any set $Y \subseteq Z$ with $|Y| \geq 3$ and any minimal triangulation $H$ of the realizer $R(Y)$, there is a triangulation $T$ of $\mathscr{P}(Y)$ such that $H=H(T)$. Note that the claim immediately implies the theorem, since $G=R(Z)$.

First let $H$ be a complete graph. Then $\Delta(H)=\varnothing$. Thus Theorem 6 implies that $R(Y)$ is also complete. H ence $H=H(T)$ for any triangulation $T$ of $\mathscr{P}(Y)$.

Now let $H$ be a noncomplete graph. We shall prove the claim by induction on the number of vertices in $Y$. Let $S$ be a minimal $a, b$-separator of $H$. Since $H$ is a minimal triangulation, $S$ is also a minimal $a, b$-separator of $R(Y)$ by Theorem 6. Then there exists a $Y$-nice scanline $s$ such that $S=S(s)$ in $\mathscr{D}(R(Y))$ by Lemma 25. Clearly, $s$ divides the polygon $\mathscr{P}(Y)$ into two polygons $\mathscr{P}\left(Y_{1}\right)$ and $\mathscr{P}\left(Y_{2}\right)$. M oreover, $\left|Y_{1}\right|<|Y|$ and $\left|Y_{2}\right|<|Y|$, since $s$ is between the chords of $a$ and $b$.

Consider the corresponding realizers $R\left(Y_{1}\right)$ and $R\left(Y_{2}\right)$. The subgraphs of $H$ induced by the vertices of $R\left(Y_{1}\right)$ and $R\left(Y_{2}\right)$ are minimal triangulations of $R\left(Y_{1}\right)$ and $R\left(Y_{2}\right)$. Now the claim follows by induction.
The consequence of Theorem 29 and Lemma 28 is a minimum fill-in algorithm for circle graphs, that essentially computes a minimum weight triangulation of the polygon $\mathscr{P}(Z)$.

### 4.2. Circular-Arc Graphs

Let $G=(V, E)$ be a circular-arc graph with circular-arc model $\mathscr{D}(G)$. Consider the set $Z^{*}$ of scanpoints of $\mathscr{D}(G)$.

Contrary to circle graphs, we only have $1 \leq\left|Z^{*}\right| \leq 2 n$. (By our assumption, no arc in $\mathscr{D}(G)$ covers the whole circle. Hence $\left|Z^{*}\right|=0$ is impossible.) If $\left|Z^{*}\right|=1$, then $G$ has no minimal separator by Theorem 19. Hence $G$ is complete. If $\left|Z^{*}\right|=2$ and $G$ is not complete then Theorem 19 implies that $S(s)$ is the unique minimal separator of $G$, where the scaline $s$ connects the two scanpoints of $Z^{*}$. M oreover, $S(s)$ is a clique, since $G$ has no other minimal separator. Furthermore, any vertex of $V \backslash S(s)$ is simplicial by Lemma 18. Hence, removing all simplicial vertices, we obtain the complete graph $G[S(s)]$. Thus $G$ has a perfect elimination ordering and is chordal. (In fact, one can show that $G$ is an interval graph having at most
two maximal cliques.) Thus in both cases $\operatorname{mfi}(G)=0$. Consequently, we may assume $\left|Z^{*}\right| \geq 3$.

Let $\mathscr{P}\left(Z^{*}\right)$ be the convex polygon with vertex set $Z^{*}$. Hence the edges of $\mathscr{P}\left(Z^{*}\right)$ are scanlines of $\mathscr{D}(G)$.

Definition 30. Let $T$ be a (planar) triangulation of the polygon $\mathscr{P}\left(Z^{*}\right)$. Then the graph $H(T)$ is defined as follows. The vertex set of $H(T)$ is the same as the vertex set of $G$. Two vertices $u$ and $v$ of $H(T)$ are adjacent if either they are adjacent in $G$ or there exists a diagonal $d$ in $T$ such that the arcs of $u$ and $v$ both contain a scanpoint of $d$.

Note that if the arcs of vertices $u$ and $v$ of $G$ both contain a scanpoint of an edge of $\mathscr{P}\left(Z^{*}\right)$ then $u$ and $v$ are adjacent in $G$, since there is no minimal $u, v$-separator in $G$ by Theorem 19.

## Lemma 31. $H(T)$ is chordal and therefore a triangulation of $G$.

Proof. Suppose $H(T)$ is not chordal and let $\mathscr{Z}$ be a chordless cycle in $H(T)$ of length greater than 3 . Thus there are two vertices $x$ and $y$ of $\mathscr{Z}$ which are nonadjacent in $H(T)$. Clearly, the arc $a$ of $x$ and the arc $b$ of $y$ have empty intersection. By Theorem 19 there are two scanpoints $p$ and $q$, such that the scanline $s$ connecting $p$ and $q$ is between $a$ and $b$ and $S(s)$ is a minimal $x, y$-separator in $G$.

Assume $s$ is not an edge of $\mathscr{P}\left(Z^{*}\right)$. Then there is a scanpoint $p^{\prime}$ contained in the arc $a$ and a scanpoint $q^{\prime}$ contained in the arc $b$. Since $T$ is a triangulation of $\mathscr{P}\left(Z^{*}\right)$ and there is a diagonal of $T$ in the convex polygon $\mathscr{P}\left(\left\{p, p^{\prime}, q, q^{\prime}\right\}\right)$. By the choice of $a$ and $b$ this cannot be ( $p^{\prime}, q^{\prime}$ ), thus $s=(p, q)$ is a diagonal of $T$.

Let $C_{x}$ and $C_{y}$ be the components of $G[V \backslash S(s)]$ containing $x$ respectively $y$. By the definition of $H(T)$, there is no edge between a vertex of $C_{x}$ and a vertex of $C_{y}$ in $H(T)$. Consequently, the cycle $\mathscr{Z}$ contains two nonconsecutive vertices $u$ and $z$ that both belong to $S(s)$. If $s$ is an edge of $\mathscr{P}\left(Z^{*}\right)$ then $S(s)$ is a clique of $G$ as we noticed above. Thus $S(s)$ is also a clique of $H(T)$, a contradiction. Otherwise consider the diagonal $s=$ ( $p, q$ ). The arcs of $u$ and $z$ either both contain $p$ respectively $q$ or one contains $p$ and the other $q$. Therefore $u$ and $z$ are adjacent in $H(T)$, which is a contradiction.

Now we give a representation theorem for the minimal triangulations of circular-arc graphs in terms of (planar) triangulations of the convex polygon $\mathscr{P}\left(Z^{*}\right)$.
Theorem 32. Let $G=(V, E)$ be a circular-arc graph. Let $\mathscr{D}(G)$ be a circular-arc model of $G$ and $Z^{*}$ its set of scanpoints. Then for every minimal triangulation $H$ of $G$ there is a triangulation $T$ of the polygon $\mathscr{P}\left(Z^{*}\right)$ such that $H=H(T)$.

Proof. The proof is by induction on the number of vertices of the graph.

Suppose $H$ is a complete graph. Then $G$ is also complete. Hence $H(T)$ is a complete graph for any triangulation $T$ of $\mathscr{P}\left(Z^{*}\right)$.

Now assume that $H$ has two nonadjacent vertices $a$ and $b$. Let $S$ be a minimal $a, b$-separator in $H$. Since $H$ is chordal, $S$ is a clique in $H$. By Theorem $6, S$ is a minimal $a, b$-separator in $G$.

By Theorem 19, there exists a scanline $s$ of $\mathscr{D}(G)$ such that $S(s)=S$ and $s$ is between the arcs of $a$ and $b$. Let $\alpha$ and $\beta$ be the scanpoints of $s$. The removal of $\alpha$ and $\beta$ from the circle $\mathscr{E}$ creates two "halves," which we call $a$-half if it contains the arc of $a$ and $b$-half if it contains the arc of $b$.

By Theorem 6, the vertex set of every connected component of $H[V \backslash S]$ induces a connected component of $G[V \backslash S]$. Let $V_{1} \subseteq V$ be the union of $S$ and the vertex sets of all components of $G[V \backslash S]$ for which all arcs are in the $a$-half. A nalogously, let $V_{2} \subseteq V$ be the union of $S$ and the vertex sets of all components for which all arcs are in the $b$-half. Clearly, $V_{1} \cap V_{2}=\varnothing,\left|V_{1}\right|<|V|$, and $\left|V_{2}\right|<|V|$.

For $i \in\{1,2\}$, let $R\left(V_{i}\right)$ be the graph obtained from $G\left[V_{i}\right]$ by making $S$ a clique. Since $H$ is a minimal triangulation of $G, S$ is a clique in $R\left(V_{i}\right)$ as well as in $H$, any component of $G[V \backslash S]$ is either contained in $G\left[V_{1}\right]$ or in $G\left[V_{2}\right]$, and the vertex set of each component of $H[V \backslash S]$ is also the vertex set of a component of $G[V \backslash S]$, we obtain that $H\left[V_{i}\right]$ is a minimal triangulation of $R\left(V_{i}\right)$, which can be seen best by using Theorem 3 .
O ur aim is to construct a circular-arc model of $R\left(V_{1}\right)$ and one of $R\left(V_{2}\right)$. Let $Z_{1}^{*} \subseteq Z^{*}$ (respectively $Z_{2}^{*} \subseteq Z^{*}$ ) be the set consisting of $\alpha, \beta$ and all scanpoints in the $a$-half (respectively $b$-half). Thus $\min \left(\left|Z_{1}^{*}\right|,\left|Z_{2}^{*}\right|\right) \geq 2$.

Case 1. $\min \left(\left|Z_{1}^{*}\right|,\left|Z_{2}^{*}\right|\right) \geq 3$.
Consider the $a$-half. Clearly, $H\left[V_{1}\right]$ is chordal and thus a triangulation of $G\left[V_{1}\right]$. We obtain a circular-arc model of $G\left[V_{1}\right]$ by removing the arcs of all vertices of $V_{2} \backslash S$ from $\mathscr{D}(G)$. Then replace any arc of a vertex $v$ of $S$ containing only one of $\alpha$ and $\beta$ by a new arc that has the original end point in the $a$-half and a new end point in the $b$-half, such that all these new arcs contain a fixed point of the $b$-half, say one close to $\alpha$.

First, assume that there is one arc of a vertex in $S$ containing $\alpha$ but not $\beta$, and one arc containing $\beta$ but not $\alpha$. Then the new circular-arc model can be constructed in such a way that the set of scanpoints in the new model is exactly $Z_{1}^{*}$. Clearly, the new model is a circular-arc model of the graph $R\left(V_{1}\right)$ since $S$ is a clique and adjacencies between a vertex of $S$ and a vertex of $V_{1}$ remain unchanged. As we have seen above, $H\left[V_{1}\right]$ is a minimal triangulation of $R\left(V_{1}\right)$. Thus, by induction, we obtain that there is a triangulation $R_{1}$ of $\mathscr{P}\left(Z_{1}^{*}\right)$ such that $H\left[V_{1}\right]=H\left(T_{1}\right)$.

In the remaining case all arcs of vertices in $S$ contain one particular end point of $s$, say $\alpha$. Hence $S$ is a clique in $G$ and $R\left(V_{1}\right)=G$. Thus removing all arcs of vertices of $V_{2} \backslash S$ creates a circular-arc model of $R\left(V_{1}\right)$. However, the set of scanpoints $Z_{1}^{\prime}$ in the new model is either $Z_{1}^{*} \backslash\{\alpha, \beta\}$ or $Z_{1}^{*} \backslash\{\beta\}$. Similar to the case considered first, using induction, we obtain that there is a triangulation $T_{1}^{\prime}$ of $\mathscr{P}\left(Z_{1}^{\prime}\right)$ such that $H\left[V_{1}\right]=H\left(T_{1}^{\prime}\right)$. (Possibly $\left|Z_{1}^{\prime}\right|<3$. Then take just the "degenerate triangulation" of the "polygon" on one or two vertices, which simply means no diagonals.) Let $\alpha^{\prime}$ and $\beta^{\prime}$ be the scanpoints in the $a$-half that are closest to $\alpha$ and $\beta$, respectively. Then we obtain a triangulation $T_{1}$ of the polygon $\mathscr{P}\left(Z_{1}^{*}\right)$ in $\mathscr{D}(G)$ by adding to the triangulation of $T_{1}^{\prime}$ of $\mathscr{P}\left(Z_{1}^{\prime}\right)$ the scanlines $s$ and a scanline between $\alpha^{\prime}$ and $\alpha$ if $Z_{1}^{\prime}=Z_{1}^{*} \backslash\{\beta\}$, and additionally a diagonal between $\beta$ and $\alpha^{\prime}$ and a scanline between $\beta^{\prime}$ and $\beta$ if $Z_{1}^{\prime}=Z_{1}^{*} \backslash\{\alpha, \beta\}$. Then $H\left[V_{1}\right]=H\left(T_{1}^{\prime}\right)$, the fact that $S$ is a clique in $G, R\left(V_{1}\right)$, and $H$, and the construction of $T_{1}$ imply $H\left[V_{1}\right]=H\left(T_{1}\right)$.

A nalogously, there is a triangulation $T_{2}$ of $\mathscr{P}\left(Z_{2}^{*}\right)$ such that $H\left[V_{2}\right]=$ $H\left(T_{2}\right)$.

Finally, take the scanline $s$ and all the diagonals of $T_{1}$ and $T_{2}$. This gives a triangulation $T$ of $\mathscr{P}\left(Z^{*}\right)$. Furthermore, $H=H(T)$ since any edge of $H$ that does not have both end vertices in $S$ is either an edge of $H\left[V_{1}\right]$ or $H\left[V_{2}\right]$, and thus represented by some diagonal of $T$.

Case 2. $\min \left(\left|Z_{1}^{*}\right|,\left|Z_{2}^{*}\right|\right)=2$.
W ithout loss of generality assume $\left|Z_{2}^{*}\right|=2$. Then consider $H\left[V_{1}\right]$ and the set $Z_{1}^{*}=Z^{*}$. There is no scanpoint in the $b$-half, thus $S$ is a clique in $G$ and $R\left(V_{1}\right)=G$. Hence, removing all arcs of vertices in $V_{2} \backslash S$ from $\mathscr{D}(G)$, we obtain a circular-arc model of $R\left(V_{1}\right) . H\left[V_{1}\right]$ has fewer vertices than $H$ and it is a minimal triangulation of $R\left(V_{1}\right)$. Thus, by induction, there is a triangulation $T_{1}$ of $\mathscr{P}\left(Z_{1}^{*}\right)$ such that $H\left[V_{1}\right]=H\left(T_{1}\right)$. By Lemma 18, all vertices of $V_{2} \backslash S$ are simplicial in $G$. No minimal triangulation of a graph $G$ adds an edge for which an incident vertex is simplicial. (This follows easily from Theorem 3 as well as from Theorem 6 and the fact that no minimal separator from Theorem 3 as well as from Theorem 6 and the fact that no minimal separator of a graph contains a simplicial vertex.) Consequently, $H(T)=H$, where $T$ is the triangulation $T_{1}$ of $\mathscr{P}\left(Z_{1}^{*}\right)$ taken as a triangulation of $\mathscr{P}\left(Z^{*}\right)$ with respect to $G$.

## 5. END TRIANGLES

The concept of an end triangle is important for obtaining efficient algorithms that compute the minimum fill-in on circle graphs and circulararc graphs.

### 5.1. Circle Graphs

Let $G=(V, E)$ be a circle graph with circle model $\mathscr{D}(G)$ and let $\mathscr{P}(Z)$ be the convex polygon with vertex set $Z$.

Definition 33. Let $a$ and $b$ be nonadjacent vertices of $G$. A triangle $Q$ in $\mathscr{P}(Z)$, that is, all vertices of $Q$ are in $Z$, is an end triangle for $\{a, b\}$, if the chords of $a$ and $b$ both intersect $Q$, but there is only one edge of $Q$ that is crossed by both chords.

Lemma 34. Let $T$ be any triangulation of $\mathscr{P}(Z)$. If the chords of two nonadjacent vertices $a$ and $b$ both intersect some triangle of $T$, then there are exactly two end triangles for $\{a, b\}$ in $T$.
Proof. Suppose the chords of $a$ and $b$ both intersect a triangle $Q$ of $T$. Then the chords of $a$ and $b$ both cross at least one common edge, say $r$, of $Q$. Hence the chords of $a$ and $b$ also intersect a neighboring triangle $Q^{\prime}$ which shares the edge $r$ with $Q$. In this way we find a path of triangles which must end with an end triangle for $\{a, b\}$.

Notice that the set of triangles having nonempty intersection with the chords of $a$ and $b$ is exactly the path of triangles between the two end triangles for $\{a, b\}$. This shows that there are exactly two end triangles for $\{a, b\}$.

Definition 35. Let $Q$ be a triangle of $\mathscr{P}(Z)$. Then $w(Q)$, the weight of $Q$, is the number of unordered pairs $\{a, b\}$ of noncrossing chords for which $Q$ is an end triangle. The weight $w(T)$ of a triangulation $T$ is the sum of the weights of all the triangles in $T$.

Corollary 36. Let $G=(V, E)$ be a circle graph. Then

$$
\operatorname{mfi}(G)=\frac{1}{2} \min \{w(T) \mid T \text { triangulation of } \mathscr{P}(Z)\} .
$$

Proof. Let $T$ be a triangulation of $\mathscr{P}(Z)$. Consider $H(T)$. The weight of $T$ is twice the number of edges of $H(T)$ minus the number of edges in $G$, since Lemma 34 implies that every edge in $H(T)$ that is not an edge in $G$ is counted exactly twice, namely once for each end triangle. Thus the minimum weight of a triangulation $T$ of $\mathscr{P}(Z)$ is exactly twice the minimum fill-in of $G$.

### 5.2. Circular-Arc Graphs

Let $G=(V, E)$ be a circular-arc graph with circular-arc model $\mathscr{D}(G)$ and let $\mathscr{P}\left(Z^{*}\right)$ be the convex polygon with vertex set $Z^{*}$.

Definition 37. Let $a$ and $b$ be two nonadjacent vertices of $G$. A triangle $Q$ of $\mathscr{P}\left(Z^{*}\right)$ is an end triangle for $\{a, b\}$ if the arcs of $a$ and $b$ each contain exactly one vertex of $Q$.

Lemma 38. Let $T$ be any triangulation of $\mathscr{P}\left(Z^{*}\right)$. If there is a diagonal $s$ of $T$ such that the arcs of the two adjacent vertices a and $b$ both contain one scanpoint of $s$, then there are exactly two end triangles for $\{a, b\}$.

Proof. Consider the diagonal $s$. Let us say that it is horizontal. We claim that there is exactly one end triangle above $s$ and exactly one end triangle below $s$.

Since $s$ is a diagonal, there are two triangles incident with $s$, one below and one above $s$. Consider the triangle $Q$ above $s$. Let $s$ have end points $\alpha$ and $\beta$ and let $\gamma$ be the third vertex of $Q$.

First, assume $\gamma$ is not contained in the arcs $a$ or $b$. Then $Q$ is an end triangle. All triangles above $Q$ are above one of the scanlines between $\alpha$ and $\gamma$ or $\beta$ and $\gamma$. This shows that there can be no other end triangle above $Q$.

Now, without loss of generality, assume $\gamma$ is contained in $b$. Let $s^{\prime}$ be the scanline between $\alpha$ and $\gamma$. By Theorem 19, there is a scanline between $a$ and $b$. This scanline clearly intersects $s^{\prime}$. It follows that $s^{\prime}$ must be a diagonal in $T$ rather than an edge of $\mathscr{P}\left(Z^{*}\right)$. Now the claim follows by induction.

Definition 39. Let $Q$ be a triangle of $\mathscr{P}\left(Z^{*}\right)$. Then $w(Q)$, the weight of $Q$, is the number of unordered pairs $\{a, b\}$ for which $Q$ is an end triangle.
Corollary 40. Let $G=(V, E)$ be a circular-arc graph. Then

$$
\operatorname{mfi}(F)=\frac{1}{2} \min \left\{w(T) \mid T \text { triangulation of } \mathscr{P}\left(Z^{*}\right)\right\} .
$$

Proof. Let $T$ be a triangulation of $\mathscr{P}\left(Z^{*}\right)$. Consider $H(T)$. Lemma 38 implies that the weight of $T$ is twice the number of edges of $H(T)$ minus the number of edges in $G$, since every edge in $H(T)$ that is not an edge in $G$ is counted exactly twice, namely once for each end triangle. Consequently, the minimum weight of a triangulation $T$ of $\mathscr{P}\left(Z^{*}\right)$ is exactly twice the minimum fill-in of $G$.

## 6. THE ALGORITHMS COMPUTING THE MINIMUM FILL-IN

In this section we describe simple polynomial time algorithms to find the minimum fill-in of circle graphs and circular-arc graphs.

Luckily, for both graph classes we were able to define a weight function on the triangles such that the minimum weight of a (planar) triangulation is equal to twice the minimum fill-in of the input graph. Hence both algorithms compute the minimum weight of a triangulation of the polygon
$\mathscr{P}(Z)$ and $\mathscr{P}\left(Z^{*}\right)$, respectively, using a classical dynamic programming algorithm for this problem which has also been applied in [13, 21].

Let $s_{1}, s_{2}, \ldots, s_{h}$ be the scanpoints of the set $Z$ (respectively $Z^{*}$ ) in some clockwise order. Then $h=2 n$ for circle graphs and $h \leq 2 n$ for circular-arc graphs. (Note that all indices in this section are to be taken modulo $h$.)

Let $c(i, j, k)$ be the weight of the triangle with vertices $s_{i}, s_{j}, s_{k}$. Suppose the weights of all triangles of $\mathscr{P}(Z)$ (respectively $\mathscr{P}\left(Z^{*}\right)$ ) are given. Then there is an $O\left(h^{3}\right)$ algorithm that computes the minimum weight of a triangulation of $\mathscr{P}(Z)$ (respectively $\mathscr{P}\left(Z^{*}\right)$ ).

Define $w(i, t)$ as the minimum weight of a triangulation of the polygon with vertices $s_{i}, s_{i+1}, \ldots, s_{i+t-1}$. Then, for all $i, w(i, 2)=0$, and, for all $t \in\{3, \ldots, 2 n\}$,

$$
\begin{aligned}
w(i, t)= & \min _{2 \leq j<t} w(i, j)+w(i+j-1, t-j+1) \\
& +c(i, i+j-1, i+t-1) .
\end{aligned}
$$

By Corollaries 36 and 40 , the minimum fill-in of the input graph can be computed in time $O\left(n^{3}\right)$ plus the time for computing the weights of all the $O\left(n^{3}\right)$ triangles of the polygon $\mathscr{P}(Z)$ and $\mathscr{P}\left(Z^{*}\right)$. It is not hard to see that the weights of all triangles can be computed in time $O\left(n^{5}\right)$ for circle and circular-arc graphs. This would give $O\left(n^{5}\right)$ algorithms computing the minimum fill-in. In the remainder we show how to get faster algorithms.

### 6.1. Circle Graphs

The weight of the triangle $Q$ is the number of nonadjacent vertices $a$ and $b$ of $G$ for which the chords of $a$ and $b$ both cross $Q$, but there is only one edge of $Q$ that is crossed by both chords. The weight $c(p, q, r)$ of all triangles of $\mathscr{P}(Z)$ can be computed as follows.
Let $L(i, k ; j)$ (where $s_{j}$ is not on the part of the circle going clockwise from $s_{i}$ to $s_{i+k-1}$ ) be the number of chords that have exactly one end point in clockwise order between $s_{i}$ and $s_{i+k-1}$ and that cross the scanline between $s_{i}$ and $s_{j}$. The numbers $L(i, 2 ; j)$ are easy to determine, since there is a unique chord with an end point on the part of the circle going clockwise from $s_{i}$ to $s_{i+1}$. The numbers $L(i, k+1 ; j)$ an be determined as follows. Check if the chord with an end point on the part of the circle going clockwise from $s_{i+k-1}$ to $s_{i+k}$, crosses the scanline between $s_{i}$ and $s_{j}$. If it does, then $L(i, k+1 ; j)=L(i, k ; j)+1$ and if it does not, then $L(i, k+1 ; j)=L(i, k ; j)$.

Let $A\left(i, k ; j\right.$ ) (where $s_{j}$ is not in the part of the circle going clockwise from $s_{i}$ to $s_{i+k-1}$ ) be the number of pairs of nonadjacent vertices $a$ and $b$ such that chords of $a$ and $b$ have one end point on the part of the circle going clockwise from $s_{i}$ to $s_{i+k-1}$, the chord of $a$ crosses the scanline
between $s_{i}$ and $s_{j}$, and the chord of $b$ crosses the scanline between $s_{i+k-1}$ and $s_{j}$. Then $A(i, 2 ; j)=0$ for all $i$ and $j$, since there is only one chord with an end point on the part going clockwise from $s_{i}$ to $s_{i+1}$. Then consider the chord with an end point on the part of the circle going clockwise from $s_{i+k-1}$ to $s_{i+k}$. If this chord crosses the scanline between $s_{i+k}$ and $s_{j}$, then $A(i, k+1 ; j)=A(i, k ; j)+L(i, k ; j)$. Otherwise $A(i, k$ $+1 ; j)=A(i, k ; j)$.
Now the weight of the triangle with vertices $s_{p}, s_{q}$, and $s_{r}$, where $s_{p}, s_{q}, s_{r}$ is in clockwise order, can be computed as

$$
\begin{aligned}
c(p, q, r)= & A(p, q-p+1 ; r)+A(q, r-q+1 ; p) \\
& +A(r, p-r+1 ; q) .
\end{aligned}
$$

Consequently, the weight of all triangles of $\mathscr{P}(Z)$ can be determined in $O\left(n^{3}\right)$ time.

Theorem 41. There is an $O\left(n^{3}\right)$ time algorithm computing the minimum fill-in of a circle graph.

### 6.2. Circular-Arc Graphs

First, check in linear time (see [10]) whether the graph is a chordal graph. If so, its minimum fill-in is 0 . Thus, we may assume that the input graph $G$ is not an interval graph, implying $\left|Z^{*}\right| \geq 3$.

We shall demonstrate that the weights of all triangles of $\mathscr{P}\left(Z^{*}\right)$ can be computed by solving the corresponding problem on a suitable circle model. First, add scanpoints to the original set $Z^{*}$ such that there is exactly one scanpoint between any two consecutive end points of arcs. Similar to the circle graph terminology, we call the set of all these points $Z$. Clearly, $Z^{*} \subseteq Z$. Now transform $\mathscr{D}(G)$ into a circle model $\mathscr{D}^{\prime}(G)$ by replacing any arc with end points $x$ and $y$ with a chord connecting $x$ and $y$.
Let $a$ and $b$ be two nonadjacent vertices of $G$. Then, for every triangle $Q$ of $\mathscr{P}(Z)$, the chords corresponding to $a$ and $b$ in $\mathscr{D}^{\prime}(G)$ intersect $Q$ such that exactly one edge of $Q$ is crossed by both chords if and only if the arcs of $a$ and $b$ in $\mathscr{D}(G)$ have empty intersection and each contains exactly one vertex of $Q$.

Consequently, the weight of all triangles of $\mathscr{P}\left(Z^{*}\right)$ can be computed in time $O\left(n^{3}\right)$ by using the algorithm for circle graphs, given in Section 6.1, additionally counting a pair of noncrossing chords in $\mathscr{D}^{\prime}(G)$ only if the corresponding vertices are nonadjacent in the circular-arc graph $G$, which can be determined easily in $\mathscr{D}(G)$.

Theorem 42. There is an $O\left(n^{3}\right)$ time algorithm computing the minimum fill-in of a circular-arc graph.

## 7. CONCLUSIONS

In this paper we described elegant and efficient algorithms for solving the minimum fill-in problem on circle graphs and circular-arc graphs, which are based on representation theorems for the minimal triangulations of such graphs. Representation theorems of this type are powerful tools for designing treewidth and minimum fill-in algorithms. Similar theorems for other graph classes could be a step forward in clarifying the relation of treewidth and minimum fill-in. Graph classes for which the algorithmic complexity of the problems treewidth and minimum fill-in might be different, up to our knowledge, are, e.g., circular permutation and weakly triangulated graphs.

Earlier results for permutation graphs were generalized to $d$-trapezoid graphs in [3]. It would be interesting to see a suitable definition of a higher-dimensional circle graph and circular-arc graph, respectively, to which the algorithms presented in this paper can be generalized.
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