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Preface 

Estimating dependences on the basis of empirical data has been, and will 
probably remain, a central problem in applied analysis. This problem is a 
mathematical interpretation of one of the basic questions of science: how to 
extract the existing law-like relationship from scattered data. 

The simplest attack on this problem is to construct (estimate) a function 
from its values at certain points. Here we will formulate some general 
principles of estimating a functional dependence, and then develop an 
algorithm for the estimation using these principles. 

Usually, when one seeks a general principle, intended for a solution of a 
wide class of problems, one focuses first upon the simplest, most basic 
problem. This simple version of the problem is treated theoretically with great 
thoroughness and the scheme obtained for a solution is then extended to all 
the problems of the class under consideration. 

When studying the estimation of functional dependences, the functions 
which take only one value (i.e., constants) are usually chosen as the simplest 
problem. One assumes that the measurements of a constant are subject to 
errors. Given several such measurements, one must determine this constant. 
There are various ways to state this problem specifically. These are based on 
different models of measurements with errors. However, regardless of the 
model, the study of the basic problem leads to the following classical principle 
of estimating functional dependence based on empirical data: 

Select, from an admissible set of functions, the one which yields the best 
approximation of the totality of the available empirical data. 

This principle is sufficiently general. It leaves the measure of the quality of 
the relation between the function and the empirical data undefined. Various 
definitions of this measure are available; for example, the amount of the mean 

ix 



X Preface 

square deviation of the functional values, the amount of the mean deviation, 
the maximal deviation, etc. Each definition generates its own method of 
estimating dependences, such as the least-squares method, the least absolute 
values method, etc. However, in all cases the principle of the solution (i.e., 
the search for a function which best approximates the data) remains un
changed. 

The main content of this book deals with a study of a different, nonclassical 
principle of estimating dependences: 

Select, from an admissible set of functions, a function which fulfills a 
definite relationship between a quantity characterizing the quality of the 
approximation and a quantity characterizing the "complexity" of the 
approximating function. 

This principle may need some clarification. With increasing complexity of 
the approximating function, one obtains successively better approximations 
to the available data, and may even be able to construct a function which will 
pass through all of the given points. This new principle, unlike the classical 
one, asserts that we should not strive to get close to empirical data at all 
costs; that is, we should not excessively complicate the approximating 
function. For any given amount of data, there exists a specific relationship 
between the complexity of the approximating function and the quality of the 
approximation thus obtained. By preserving this relationship, the estimated 
dependence most accurately characterizes the actual (unknown) dependence. 
Further improvements of the approximation by increasing the complexity 
may result in the estimated function approximating the given data better, but 
representing the actual function less accurately. This nonclassical principle 
of estimation reflects an attempt to take into account that dependence is 
estimated with a limited amount of data. 

The idea that, with a limited amount of data, the selected function should 
not merely approximate empirical data but also possess some extremal 
properties has existed for a long time. It first received theoretical justification 
in the investigation of the problems of pattern recognition. The mathematical 
statement of pattern recognition necessarily leads to estimating a function 
which admits not one (as is the case in our basic problem) but two values. 
This additional complexity is unexpectedly of fundamental importance. The 
set of functions taking on two values is much more "varied" than the set of 
constants (i.e., functions taking on one value). 

The important point is that the structure of the set of constant functions is 
"simple and homogeneous", while that of the set of functions taking on two 
values is rich and admits ordering according to its complexity. The latter is 
essential for estimating dependences with limited amounts of empirical data. 

Thus the study of pattern recognition problems has shown that the 
simplest classical problem does not encompass all the problems of estimating 
dependences, since the class offunctions associated with estimating a constant 
is so limited that no problem of its stratification arises. 
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The simplest problem of this book is the problem of pattern recognition. 
We use methods based on classical ideas of statistical analysis as well as those 
associated with the nonclassical principle of estimation for its solution. 
All of these methods are adopted for two other problems of estimation: 
regression estimation and interpretation of the results of indirect experiments. 

For our new basic problem, we distinguish between two formulations: 
estimating functions and estimating values of a function at given points: 
(These two formulations coincide in the case of estimation of constants.) 
We distinguish between these formulations since, with a limited amount of 
data, there may not be enough information to estimate a function satis
factorily as a whole, but at the same time it may be enough to estimate k 
numbers-the values of a function at given points. 

Thus this book is devoted to problems of estimating dependences with 
limited amounts of data. The basic idea is as follows: the attempt to take 
into account the fact that the amount of empirical data is limited leads us to 
the nonclassical principle of estimating dependences. Utilizing this principle 
allows us to solve delicate problems of estimation. These include determina
tion of optimal set of features in the case of pattern recognition, determina
tion of the structure of the approximating function in the case of regression 
estimation, and construction of regularizing functions for solving ill-posed 
problems of interpretation of indirect experiments (i.e., problems which arise 
due to the limited amount of data and which cannot be solved within the 
framework of classical setups). 

The book contains ten chapters. Chapters l and 2 are introductory. In 
these, various problems of estimating dependences are considered from the 
common positions of minimizing the expected risk based on the empirical 
data and various possible approaches to minimizing risks are discussed. 

Chapters 3, 4, and 5 are devoted to the study ot classical ideas of risk 
minimization: estimating probability density functions by means of para
metric methods and utilization of this density for minimization of the risk. 
Chapter 3 applies these ideas to pattern recognition problems. Chapters 4 and 
5 apply them to regression estimation problems. Beginning with Chapter 6 
nonclassical methods of minimization of risk are studied. Chapters 6 and 7 
establish the conditions for applying the method of minimization of empirical 
risk to solutions of problems of minimization of the expected risk for 
samples of limited size, while Chapters 8-10 utilize these conditions to con
struct a method of risk minimization based on limited data: the so-called 
method of structural minimization. (In Chapter 8, we consider the application 
of the method of structural risk minimization to the problems of pattern 
recognition and regression. In Chapter 9, we give an application to the 
solutions to ill-posed problems of interpreting results of indirect experiments. 
In Chapter 10, we investigate the problem of estimating values of functions 
at given points based on structural minimization). Finally, Addenda I and II 
are devoted to algorithms for structural risk minimization. 

This book is intended for a wide class of readers: students in upper-level 
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courses, graduate students, engineers, and scientists. The exposition is such 
that the proofs do not interfere with the basic flow of the arguments. How
ever, all of the main assertions are proved in toto. 

We try to avoid generalizations which are possibly important but less 
indicative of the basic ideas developed in this book. Therefore, in the main 
part of the book we consider only simple cases (such as quadratic loss 
functions, equally spaced observations, independent errors, etc.). As a rule, 
the corresponding generalizations may be achieved using standard methods. 
The most important of these generalizations concerning arbitrary loss 
functions are given at the end of the respective chapters. 

The main part of the book does not require a knowledge of special 
branches of mathematics. However, in order to follow the proofs the reader 
should possess some experience in dealing with mathematical concepts. 

The book is not a survey of the standard theory, and it may be biased to 
some extent. Nevertheless, it is our hope that the reader will find it interesting 
and useful. 

Moscow, 1982 V. VAPNIK 
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