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Preface 

Human Language Technology (HLT) and Natural Language Processing (NLP) systems have 

typically focused on the “factual” aspect of content analysis. Other aspects, including pragmatics, 

opinion, and style, have received much less attention.  However, to achieve an adequate

understanding of a text, these aspects cannot be ignored.   

The chapters in this book address the aspect of subjective opinion, which includes identifying

different points of view, identifying different emotive dimensions, and classifying text by opinion. 

Various conceptual models and computational methods are presented.  The models explored in 

this book include the following: distinguishing attitudes from simple factual assertions;

distinguishing between the author’s reports from reports of other people’s opinions; and 

distinguishing between explicitly and implicitly stated attitudes. In addition, many applications are

described that promise to benefit from the ability to understand attitudes and affect, including

indexing and retrieval of documents by opinion; automatic question answering about opinions;

analysis of sentiment in the media and in discussion groups about consumer products, political 

issues, etc.; brand and reputation management; discovering and predicting consumer and voting

trends; analyzing client discourse in therapy and counseling; determining relations between

scientific texts by finding reasons for citations; generating more appropriate texts and making 

agents more believable; and creating writers’ aids.  The studies reported here are carried out on 

different languages such as English, French, Japanese, and Portuguese. 

Difficult challenges remain, however.  It can be argued that analyzing attitude and affect in text is 

an “NLP”-complete problem.  The interpretation of attitude and affect depends on audience,t

context, and world knowledge. In addition, there is much yet to learn about the psychological and 

biological relationships between emotion and language.   

To continue to progress in this area in NLP, more comprehensive theories of emotion, attitude and 

opinion are needed, as are lexicons of affective terms and knowledge of how such terms are used 

in context, and annotated corpora for training and evaluation.  

This book is a first foray into this area; it grew out of a symposium on this topic that took place at 

Stanford University in March, 2004, under support from American Association for Artificial 

Intelligence (AAAI). Several of the presentations were extended into the chapters that appear here. 

The chapters in this collection reflect the majors themes of the workshop, corresponding to a 

balance among conceptual models, computational methods, and applications.  The chapters in this

book are organized along these themes into three broad, overlapping parts.  

Linguistic and Cognitive Models
The chapters in the first part of this book explore linguistic and cognitive models which could 

support developing richer computational models of attitude and affect.  This section begins with 

Polanyi and Zaenen’s fascinating study of attitudinal valence (or polarity) as it is expressed in 

context.  While individual words often suggest a negative or positive attitude, such as “horrible”

and “great”, respectively, the context of a word may change its base valence. Polanyi and Zaenen 

describe and illustrate a number of such contextual valence shifters, both intra-sentential (e.g.,

negatives and modals) and inter-sentential (e.g., discourse connectives and multi-entity 

evaluation).
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The next chapter, by Bergler, also explores linguistic devices for conveying attitudes in text, 

namely reported speech expressions which convey attitudes.  Bergler argues that reported speech 

serves to segment information into discourse segments called profiles.  Each profile involves such 

things as degree of credibility of the source of the information, and the role the source has in the

argumentative structure of the text. Bergler performs a detailed profile analysis of an extended 

story, and discusses extending this type of analysis to other attributes than reported speech. 

Like Polaryi and Zaenen, and Bergler, Karlgren et al. focus on contextual aspects of linguistic

expressions of attitudes.  Their particular objects of study are attitude expressions which are

internally structured. They argue that simple lists of attitudinal terms are not sufficient for 

recognizing attitudes in texts: it is often only in particular lexical and syntactic patterns that words

convey attitudes.  They present interesting results of a corpus study suggesting that certain

syntactic contexts are more likely to be loci of attitudes, and that this is realized in stylistic 

differences between opinionated text types such as editorials and more objective text types such as 

reporting news articles.

The second set of chapters in this section address cognitive as well as linguistic issues in

understanding attitude and affect in text. Green’s chapter presents the results of a qualitative

analysis of letters written by genetic counselors to their clients.  The goal is to find stylistic 

features that would be salient for natural generation systems in this genre. Her study suggests that 

perspective must be taken into account to generate stylistically appropriate text.  Green identifies a

number of perspectives in this genre, including specific agents such as the author and client, as 

well as abstract perspectives such as education and research.  As a generation system assumes 

different perspectives while generating such a letter, it should choose forms of reference, tenses, 

types of evidential language, and so forth to reflect that perspective. 

Morris and Hirst’s chapter addresses readers’ perceptions of lexical semantic relations, in

particular the perceived subjectivity of such relations.  They perform a study to assess the degree 

of individual differences in readers’ interpretations of lexical chains, which are groups of related

words that create lexical cohesion.  The results showed that subjects identified a common core of 

groups of related words in text, but also exhibited individual differences.  Such knowledge could 

help NLP systems recognize which types of text meaning can be expected to be shared by most t

readers, and understand and generate text appropriately.

Bucci and Maskit’s presentation of a “Weighted Referential Activity Dictionary” is the most 

psychologically oriented chapter in the collection.  Bucci and Maskit use their dictionary in 

computer modeling of a psycholinguistic variable which they call Referential Activity (RA). RA

ratings measure the degree to which language connects to nonverbal experiences such as bodily

and emotional experience.  In Bucci and Maskit’s model, RA is mainly indicated by domain-

independent stylistic attributes of language, aspects of which are included in their dictionary.  The

chapter presents compelling RA analyses of literary passages, and describes a method for 

assigning RA weights to dictionary entries.  Their study reveals differential linguistic roles of 

particular lexical items in producing vivid versus abstract texts.  They plan to investigate the

psychological significance of these differences in future work. 

The final two chapters in this part of the book present annotation schemes, i.e., schemes for 

manually labeling texts to create data for training and evaluating NLP systems.  The chapter by 

Rubin et al. presents a framework for coding the writer’s certainty in text.  They categorize a set of 

linguistic certainty markers (such as “probably”and “allegedly”) along four dimensions – level
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(degree of certainty), perspective (whose certainty is being encoded), focus (abstract versus factual

information), and time (past, present, or future).  They perform an empirical study of their 

framework in which they applied their annotation scheme to 32 newspaper articles.  Among their 

findings are that editorials contain more explicit certainty markers than news articles, and that a

few specific combinations of dimension values dominate in editorials. The framework and

empirical results will be informative for developing automatic certainty identification systems.

The chapter by Stoyanov et al. addresses annotations for Multi-Perspective Question Answering

(MPQA), whereby an NLP system answers opinion-oriented questions.  To be successful, an 

MPQA system will presumably need to recognize and organize the opinions expressed in one or 

more documents.  An annotation scheme for encoding such opinions has been developed and 

evaluated in previous work. This chapter investigates the utility of that annotation scheme for 

MPQA processing.  It first describes a new corpus of multi-perspective questions and answers.  It 

then presents the results of a study investigating the usefulness of the earlier opinion annotations 

for multi-perspective versus fact-based question answering. Their findings are that opinion

annotations can be useful for MPQA if used appropriately.

Lexical Resources and Attitude/Affect Recognition and Generation 
The first two chapters in this part of the book focus on lexical resources that could support 

recognition and generation of attitude and affect.  Lexicons of words of emotion-conveying 

potential have been used in much work for identifying and generating affect.  The chapter by 

Grefenstette et al. addresses the problems of automatically extracting affect words for expanding 

the coverage of existing affect lexicons, and of automatically assigning the affect words alongf

multiple semantic axes.  Emotive patterns are used as seeds to extract affect words from the Web. 

Through evaluation of the precision and recall of the extracted words, the authors show that it is 

possible to identify lexical patterns for finding emotion-bearing affect words with high precision. 

Once the affect words are extracted, the authors discuss ways to automatically assign the words

along the different semantic axes using measures similar to point-wise mutual information.  The

measures show promise for finding degrees of belongingness to the semantic classes while at the 

same time assigning degrees of intensity to the affect words. 

In the following chapter, Mathieu first presents a manually constructed lexicon of French verbs of 

emotion with positive, negative, or neutral affect.  Thirty-three semantic classes are proposed and 

the classes are arranged in graphical structures through links of intensity and antonyms.  French

verbs of each class are described by simple attribute-pair type properties such as whether a verbrr

accepts a non-agentive subject or not.  The lexicon is evaluated for identifying positive, negative, 

or neutral affect of sentences from French Letters to the Editorsm texts.  The evaluation shows that 

taking into account the intensity of verbs of emotion produces better classification results. dd

The next three chapters present computational methods for recognizing attitude and affect in text. 

The first chapter by Bethard et al. addresses the tasks of detecting propositional opinions and 

detecting holders of these opinions.  Unlike a variety of previous work on separating facts from 

opinions at the document or sentence level, this paper focuses on determining the opinion status of 

a smaller piece of text.  Propositional opinions are opinions that are generally found as the

sentential complements of a predicate.  The authors use supervised statistical classification

methods for proposition detection and opinion-holder detection, incorporating semantic 

constituent labeling, opinion-oriented words, and syntactic features such as the presence of 

complex adjective phrases. 
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The next chapter by Chambers et al. presents approaches for automatically tagging the attitude of 

the speakers in transcribed dialogues.  The authors explore several n-gram- and vector-based 

approaches and present results in a marriage-counseling domain and the Switchboard Corpus.  In

the marriage-counseling domain, each transcript is broken into thought units that are manually

annotated with tags classifying the attribute and emotional commitment of the participants to a

particular topic of discussion.  The Switchboard corpus consists of conversations of random topics

and has a richer tagging scheme.  The performance results over both corpora are comparable, and 

the simple n-gram based approaches outperform or perform as well as the vector-based 

approaches.  The authors also describe a Java tool for tagging attitude and affect which integrates 

the automatic classification capability. 

The chapter by Teufel addresses the problem of automatically classifying academic citations in

scientific articles according to author affect.  The two rhetorical roles for citation analysis that are

associated with affect in text include Contrast (comparison with, criticism of, or contract to other 

work) and Basis (agreement with or continuation of other work).  Teufel examines discourse 

features such as section structure, history to classify author affect, in addition to other features

such as semantic class of main verb, indicator phrases, etc.  Such analysis aims at improving 

citation indexing through better detection of subjectivity in scientific text. 

The last two chapters in this part of the book explore attitude and affect in text generation and 

summarization.  Roman et al. explore the influence of affect and attitude on summarizing 

dialogues. In particular, they address the question of whether politeness should be reported in 

dialogue summaries and, if so, how politeness is reported.  The chapter presents empirical studies

designed to gather information about how people summarize dialogues.  In these studies, a 

collection of four dialogues, involving a customer and vendor about buying a car, was used.  Each 

dialogue was generated by an automated system with the politeness of the dialogue participants

manipulated.  Subjects were asked to summarize the dialogues from a particular dialogue

participant’s point of view.  The studies showed that the percentage of summaries reporting some 

behavior information was higher when the dialogues were more impolite.  This result is

independent of the point of view and summary size.  The studies also indicated that the point of 

view adopted by the summarizer biases the reporting of behaviors in their summaries.  In

particular, negative reporting of behavior information depends on the point of view of the

summarizer rather than on the actual dialogue behavior.  Tentative evidence showed that positive 

reporting is less subject to such bias. 

While Roman et al. study how people’s points of view influence human generation of text and 

summaries, Inkpen et al. explore a way of producing text with different attitudinal nuances by 

varying word choices.  In particular, they examine nuances that differentiate near-synonyms 

relating to expressed attitude and text, and propose to transform the semantic orientation of a text 

automatically by choosing near-synonyms accordingly.  The transformation of semantic 

orientation involves first representing text as an inter-lingual representation and a set of lexical

nuances, and then replacing the words with attitudinal nuances in the original text by their near-

synonyms according to the desired nuances.

Applications  
The third part of this book focuses on applications of attitude and affect. The first two chapters in 

this section explore the categorization of text based on the manner in which a document is written

rather than its content. In particular, both chapters use a computational model based on different 

aspects of systemic functional linguistic (SFL) theory. Whitelaw et al. present a study that 
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demonstrates that the pronominal and determination systems of SFL are indeed powerful ways of 

characterizing interpersonal distance (between author and reader). They show empirically that this 

characterization of text is a robust means of recognizing financial scam email from regular email 

with a performance accuracy of 98% using a variety of machine learning algorithms. In contrast,

Argamon and Dodick focus on conjunction, modality, and comment subsystems of SFL for genre-

based text categorization of scientific articles in the historical and experimental sciences.  Using a 

support vector machine trained on a systemic functional feature set (with no domain specific

terms), they achieved over 83% accuracy for classifying articles according to field. The most 

highly-weighted features for each were consistent with hypothesized methodological differences

between historical and experimental sciences.

The next two chapters in this section deal with applications that analyze the rhetorical structures of 

scientific papers.  The first chapter by Feltrim et al. describes a system that uses argumentative 

zoning, a technique for identifying the rhetorical structure of text, as a thesis writing aid for 

graduate students working in Portuguese.  Argumentative zoning techniques assign a label (drawn 

from possible rhetorical role labels such as background, purpose, results, and conclusion) to each 

sentence, indicating its argumentative role in a portion of text.  The argumentative zoning

algorithm (realized through a Naïve Bayes classier) is used to label each sentence as being a

background, gap, purpose, methodology, result, conclusion, or outline. These rhetorical labels are 

then used by a rule-based system to identify problems in scientific text abstracts.  A reported user 

study highlights the value of such a system for masters-level students.  The work represents a 

successful adaptation of the argumentative zoning technique to the Portuguese language. In

contrast, Di Marco et al., in their chapter, empirically validate a hypothesis that the use of hedges 

(words that make text more or less vague) is highly correlated with sentences that contain or 

surround citations. This study is based upon 985 peer-reviewed recent biology journal articles 

from the BioMed Central corpus. In addition, Di Marco et al. describe a system for classifying

citations into 35 categories using a hand-built decision tree over cue-words, polarity switching

words, and knowledge of the discourse structure of the article, among other features. Citation

categories vary depending on the function of the citation, e.g., support or contrast.

The next two chapters in this section focus on aggregation of opinion from multiple sources.  

Nigam and Hurst describe an interesting polarity classifier which uses shallow NLP techniques

and a topic-based classifier.  They propose using a Bayesian statistical approach to aggregate the

opinions expressed about a specific topic in Internet forums.  Tong and Yager explore aggregating t

and characterizing opinion over time.  They first create a time series of the subjects, opinions, and 

attitudes expressed in Internet sources.  Subsequently, they generate linguistic summaries, using 

fuzzy set theory, which provide perspicuous overviews of the opinions expressed towards an event 

over a period of time.    

The final three chapters of this section focus on empirical studies of deploying opinion-based 

systems.  Koppel and Shtrimberg examine the use of sentiment analysis as a means of predicting 

future stock prices. Though their findings highlight that this is not a useful investment strategy, 

one potentially useful outcome of their work is a method for collecting labeled data for sentiment a

analysis, where data is labeled based upon the direction of relative large changes in stock price.  

Salvetti, Reichenbach and Lewis describe an approach to opinion classification of movie reviews

based upon feature selection (using part of speech tags), feature generalization (in terms of 

synonymy and hypernymy), and probabilistic classifiers (namely Naïve Bayes and Markov 
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Models). They note that using a simple thresholding of the log odds ratio of the positive and 

negative posterior probabilities can dramatically improve performance.   

The final chapter, by Seki, Eguchi and Kando, focuses on multi-document summarization based 

on a topic/query and investigates the impact of using sentence and document-level genre

information on building three types of summaries: summaries that concentrate on facts (events), 

opinions, or knowledge (definitions), respectively.  The topic, characterized as a query, is used to 

retrieve/select documents from a collection of documents.  The retrieved documents are then

summarized using a clustering-based approach, where clusters and sentences within clusters are 

ranked and selected based upon similarity to the topic.  The user is further allowed to select the 

type of summary required.  The reported results on Japanese newswire articles show significant 

improvement in summary coverage and precision when combining sentence-level typing and 

genre classification information over baseline multi-document summarization techniques.

Target Audience 
The book is intended for advanced undergraduate and graduate students, as well as a broad 

audience of professionals and researchers in computer science, engineering, information science,

and content analysis who have an interest in the subjective aspects of text.  The subject matter in

this book is far ranging, including conceptual models, computational models, and applications.
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