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Abstract. Manually extracting 3D anatomical point landmarks from
tomographic images is generally tedious and time-consuming. A semi-
automatic procedure for landmark extraction, which allows for inter-
active control, offers the possibility to improve on this. The detection
performance is decisive for the applicability of such a procedure. How-
ever, existing computational approaches to landmark detection often suf-
fer from a larger number of false detections. A considerable number of
false detections is caused by neighboring anatomical structures that are
captured by the region-of-interest (ROI) at a landmark. In this paper,
we present two different approaches to reducing false detections caused
by neighboring structures. First, we present a statistical, differential ap-
proach to automatically selecting a suitable size for the 3D ROI. Sec-
ond, we present a differential approach that incorporates additional prior
knowledge of the intensity structure at a landmark. Combining both ap-
proaches with a robust 3D differential operator for landmark detection,
we develop a new algorithm for landmark detection. In estimating the
partial derivatives of the intensity function, we can cope with anisotropic
voxel sizes using a scheme based on B-spline image interpolation. The
new algorithm is applied within a semi-automatic procedure to extract
anatomical point landmarks from 3D MR and CT images of the human
head.

1 Introduction

Anatomical landmarks are useful features for a wide spectrum of applications
in medical image analysis. If selected suitably, such landmarks may represent
substantial image information very concisely, which is important in medical ap-
plications considering the vast amount of data one has to deal with. Among the
different types of landmarks, we are particularly interested in 3D anatomical
point landmarks of the human head. The driving application is landmark-based
3D image registration. One advantage of using point landmarks is efficiency, e.g.,
in establishing correspondences. Also, point landmarks are well suited for inter-
active control, which we consider crucial in clinical practice. However, manual
landmark extraction from images is generally tedious and time-consuming. A
(semi-)automatic procedure offers the possibility to improve on this.
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Only a few computational approaches to extracting 3D anatomical point
landmarks exist (e.g., [1,2,3]). In these approaches, 3D differential operators are
used to detect different types of landmarks. The complexity of these opera-
tors ranges from those using only first order partial derivatives of the intensity
function [2] to those using derivatives up to the second or even the third or-
der [3,1]. In our case, we apply operators within a semi-automatic procedure,
which has the advantage that the user can control the results. Semi-automatic
means that (i) the user interactively determines the position of a landmark
coarsely, (ii) a differential operator is applied within a region-of-interest (ROI)
to detect landmark candidates, and (iii) the user selects one candidate. However,
a general problem with differential operators is that often a larger number of false
detections occurs (see [4] for a study of the detection performance of 3D differ-
ential operators for landmark detection). A large number of false detections not
only affects the selection of the correct candidate but also the confidence in the
results, which in turn would reduce the acceptance of such a procedure. One
reason for false detections is that only local intensity information is used, which
makes the operators sensitive to noise and small intensity variations. Operators
that use high order derivatives are particularly affected by this. Second, a consid-
erable number of false detections is caused by neighboring anatomical structures
that are captured by the ROL

In this paper, we introduce two different approaches to reducing false detec-
tions caused by neighboring structures. First, we address the problem of selecting
a suitable 3D ROI at a landmark. We present a statistical, differential approach
to automatically selecting an optimal ROI size (Sect. 2). Second, we take ad-
vantage of prior knowledge of the intensity structure at a landmark to impose
additional constraints on the detected candidates. Based on the curvature of
the isointensity surfaces at the detected positions, we automatically reject those
candidates where the present intensity structure is inconsistent with the prior
knowledge of the landmark at hand (Sect. 3). Combining both approaches with
a robust 3D differential operator for landmark detection, which uses only first
order derivatives, we present a new algorithm for landmark detection. In image
derivative estimation, we can cope with the typical case of anisotropic voxel sizes
using a scheme based on B-spline image interpolation (Sect. 4). The new algo-
rithm is applied within a semi-automatic procedure to extract anatomical point
landmarks from 3D MR and CT images of the human head (Sect. 5).

2 Automatically Selecting a Suitable 3D ROI Size

Within our semi-automatic procedure, the user interactively determines the po-
sition of the landmark at hand coarsely. At this position, a 3D ROI is placed
in which a differential operator is applied to detect landmark candidates. In
previous work [2,5], we used a fixed ROI size. Because of this, however, neigh-
boring anatomical structures were often captured by the ROI, which gave rise
to additional detections. Here, we present a statistical approach to automati-
cally selecting a suitable ROI size based on a 3D differential edge intersection
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approach, which was previously used for refined landmark localization [6]. In the
edge intersection approach, tangent planes are computed to locally approximate
the surface at a landmark. The landmark position is estimated by intersecting
the tangent planes using the least-squares method. This approach can be used
for ROI size selection by taking the statistical uncertainty of the position esti-
mate as a criterion for isolating an anatomical landmark (e.g., a tip) within the
ROL. First results based on a 2D version of this approach were presented in [7].

Consider a cubic ROI of width w centered at the interactively determined
position. Let x,, denote the position estimate resulting from the 3D edge inter-
section approach [6]. The statistical uncertainty of %x,, is given by the covariance
matrix,

1
Sy =02 <Z Vg(Xi)Vg(Xi)T> ;

where o2 is a data-dependent noise term and Vg(x;) is the intensity gradient

at x;; the sum index i addresses all voxels within the ROI. The matrix X, reflects
the consistency of the observed data with the assumed polyhedral model of the
surface at the landmark. A scalar measure for the uncertainty is the determinant
of the covariance matrix, U,, = det(Xy ) (generalized variance). The idea behind
ROI size selection is to vary the ROI size and then to select the optimal ROI
size based on minimal uncertainty.

The procedure for ROI size selection is as follows: We start with a user-
specified minimal ROI size (e.g., Win = 7 voxels). When the ROI does not
capture sufficient intensity information to reliably estimate the landmark posi-
tion, U, is large. Hence, taking more image information into account by enlarging
the ROI, U, can be expected to decrease. However, when neighboring structures
are captured by the ROI, U, significantly increases, which suggests that further
enlargement of the ROI is not useful. In our implementation, we detect such a
change of Uy, at Winerease, say, by requiring that (a) U,, increases and (b) the rel-
ative spatial variation of the position estimate exceeds a threshold ¢y, . Addition-
ally, a maximal ROI size wy,q, is prescribed. Finally, the optimal ROI size wp: is
selected in between, i.e., Wy = argmin Uy, Winin < w < min{wWincrease, Wmaz }-

3 Incorporating Prior Knowledge of the Landmark

We take advantage of prior knowledge of the intensity structure at a landmark
to impose additional constraints on the detected candidates. In general, the user
knows the landmark type (e.g., a tip or a saddle point) as well as the used
modality and the imaging parameters. Here, we distinguish between tips and
saddle points. Additionally, we distinguish between dark and bright tips w.r.t.
the background. To classify these structures, we exploit curvature properties of
the isointensity surfaces at the detected positions.

Suppose we have detected a point x4 on the surface of an anatomical struc-
ture. Let K denote the Gaussian curvature and H the mean curvature of the
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isointensity surface at x4, which is implicitly defined by g(x)—g(x4) = 0 (for de-
tails on computing differential measures of isointensity surfaces, see, e.g., [3,1]).
Using the sign of K, we distinguish between tips (K > 0) and saddle points
(K < 0). Using the sign of H, we further distinguish between dark (H < 0)
and bright (H > 0) tips w.r.t. the background. The candidate is rejected if the
classification of the present intensity structure is inconsistent with the expected
intensity structure.

4 Improved Algorithm for Landmark Detection

In sum, our new algorithm for landmark detection comprises three constituents:

(1) A cubic ROT is centered at the interactively determined position, and then
an optimal size for the ROI is automatically selected (Sect. 2).

(2) Landmark candidates are detected by applying a computationally efficient
3D differential operator [2]. The operator is applicable to different types of
landmarks and is relatively robust w.r.t. noise since only first order deriva-
tives are used (cf. [1]). The operator reads Op3 = det(C)/trace(C), where C
denotes the averaged dyadic product of the intensity gradient, C = VgVgT.

(3) Detected candidates with an intensity structure being inconsistent with the
prior knowledge of the landmark at hand are automatically rejected (Sect. 3).

In addition, in estimating the partial derivatives of the intensity function, we can
cope with anisotropic voxel sizes. Based on [9], we implemented a scheme us-
ing cubic B-spline image interpolation and Gaussian smoothing. The derivatives
are calculated based on the reconstructed continuous signal, taking anisotropic
image resolution into account. In contrast, in the previous algorithm for land-
mark detection (e.g., [2,5]) the detection operator Op3 was applied within a
ROI of fixed size. Reduction of false detections by incorporating additional prior
knowledge of the landmark was not considered.

5 Experimental Results Using 3D MR and CT Images

5.1 Experimental Setting

Data. We used five T1-weighted MR/CT image pairs from different patients: one
(C06) acquired at Utrecht University Hospital and four (V101, V104, V107, and
V109) acquired at Vanderbilt University. The voxel sizes of the C06 data are
0.86 % 0.86 x 1.2mm? (MR) and 0.63 x 0.63 x 1.0mm? (CT). The voxel sizes of the
remaining original data are 0.85 x 0.85 x 3.0mm?3 (MR) and 0.42 x 0.42 x 3.0mm?
(CT). Instead of the original data in the latter case, we used up-sampled images
with a slice thickness of 1.0mm based on cubic B-spline interpolation [9].
Landmarks. We considered visually salient features located on the skull and
within the brain: the saddle points at the zygomatic bones (MC15), the tip of
the external occipital protuberance (MC5e), the topmost concavity of the fourth
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ventricle (MC2), the junction at the upper end of pons (MC18), and the tips of
the frontal (MC6) and occipital ventricular horns (MC7) (see Fig. 1). A suffix
added to the landmark symbols indicates the respective hemisphere, e.g., MC15l1
refers to the saddle point at the left zygomatic bone.

zygomatic bone frontal horn occipital horn

\

-y
ext. occ. protuberance -
(a) (b)

Fig. 1. Anatomical point landmarks located (a) on the skull (adapted from [10])
and (b) on the ventricular system (adapted from [11]).

| .
temporal horn fourth ventricle

Parameters. The minimal and maximal width of the cubic ROI was set
t0 Wimin = 7 voxels and wy,q. = 21 voxels, resp. The threshold for the spatial
variation of the position estimate was set to ty = 0.5mm. In the experiments
with the previous algorithm for landmark detection, we used a fixed ROI width
of w = wpaer = 21 voxels. In estimating the derivatives, we used two different
scales for the Gaussian filters, depending on the scale of the respective landmark:
o = 1.0mm for MC15 as well as MC18 and ¢ = 1.5mm for MCbe, MC2, MC6,
and MC7 (note that these scales were automatically adapted according to the
actual voxel size). Averaging the intensity gradient (matrix C = VgVgT) was
done within a 5 x 5 x 5 window. Local maxima of the operator responses were
determined in 3 x 3 x 3 neighborhoods.

5.2 Evaluation of the Detection Performance

To evaluate the detection performance, we use a certain type of performance
visualization as well as a scalar quantity measuring the detection capability [12].
Additionally, we consider the number of detections. The operator responses at
the detected candidates are plotted as a function of the distance to the ROI
center. Thus, in these plots the spatial scatter of the detected positions within
the ROI, the number of detections, as well as the significance of the different
detections (in terms of the strength of the operator response) are reflected. To
quantitatively evaluate the detection performance, we use a measure that takes
into account both the number of detections as well as the significance of the
different detections. Suppose we have obtained n detections for a landmark.
Let R; > 0,7=1,...,n, denote the operator responses at the detected positions
and let R, denote the maximum of these values. We consider the measure
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_Jo n =020,
YIS Az

If we obtain only one correct detection, we have p = 1. Additional false
detections with small operator responses give 1) =~ 1. In this case, the correct
detection can clearly be distinguished. On the other hand, if there are detections
with operator responses similar to the maximal operator response, v is much
larger than 1. Thus, the closer ¢ is to 1, the better the detection performance.

5.3 Analysis of the Efficacy in Reducing False Detections

Exemplarily, we consider six landmarks located within the mid-sagittal plane
and within the left hemisphere. We compare the detection performance of the
new algorithm for landmark detection with that of the previous algorithm (see
Sect. 4). Here, we present in detail the results obtained for the V109 MR/CT
image pair. In the experiments, the ROI centers are the positions resulting from
best manual landmark localization (in agreement of two persons). Using this
‘ground truth’, we can also study the impact of our approaches on the localiza-
tion performance. No thresholds were applied to the operator responses. In Fig. 2
(MR) and Fig. 3 (CT), the detection performance is visualized as described in
Sect. 5.2. Thick bars indicate the detections obtained with the new algorithm
for landmark detection. Narrow bars indicate those detections that would addi-
tionally be obtained with the previous algorithm. Note that the new algorithm
always yields a subset of those candidates obtained with the previous algorithm.
Additionally, the number of detections n obtained with both algorithms as well
as the detection performance measure 1 are given.

For both modalities, the new algorithm showed a significantly better detec-
tion performance than the previous algorithm. A larger number of false detec-
tions with significant operator responses were suppressed, e.g., in MR in the
case of the occipital protuberance and the fourth ventricle (Figs. 2b,c) and in
CT in the case of the fourth ventricle, the top of pons, and the left occipital
horn (Figs. 3¢,d,f). Note that in MR in the case of the fourth ventricle (Fig. 2¢)
and in CT in the case of the fourth ventricle and the top of pons (Figs. 3c,d)
the previous algorithm yielded a number of false detections with larger operator
responses than those candidates with minimal distance to the manual positions.
These detections were rejected with the new algorithm. In almost all cases,
the localization performance was not affected, i.e., the detections with minimal
distance to the manual positions were retained. The fact that the detections
obtained with the new algorithm are better distinguishable w.r.t. the operator
response is also reflected by smaller values of 1. Both approaches to reducing
false detections complementarily improve the performance. For example, in MR,
in the case of the fourth ventricle (Fig. 2¢) ROI size selection alone yielded
two detections, while incorporation of prior knowledge of the landmark yielded
four detections. The combination of both approaches yielded only one detection.
For the other four MR/CT image pairs, we obtained similar results.
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Fig. 2. Comparison of the detection performance of the new algorithm with that
of the previous algorithm (V109 MR image). The operator responses at the de-
tected positions are drawn as a function of the distance to the ROI center. Thick
bars indicate the remaining detections within the selected ROI obtained with the
new algorithm. Narrow bars indicate those detections that would additionally be
obtained with the previous algorithm. For both algorithms, the number of detec-
tions n as well as the detection performance measure v are given. For example,
in (a) n = 2/18 means two detections for the new algorithm and 18 detections
for the previous algorithm.

5.4 Application to Five MR/CT Image Pairs

We applied our new algorithm to extract landmarks from all five different
MR/CT image pairs specified in Sect. 5.1. Depending on the field-of-view, the
image quality, and lesions, we selected for each image pair 7-9 landmarks, which
were simultaneously extracted from both modalities using the semi-automatic
procedure. In the experiments, we applied a dynamic threshold to the operator
responses to suppress insignificant detections (10% of the maximal operator re-
sponse). The user inputs (e.g., the interactively determined positions and the
selected candidates) were automatically recorded by the computer system. In
Tables 1 and 2, the detection performance of the new algorithm is documented.
Table 1 shows the results obtained for the five MR images, and Table 2 shows the
results obtained for the five CT images (see Sect. 5.1 for the landmark symbols
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Fig. 3. Same as Fig. 2 but for the V109 CT image.

used for abbreviation). We compare the detection performance with that of the
previous algorithm, which we applied at the same positions. For each landmark,
we consider the mean 7 and the maximal number n,,,, of detections, the rela-
tive difference AT between these mean values, as well as the mean v and the
maximum ,,., of the detection performance measure .

For all landmarks, the mean number of detections was reduced using the
new algorithm. In most cases, we obtained significantly fewer detections. The
values of v are significantly smaller, which indicates that the remaining detec-
tions are better distinguishable w.r.t. the operator responses. In MR, especially
for the saddle points at the zygomatic bones (MC15), the occipital protuberance
(MCbe), the fourth ventricle (MC2), and the top of pons (MC18) the results were
significantly improved. In CT, for MC2 and MC18 we obtained significantly bet-
ter results. In general, the detection performance was better for the CT images,
i.e., the number of detections were smaller and v was smaller. In most cases, we
obtained only 1-2 detections with the improved algorithm (in MR in 72% of all
cases and in CT in 83% of all cases). In either case, we obtained not more than
five detections for a landmark, while the previous algorithm yielded 15 detections
in the worst case. Using the improved algorithm, in most cases the candidate
with the maximal operator response was selected (in MR in 89% of all cases and
in CT in 78% of all cases).
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Table 1. Comparison of the detection performance of the new algorithm with
that of the previous algorithm (for five MR images). For each landmark, the
mean 7 and the maximal n,,,, number of detections, the relative difference Am
between these mean values, as well as the mean E and the maximum 4, of the
detection performance measure ¢ are given. For example, for MC151 7 = 2.0/4.8
denotes 2.0 detections in the mean for the new algorithm and 4.8 detections for
the previous algorithm.

MC151 MC15r MChe MC2 MCI8 MC6l  MC6r MC71  MCTr
m 20/48 3.3/83 1.8/83 1.0/12.0 1.0/5.0 2.5/3.0 2.4/3.4 1.8/2.8 2.0/34
Nmar 3/8  5/12  2/13  1/15  1/7 3/4 3/5 3/4 3/5
An 59%  61%  19%  92%  80%  17%  30%  36%  42%
¥ 15/2.6 1.8/3.6 1.5/40 1.0/49 1.0/26 1.7/1.8 1.7/22 1.3/15 14/18
Vmar 2.1/45 28/4.9 2.0/6.0 1.0/4.9 1.0/35 2.3/2.7 2.4/3.6 1.9/2.0 1.6/2.5

Table 2. Same as Table 1 but for five CT images.

MC151 MC15r MC5e MC2 MCI18 MC6l  MC6r MC7l  MCTr
m 1.6/2.6 1.8/3.0 1.5/23 1.0/80 3.0/6.0 1.3/20 2.8/36 1.6/38 2.0/3.8
Nmar 2/3 2/4 2/4  1/10  5/7 2/2 5/6 2/7  3/7
Am 39%  40%  35%  88%  50%  35%  23%  58%  43%
¥ 1.3/1.9 1.6/21 12/1.4 1.0/35 1.7/2.7 1.0/12 1.9/22 13/21 1.5/2.0
Umas 1.8/2.3 2.0/2.8 15/2.0 1.0/3.9 2.6/3.3 1.2/1.2 3.6/3.9 1.9/26 1.8/2.9

Recently, we also validated our improved algorithm for landmark detection
within an application study in which five different observers participated [13].
The aim of this study was to evaluate the performance of the semi-automatic pro-
cedure in extracting landmarks from MR/CT images in comparison to a manual
procedure (e.g., in terms of the elapsed time spent for landmark extraction as
well as the registration results using a rigid transformation). The main findings
were that (a) the elapsed time spent for landmark extraction can significantly be
reduced with the semi-automatic procedure (the mean relative reduction of the
elapsed time compared to a manual procedure was 38%) and (b) the registration
results of both procedures generally showed similar quality.

6 Conclusion

Existing computational approaches to extracting 3D anatomical point landmarks
from medical images often suffer from false detections, which may seriously affect
the applicability and the acceptance of such an approach. A considerable number
of these false detections is caused by neighboring anatomical structures. In this
paper, we introduced two different approaches to reducing false detections caused
by neighboring structures. Combining both approaches with a robust 3D differ-
ential operator for landmark detection, we presented an improved algorithm for
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landmark detection. In estimating the partial derivatives of the intensity func-
tion, we can cope with the typical case of anisotropic voxel sizes. We applied our
new algorithm within a semi-automatic procedure to extract anatomical point
landmarks from 3D MR and CT images of the human head. Experimental results
showed that both automatically selecting the ROI size as well as incorporating
additional prior knowledge of the landmark are very effective in reducing the
number of false detections. Results of applying our novel semi-automatic pro-
cedure for landmark extraction to five MR/CT image pairs demonstrated the
applicability of our procedure.
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