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Abstract. A new information-theoretic approach is presented for ana-
lyzing fMRI data to calculate the brain activation map. The method is
based on a formulation of the mutual information between two
waveforms—the fMRI temporal response of a voxel and the experimen-
tal protocol timeline. Scores based on mutual information are generated
for all voxels and then used to compute the activation map of an ex-
periment. Mutual information for fMRI analysis is employed because it
has been shown to be robust in quantifying the relationship between
any two waveforms. More importantly, our technique takes a principled
approach toward calculating the brain activation map by making few
assumptions about the relationship between the protocol timeline and
the temporal response of a voxel. This is important especially in fMRI
experiments where little is known about the relationship between these
two waveforms. Experiments are presented to demonstrate this approach
of computing the brain activation map. Comparisons to other more tra-
ditional analysis techniques are made and the results are presented.

1 Introduction

We present a novel method based on an information-theoretic approach to find
the brain activation maps for fMRI experiments. In this method, mutual infor-
mation is calculated between the temporal response of a voxel and the protocol
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timeline of the experiment. This value can then be used as a score to quantify
the relationship between the two waveforms. Mutual information is appropriate
for MRI analysis because it has been shown to be more robust than other meth-
ods in identifying complex relationships (i.e. those which are nonlinear and/or
stochastic). More importantly, our nonparametric estimator of mutual informa-
tion requires little a priori knowledge of the relationship between the temporal
response of a voxel and the protocol timeline. Over the past few years, mutual
information has been used to solve a variety of problems [2,8,9].

2 Background

2.1 Functional Magnetic Resonance Imaging

Functional magnetic resonance imaging is a powerful new imaging modality with
the ability to noninvasively generate images of the brain that reflect brain tissue
hemodynamics. Brain tissue hemodynamics are spatially related to the metabolic
demands of the brain tissue caused by neuronal activity. Therefore, indirectly,
this imaging modality can capture brain neuronal dynamics at different sites
while being activated by sensory input, motor performance, or cognitive activity.

The specific area of MRI analysis we address in this paper is the identifi-
cation of those voxels in the fMRI scan which are functionally related to the
experimental stimuli. This entails determining whether the acquired temporal
response of a voxel during the scan is related to the experimental protocol time-
line that is used during the scan. This relationship is difficult to establish for the
following reason: it is known from single unit recording studies that the response
characteristics of neurons differ between brain regions and in relationship to dif-
ferent stimuli. Some neurons may respond to stimuli with brief transient activity,
whereas others might show more sustained activity to the same stimulation. As
cognitive and psychological variables such as habituation and attention are added
to the equation, the relationship between brain activity and stimuli becomes even
more complex [7]. This, coupled with the fact that MRI measurements—which
do not directly measure brain activities—are many steps removed from single unit
recordings, makes the relationship between the two waveforms even harder to
establish. Because of the complex, most certainly nonlinear and perhaps stochas-
tic, nature of the relationship between the two waveforms, it has been difficult
to find a suitable metric to quantify the dependencies. The technique we present
in this paper can be used to overcome such obstacles.

2.2 Popular Strategies for Analysis of fMRI data

Currently, the popular analysis methods used to obtain the activation map in-
cludes direct subtraction [5], correlation coefficient [1,10], and the general linear
model [4]. Quantitative comparisons of these methods are difficult given the ab-
sence of ground truth, little knowledge about human brain activation patterns,
and the indirect role f/MRI plays in capturing brain activation. The following is
a short description of the popular MRI analysis techniques.
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Direct Subtraction (DS) This method involves calculating two mean intensi-
ties for each voxel-one mean value calculated based on averaging together all the
temporal responses acquired during the “task” period, and the other mean value
calculated based on averaging together all the temporal responses acquired dur-
ing the “rest” period of an experiment. To determine whether a voxel is activated
or not, one mean intensity is subtracted from the other. Voxels with significant
difference in the mean intensities of the two data groups are identified as being
activated. To yield a statistic to identify significant difference in the intensities,
a Student’s t-test is employed. This test determines whether the means of the
two data groups are statistically different from one another by utilizing the dif-
ference between the means relative to the variabilities of the two data groups.
The t-value this method generates, for a temporal response vy, is calculated as
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where yon, and y,¢s denote the set of data points in the temporal measurements
that correspond to the “task” and the “rest” periods, respectively, and N,, and
Ny denote the number of time points that corresponds to the “task” and the
“rest” periods, respectively. The mean and variance of the data group y,, are
denoted as ¥, and sz, respectively. Likewise, the mean and variance of the
data group y,r¢ are denoted as ¥,r¢ and 050 e respectively. The major short-
coming associated with this method is that it relies heavily on the assumption
that temporal measurements of a given voxel can be partitioned into two data
groups, each normally distributed according to a different mean and variance.

Correlation Coefficient (CC) The correlation coefficient p,, is a normalized
measure of the correlation between the reference waveform x and the measure-
ment waveform y, and is defined by
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where Z and § denote the means of x and y, respectively. The summation is taken
over all the time points in the waveform. It is easy to establish that —1 < p,, < 1.
Voxels with large |pgy|s are considered to be activated. For this method, |y, is
used as the test statistic for statistical inference. This method critically depends
on the choice of the reference waveform. Various waveforms have been used [1,10];
however, in light of the many unknown factors affecting measurement of brain
activation, reference waveform design poses a serious obstacle, especially for more
complicated protocols.

Pzy

General Linear Model (GLM) The statistical models used for parameter
modeling in the two previously described analysis methods are both special cases
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of the general linear model. This model is a framework designed to find the cor-
rect linear combination of explanatory variables (such as hemodynamic response,
respiratory and cardiac dynamics) that can account for the temporal response
observed at each voxel during an experiment. Assume that there exists 7" num-
ber of time point measurements per voxel in the fMRI data set. Let y; denote
the measurement at some voxel at time ¢, and let ¢; denote the error term as-
sociated with the linear model fit at that same voxel at time ¢, with 1 <t < T.
Here, ¢; ~ N(0,0?). Suppose there are J number of explanatory variables in the
linear model. Let z;; denote the value of the jth explanatory variable at time ¢
with 1 < j < J. Also let 3; denote the scaling parameter for the jth explanatory
variable. With these definitions, the general linear model can be written as

Y1 T11 T12 ... T1J B €1
Y2 T21 T2 ... Tag B2 €2
YT T T2 .. x| | B €7

The above equation can be written succinctly in matrix notation as Y = X3 + .
In general, X is full rank and the number of explanatory variables .J is less than
the number of observations 7T indicating that the method of least squares can
be employed to find the scaling parameters 3. Since X T X is invertible, the least
squares estimate for 3, which we denote by /3, is (X7 X)"!X7Y. Then f3 is used
to test whether it corresponds to the model of an activation response (as specified
in X) or the null hypothesis. One of the major problems associated with this
method is in the design of X. As mentioned earlier, little is known about the
relationship between fMRI temporal response and brain stimulation. Hence, it
is difficult to identify the necessary explanatory variables that can account for
the temporal responses seen in fMRI measurements.

3 Description of Method

3.1 Mutual Information and Entropy

Mutual information (MI) and entropy are concepts which underly much of in-
formation theory [3]. They cannot be adequately described within the scope of
this paper. Suffice it to say that MI is a measure of the information that one
random variable (RV) conveys about another, and entropy is a measure of the
average uncertainty in a RV. Both quantities are expressed in terms of bits of
information. Here, we demonstrate the appropriateness of MI for fMRI analysis.

The mutual information, I(u,v), between the RVs u and v, is defined as [3]

I(u,v) = h(v) = h(v|u) = h(u) = h(ulv), (1)

where the entropy, h(v), quantifies the randomness of v and the conditional
entropy, h(v|u), quantifies the randomness of v conditioned on observations of .
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These terms are described by the following expectations:

h(v) = —E, [logy(P(v))]
h(vlu) = =By [Ey [logy (P (v]w))]] -

where P denotes probability density. It is clear from (1) that MI is symmetric.
That is, the information that w conveys about v is equal to the information
that v conveys about u. Furthermore, since u is a discrete RV in our case and
conditioning always reduces uncertainty (h(u|v) < h(u)), v can convey at most
h(u) bits of information about u (and vice versa). We can therefore lower and
upper bound the MI between u and v by 0 and h(u), respectively.

3.2 Calculation of Brain Activation Map by MI

We present nonparametric MI as a formalism for uncovering dependencies in
calculating the fMRI activation map. Recall that in our specific application, we
seek at most one bit of information (whether or not a voxel is activated). This
impacts our choice of the reference waveform. The reference waveform need be no
more complicated than our hypothesis space (1 bit). The protocol timeline shown
in Fig. 1 is the simplest model of our hypothesis space and is sufficient as the
reference waveform when using MI as the basis for comparison. More elaborate
waveforms can be employed, but they imply more information than is necessary.
The consequence of this is that complicated waveform design in unnecessary; the
reference waveform need only adequately encode the hypothesis space.

voxel v A N [ Syju=o

temporal S NI TN .

response e /\/ o ——— Syju=t
task task task

protocol  u:
timeline

rest rest rest

0

0 sec. 30 sec. 60 sec. 90 sec. 120 sec. 150 sec. 180 sec.

Fig. 1. Illustration of the Protocol Timeline, S, ,—g, and Sy|y=1-

In the following derivation, we will refer to the temporal response of a voxel
as v, and the reference waveform as u. We have already established the appro-
priateness of using the protocol timeline as the reference waveform u. As such, u
only takes on two possible values, 0 and 1, so we can rewrite equation (1) as

I(u,v) = h(v) — P(u=0)h(vju = 0) — P(u = 1)h(vju = 1) (2)

where P(u=0) and P(u = 1) are the a priori probabilities of u taking on the
values of 0 and 1, respectively. This reference waveform is chosen because it is the
simplest encoding of the actual hypothesis (task vs. rest) with equal probabilities
reflecting the relative frequencies of samples during each state.
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As an illustrative example, suppose v is a scaled and biased version of u (i.e.
v = cu + d where ¢,d € R and ¢ # 0). Then

h(vlu = 0) = —E, [log,(P(v]u = 0))] = —E, [log,(1)] = 0 bits,
h(olu = 1) = —E, [logy(P(v]u = 1))] = —E, [log,(1)] = 0 bits,

h(v) = —E, [log,(P(v))] = —E, [log,(0.5)] = — log,(0.5) = 1 bit,

so that I(u,v) =1 bit. This is the maximum MI that can be achieve between
the square wave u and any other waveform v. Since only 1 bit of information is
encoded in u, only 1 bit of MI can exist between u and any v.

3.3 Estimating Entropies

Evaluating equation (2) requires computing h(v), h(v|u = 0), and h(v|u = 1)
which are integral functions of the densities P(v), P(v|lu = 0), and P(v|ju = 1).In
general, these must be estimated. We choose the nonparametric Parzen window
method [06] to estimate the densities and the sample means to estimate the
entropy terms. The Parzen density estimate (with leave-one-out) is defined as

P(v) = Z Go(v —vj) — G, (0)

N —
Sv v €Sy

where Ng, is the number of data points in the sample set S, G, is an admissible
kernel function (we use the Gaussian kernel, other kernels are possible), and o
is the standard deviation of the density function. The set S, is composed of all
the data points from v. Our estimate for the conditional P(v|u = 0) is

1

Polu=0)= ————— Z Go(v—vj) — G, (0)
(Nsiumo = 1) V5 €Suju=0
where Ng, ,_, is the number of data points in the sample set S,,—0. The set

Sulu=0 is composed of the subset of data points from v with time points cor-
responding to when w = 0. Similarly, the estimate for P(v|u =1) is identical
to P(v\u = 0) only taken over the subset of samples from v with time points
corresponding to when u = 1.

Kernel size (in our case the standard deviation, o of the Gaussian kernel) is an
issue for the Parzen window density estimator. Consistent with our information-
theoretic approach, we choose the kernel size which maximizes the likelihood of
the data [3]. For example, the kernel size dp/1, used to estimate h(v) is

oML = arg max E logP vj)
Sv v; €Sy
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As direct evaluation of the entropy terms is computationally prohibitive we
approximate them with their sample means [3,9]. For example, h(v) is approxi-
mated by

h(v) =~ —% Z 10g2 (ﬁ Z Gg(’l)j — Ui) - GU(0)>

Y v €S, v; €Sy

The conditional terms, h(v|u = 0) and h(vju = 1), are defined similarly using
the previously defined subsets Syj,—g and Sy|,=1, respectively.

4 Experimental Results

We applied the above described fMRI analysis method to a single MRI data
set that examines right-hand movements. The data set contains 60 whole brain
acquisitions with each whole brain acquisition containing 21 slice images.

(¢) GLM

Fig. 2. Comparison of MRI Analysis Techniques.

Only the analysis results from the 10th coronal slice of the whole brain ac-
quisition are shown in Fig. 2. The figure provides a qualitative comparison of our
analysis technique with other techniques previously mentioned in this paper. A
quantitative comparison of these different methods is difficult since the ground
truth is unknown. In keeping with the fairness of the comparison, the threshold
(which determines whether a voxel is activated or not) that yields the “best”
activation map for each analysis technique is used. For this particular fMRI
data set, the “best” activation map is judged based on the prior expectation
that brain activation is restricted to the left primary motor cortex and occurs in
clusters. It is important to point out that MI is inherently a normalized measure
so for our technique, the threshold can be specified meaningfully in terms of
bits of information. Fig. 2(d) is obtained using a threshold of 0.7 bits. While
the qualitative differences between the techniques as observed in Fig.2 is small
the MI approach combines very few assumptions about the underlying data and
an inherently normalized threshold (none of the other techniques have both of
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these properties). We believe that these results demonstrate the viability and
efficacy of the MI approach for fMRI data analysis, although more extensive
experimentation is warranted.

5 Summary

We have developed a theoretical framework for using MI to calculate the fMRI
activation map. While there are many existing approaches to calculate the acti-
vation map, all of these techniques depend on some a priori assumptions about
the relationship between the protocol timeline and the fMRI voxel temporal re-
sponse. The strength of our approach is that it relies on sound theoretical prin-
ciples, it is fairly easy to implement, and does not require strong assumptions
about the nature of the relationships between the fMRI temporal measurements
and the protocol timeline, while still retaining the ability to uncover complex
relationships (beyond second-order statistics). In addition, experimental results
confirmed that this information-theoretic approach can be as effective as other
methods of calculating activation maps. Finally, from the clinical standpoint,
nuisance variables are significantly reduced, that is, the protocol timeline need
only encode the actual hypothesis test (e.g. waveform matching is unnecessary).

References

1. P.A. Bandettini, A. Jesmanowicz, E.C. Wong, and J.S. Hyde. Processing strate-
gies for time-course data sets in functional MRI of the human brain. Magnetic
Resonance in Medicine, 30:161-173, 1993. 474, 475

2. F. Bello and A.C.F. Colchester. Measuring global and local spatial correspondence
using information theory. In Proceedings of the First International Conference on
Medical Computing and Computer-Assisted Intervention, 1998. 474

3. T.M. Cover and J.A. Thomas. FElements of Information Theory. John Wiley and
Son Inc., 1st edition, 1991. 476, 478

4. K.J. Friston, P. Jezzard, and R. Turner. Analysis of functional MRI time-series.
Human Brain Mapping, 1:153-171, 1994. 474

5. O. Henriksen, H.B.W. Larsson, P. Ring, E. Rostrup, A. Stensgaard, M. Stubgaard,
F Stahlberg, L. Sondergaard, C. Thomsen, and P. Toft. Functional MR imaging
at 1.5T. Acta Radiologica, 34:101-103, 1993. 474

6. E. Parzen. On estimation of a probability density and mode. Annals of Mathe-
matical Statistics, 33:1065-1076, 1962. 478

7. D.L. Schacter and R.L. Bucknew. On the relations among priming, conscious
recollection,and intentional retrieval: evidence from neuroimaging research. Neu-
robiology of Learning and Memory, 70(1):284-303, 1998. 474

8. P. Viola and W.M. Wells III. Alignment by maximization of mutual information.
International Journal of Computer Vision, 24(2):137-154, 1997. 474, 479

9. W.M. Wells III, P. Viola, H. Atsumi, S. Nakajima, and R. Kikinis. Multi-modal vol-
ume registration by maximization of mutual information. Medical Image Analysis,
1(1):35-51, 1996. 474, 479

10. G.K. Wood, B.A. Berkowitz, and C.A. Wilson. Visualization of subtle contrast-
related intensity changes using temporal correlation. Magnetic Resonance Imaging,
12(7):1013-1020, 1994. 474, 475



	Introduction
	Background
	Functional Magnetic Resonance Imaging
	Popular Strategies for Analysis of fMRI data

	Description of Method
	Mutual Information and Entropy
	Calculation of Brain Activation Map by MI
	Estimating Entropies

	Experimental Results
	Summary



