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Abstract. We propose a new multiple channel access protocol to en-
hance the channel utilization and minimize the connection breakage
probability in ad hoc wireless networks. In ad hoc networks with mul-
tiple channels, communication between a pair of hosts can directly be
established using one of available channels. However, hosts’ mobility or
using channel by neighbors may cause a co-channel interference prob-
lem or the connection breakage. To solving these problems, the proposed
protocol establishes the new connection using a channel exchange mech-
anism, which exchanges its available channel with the current channel
of the neighboring host without co-channel interference. In addition, it
efficiently maintains the current connection of the communicating hosts
from co-channel interference caused by hosts’ mobility. We evaluate the
performance of the proposed protocol using simulation. Simulation re-
sults indicate that the proposed protocol may offer performance better
than the conventional protocol in terms of the channel utilization and
the connection breakage probability.
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1 Introduction

The demand for mobile and direct services has generated interest in ad hoc net-
works. Ad hoc networks have been designed that mobile host can directly com-
municate with each other without supporting stationary infrastructures, such as
base stations or access points, in conventional wireless networks. In particular,
since the stationary infrastructures are hard to establish in situations (i.e., war or
natural disasters), mobile users have required the ad hoc service. In conventional
wireless networks, if traffic gives overloads to the stationary infrastructures, it
may cause high transmission delay and low throughput. On the other hand, mo-
bile hosts, in ad hoc networks, can directly communicate with each other in the
transmission range allowed by the transmission power. Due to the transmission
range, each host acts as a router, forwarding traffic for other hosts in out of
range using routing protocols [6].

Ad hoc hosts have limited channel resources and direct communication be-
tween a pair of hosts in the transmission range is established using a same
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common channel. Owing to using limited channel resources, it is important to
efficiently utilize channels and reduce connection breakage in ad hoc networks.
In IEEE 802.11 protocol for wireless LANs [8], RTS/CTS mechanism is proposed
to avoid the occurrence of collision and increase throughput for ad hoc networks.
Wireless LANs were typically defined in a single channel system. As the num-
ber of communicating hosts increases, systems with a single channel may have
the disadvantage which is declination of system performance. However, IEEE
Standard 802.11 already has multiple channels available for use. IEEE 802.11b
physical layer has 14 channels, 5MHz apart in frequency. However, to be non-
overlapping and be able to use channels, the frequency must be divided into at
most 30MHz. Thus the number of available channels used for communication
is 3: channel 1, 6 and 11. On the other hand, IEEE 802.11a has 12 channels,
and the number of available channels is 8 for indoor use and 4 for outdoor use,
respectively.

There are many related studies for multiple channels [1–5]. Dynamic Channel
Assignment (DCA) [2] assigns channels in an on-demand style. This protocol
maintains one control channel and other data channels. Each host has two half-
duplex transceivers, and one is for control channel and the other is for data
channel, respectively. The basic operation in this protocol is similar to IEEE
802.11 protocol. Using RTS/CTS packets, a pair of hosts decides which channel
to communicate. Dual Busy Tone Multiple Access [4] has two common channels,
which is one control channel and one data channel. To avoid hidden terminals, a
control message called busy tone is transmitted on a control channel. In [5], they
propose a protocol that is similar to DCA. This protocol also has one control
channel and many data channels, and selects the best channel under channel
condition of receiver. Anther important issue for multiple channel access protocol
is the co-channel interference, which can be occurred due to host mobility or
the same channel usage. Previous study [7] was proposed to use a power control
mechanism to eliminate the co-channel interference. As the communicating hosts
reduce the power of signal, the communication range is reduced and thus the
co-channel interference can be eliminated.

In this paper, we propose the multiple channel access protocol to enhance
the channel utilization and reduce the connection breakage probability. In the
proposed protocol, each host stores the state of channels of communicating neigh-
bors in the communication range and establishes the new communication link
using the channel exchange mechanism, which exchanges its available channel
with the occupied channel of a communicating neighbor under certain condi-
tions. In addition, the proposed protocol is designed to minimize the co-channel
interference caused by host mobility.

2 Proposed Multiple Channel Access Protocol

For simplicity, we first describe the basic operation of the proposed protocol
using an example of ad hoc networks, as shown in Fig. 1. In this figure, a circle
node represents a mobile host. The white-colored host is in idle state and the
gray-colored one is in communication state. A dashed line between two hosts
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Fig. 1. An example of ad hoc networks.

indicates that each host exists in the communication range and can directly
communicate with each other. For example, hosts in the communication range
of host A are hosts B, C and E. A line between two gray-colored hosts represents
a connecting link between a pair of hosts. A symbol in a circle node represents
the address of the host, and the number on the connecting link indicates the
channel ID being used by the pair of hosts.

In ad hoc networks with multiple channels, no host can use the channel that
is occupied by the communicating neighbors in the communication range owing
to the co-channel interference. For example, in Fig. 1, we assume that the total
number of available channels in a host is three and then channel IDs are 1, 2
and 3. Hosts C and E in the communication range of host A occupy channel 1
and 2, respectively. Thus, host A is able to use only channel 3. On the other
hand, host B can only use channel 1. In this situation, the conventional protocol
is unable to establish communication between hosts A and B. In other words, a
new connection is blocked if no common channel between a pair of hosts exists,
and then both must wait until a new common channel is released.

To carry out the proposed protocol, the following operations are positively
necessary. After communication is established between a pair of hosts, both
inform their neighbors of a connection message. This message includes the com-
munication state of the host, the occupied channel ID and the addresses of
communicating hosts. If communication between a pair of hosts is terminated,
terminated hosts inform their neighbors of a termination message. Therefore,
each host can dynamically specify the state of neighbors from the received mes-
sages. To support the operations, each host maintains a table in its memory,
which records the channel usage information of the neighbors, to efficiently de-
termine an available channel. This table is called the channel information table.
Fig. 2 shows the channel information table of host A in Fig. 1. For example,
hosts C and D are in a communication state and use channel 1 for communica-
tion. Now, we describe the operation of the proposed protocol in the situation
of Fig. 1. The proposed protocol is attempted in the following order.

1. Host A broadcasts a connection request message with available channel IDs
and the address of host B. On receiving the message, host B compares the
received channel IDs with its channel information. If there is an identical
available channel, host B replies a connection confirm message with the
identical channel ID to host A and then executes step 4; otherwise, step 2 is
initiated.
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Fig. 2. Channel information table of host A.

2. Host B sends a check request message with the channel IDs received from
host A to its communicating neighbors. The neighbors check whether they
can continuously communicate, if they exchange its occupied channel with
the received channels. If there are available channels, each neighbor replies
a check confirm message with the available channel IDs to host B and then
executes step 3; if not, it replies a check confirm message with a NULL
value to host B and then executes step 3.

3. When host B receives the check confirm message, it replies a connection
confirm message, including the available channel ID of host B and the
available channel IDs received from neighbors, to host A and then executes
step 4.

4. When host A receives the connection confirm message, it compares its
channel information with the channel IDs received from host B. If there is
an identical channel, it selects the channel for communication and sends a
connection notification message with the selected channel ID to host B and
then executes step 7; if not, we perform step 5.

5. Host A sends a check request message with its available channel IDs to
communicating neighbors. The neighbors check whether they are continu-
ously able to communicate, if they exchange its occupied channel with the
received channels. If there are available channels, each neighbor replies a
check confirm message with the available channel IDs to host A and then
executes step 6; otherwise, it replies a check confirm message with a NULL
value to host B and then executes step 6.

6. When host A receives the check confirm message, it compares the received
channel ID with the channel IDs received from host B. If there is an iden-
tical channel, host A selects the channel for communication and sends a
connection notification message with the selected channel ID to host B
and then executes step 7; if not, we perform step 9.

7. When host B receives the connection notification message, it checks whether
the selected channel is equal to the occupied channel of the neighbors. If so,
it sends a change request message with one of available channels in it to the
neighbor. The neighbor received the message exchanges its occupied chan-
nel with the received channel. After the channel is successfully exchanged,
the neighbor replies a change confirm message to host B. Host B received
the message sends a channel notification message, including the selected
channel ID and addresses of hosts A and B, to the neighbors and host A.
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Fig. 3. An example for illustrating the channel assignment after host B exchanges its
available channel with the occupied channel of host G.
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Fig. 4. An example for illustrating the channel assignment after host A exchanges its
available channel with the occupied channel of host C.

8. When host A receives the channel notification message, it checks whether
the selected channel is equal to the occupied channel of the neighbors. If so,
it sends a change request message with one of available channels in it to the
neighbor. The neighbor received the message exchanges its occupied channel
with the received channel. After the channel is successfully exchanged, the
neighbor replies a change confirm message to host A. Host A received
the message sends a channel notification message, including the selected
channel ID and addresses of hosts A and B, to the neighbors.

9. If all the above conditions do not hold, then the connection cannot be ac-
complished. Normally, this would result in the connection being blocked.

As carried out the operation of the proposed protocol, communication be-
tween hosts A and B is established as shown in Figs. 3 and 4. During the opera-
tion, each host checks if it can exchange its available channels with the occupied
channel of neighbors. Simultaneously, it should be checked the state of channels
in a host, which is communicating with the neighbor. For example, in Fig. 1,
host G checks if it can exchange the occupied channel of host H with the channel
received from host B. If host H is unable to exchange channels 1 and 3, host G
is unable to exchange its occupied channel for the channel received from host B.
Under this condition, since host B exchanges its available channel with the occu-
pied channel of the neighboring host, Fig. 3 shows that communication between
hosts A and B can be established. In Fig. 4, since host A exchanges its available
channel for the occupied channel of the neighboring host, communication can be
established.

In ad hoc networks, each host can directly communicate with each other and
move anywhere. As a communicating host moves toward another communicating
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Fig. 5. An example of ad hoc networks for executing the proposed protocol due to host
mobility.

host using a same channel, the co-channel interference between both is gradually
arisen. For example, in Fig. 5, hosts A and C are communicating over channel
3. Hosts B and H are also using the same channel for communication. As host
A moves toward host B, the co-channel interference is arisen. In this section,
we present the operation of the proposed protocol to minimize the co-channel
interference between a pair of hosts due to host mobility.

For simplicity, we describe the protocol operation for host mobility using an
example of ad hoc networks, as shown in Fig. 5. The proposed protocol for host
mobility is presented below.

1. As host A interferes with host B due to host mobility, hosts A and C check
their channel information table and determine a new available channel for
channel assignment. If hosts A and C have a new available channel, they
change their occupied channel to the new channel. Next, hosts A and C send
a channel notification message, including the new channel ID, the addresses
of hosts A and C, to their neighbors, respectively; if not, we perform step 2.

2. Hosts A and C send a check request message with their occupied channel ID
to their communicating neighbors except host B. The neighbors received the
message check whether the co-channel interference occurs, if they exchange
their occupied channel for the received channel. If no co-channel interference
occurs, each neighbor replies a check confirm message with the received
channel ID to hosts A or C; otherwise, it replies a check confirm message
with a NULL value to hosts A or C.

3. When hosts A and C receive the check confirm message, they check if
there is an available channel from the received information. If so, they send
a change request message with the occupied channel to the neighbor. The
neighbor received the message exchanges its occupied channel with the re-
ceived channel. After the channel is successfully changed, the neighbor replies
a change confirm message to hosts A or C. In addition, hosts A or C send
a channel notification message, including the new channel ID, addresses of
hosts A or C, to their neighbors, respectively; if not, step 4 is initiated.

4. Host A sends a interference request message to host B. On receiving the
message, hosts B and H check their channel information table and determine
a new available channel for channel assignment. If hosts B and H have a new
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Fig. 6. An example of ad hoc networks after host A changes its occupied channel to a
new available channel.

available common channel, they change their occupied channel to the new
channel and then host B sends a interference confirm message with the
new channel ID to host A. Next, hosts B and H send a channel notification
message, including the new channel ID, the addresses of hosts B or H, to
neighbors, respectively; if not, we perform step 5.

5. Hosts B and H send a check request message with their occupied channel ID
to their communicating neighbors except host A. The neighboring hosts re-
ceived the message check whether the co-channel interference occurs, if they
exchange its occupied channel with the received channel. If no co-channel
interference occurs, each neighbor replies a check confirm message with the
received channel ID to hosts B or H; otherwise, it replies a check confirm
message with a NULL value to hosts B or H.

6. When hosts B or H receive the check confirm message, they check if there
is an available channel in the received information. If so, they send a change
request message with the occupied channel to the neighbor. The neigh-
bor received the message exchanges its occupied channel with the received
channel. After the channel is successfully changed, the neighbor replies a
change confirm message to hosts B or H. Finally, hosts B and H send a
channel notification message, including the new channel ID, addresses of
hosts B or H, to their neighbors, respectively.

As carried out the operation of the proposed protocol, we assign a new chan-
nel to hosts A and C, as shown in Fig. 6. If all the above conditions do not
hold, we are unable to assign a new channel to the interfered hosts. Then, the
co-channel interference between hosts A and B occurs.

3 Performance Evaluation

In this section we study the impact of the estimation process on the capacity
of the proposed protocol through computer simulation. We develop a simulation
model to analyze the performance of the proposed protocol under the assumption
of ideal channel conditions (i.e., no hidden terminals and capture). The QoS
measures that we are interested in are the connection breakage probability, Pb,
and the channel utilization, U .
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Fig. 7. Connection breakage probability for various values of n.

For simulation, we developed a discrete event driven simulator using a high
level computer language, C++. The network model for simulation consists of
randomly placed 100 nodes in a 1000×1000 m area. We also consider a mo-
bile network model, where the nodes move independently of one another, which
random speeds that are uniformly distributed between 0–20m/s. The mobility
pattern is based on the random waypoint model [6]. Simulations are performed
in wireless LAN environment. The bit rate for each channel is 11Mbps, and
the transmission range of each host is approximately 100 m. We assume that
each node has a constant bit rate (CBR) traffic and 512 bits control packets,
respectively. We also assume that traffic at every node is generated according
to Poisson processes with identical mean arrival rates λ. Each simulation was
performed for duration of 60 seconds. The simulation results shown in this paper
are valid for up to 95% confidence intervals.

We provide numerical results, based on simulation, to compare the perfor-
mance of the proposed and DCA protocols. We obtained values for the connec-
tion breakage probability and the channel utilization under different traffic loads
λ, ranging from 1 to 4.5 connections per unit time. Three difference values, 3, 4
and 5, were used for a total number of available channels, n, in a host.

Fig. 7 shows Pb for the proposed and DCA protocols under varying n. In this
figure, we can observe that the proposed protocol has better performance than
the DCA protocol. When n is increased to 5, the proposed protocol significantly
outperforms the DCA protocol in terms of Pb. This result can be observed that
the Pb curve in the proposed protocol is up to four orders of magnitude lower
than in the DCA protocol. The reason the proposed protocol provides a lower
Pb curve is that it can exchange its available channels with the occupied channel
of neighbor and thus reduce the connection breakage probability.

Fig. 8 shows the values of U under varying λ. The proposed protocol achieves
uniformly higher values of U under various loads. The difference between the pro-
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Fig. 8. Channel utilization for various values of n.

posed and DCA protocols is most apparent at high loads. Reason the proposed
protocol provides a higher U value is that it exploits the channel exchange mech-
anism. At the same traffic loads, we can see that the protocol in n=3 has a higher
values than in n=5. As λ is increased, the probability that hosts use channels
in the lower number of available channels is higher than in the higher number
of available channels. Therefore, in the lower number of available channels, the
U value is higher than in the higher number of available channels. In addition,
since the probability of the channel exchange is increased at lower channels, the
proposed protocol significantly outperforms the DCA protocol. This result can
be observed in Fig. 8, where the proposed protocol at high load is over 10%
more than in the DCA protocol. On the other hand, at n=5, the U curve in the
proposed protocol is closer than in the DCA protocol. However, the difference
in the U curves will be larger as λ is increased.

4 Conclusions

We have presented a new multiple channel access protocol to improve the system
performance in ad hoc wireless networks. In the proposed protocol, each host
maintains the channel information and the state of the neighboring hosts. Based
on this information, each host carries out a communication with other hosts
without the co-channel interference. When the co-channel interference occurs
due to host mobility, the proposed protocol minimizes the co-channel interference
by allowing hosts to exchange their available channel with the occupied channel
of their neighbor. We evaluated the performance of the proposed protocol using
simulation. The simulation was focus on the connection breakage probability as
well as the channel utilization and then compared with the conventional protocol.
The numerical results indicated that the proposed protocol outperformed the
conventional protocol over wide range of parameters.
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