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Abstract. Existing publish/subscribe systems suffer from several draw-
backs, such as the reliance on a fixed infrastructure of reliable brokers,
or the lack of expressiveness of their subscription language. Most impor-
tantly, the challenging task of routing messages based on their content
remains a complex and time-consuming operation, and often provides
results that are just barely better than a simple broadcast.
In this paper, we present a novel approach to publish/subscribe that
was designed to specifically address these issues. The producers and con-
sumers are organized in a peer-to-peer network that self-adapts upon
peer arrival, departure, or failure. Our publish/subscribe system features
an extremely simple and efficient routing process and excellent scalabil-
ity to large consumer populations, both in terms of routing and peer
management overhead.

1 Introduction

Motivations. The publish/subscribe paradigm is well adapted to loosely-
coupled, large scale distributed systems. However, in most traditional publish/
subscribe systems, the routing process is a complex and time-consuming oper-
ation. It often requires the maintenance of large routing tables on each router
and the execution of complex filtering algorithms to match each incoming doc-
ument against every known subscription. The use of summarization techniques
(e.g., subscription aggregation [1, 2]) alleviates those issues, but at the cost of
significant control message overhead or a loss of routing accuracy.

In addition, content networks usually rely on a fixed infrastructure of reliable
brokers, or assume that a spanning tree of reliable brokers is known beforehand.
This approach clearly limits the scalability of the system in the presence of
large and dynamic consumer populations. Finally, in most existing systems, the
network topology has no relationships with the subscriptions registered by the
consumers. As a consequence, the process of routing an event often involves a
large number of routers, some of which have no interests in the event but only
act as forwarders. The routing process is then only barely more efficient than a
broadcast (which benefits from a much lower processing overhead).

To address these limitations, we have designed a publish/subscribe system
that follows a radically different approach to content-based networking. First,
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the routing process in our system is extremely simple and has very low resource
requirements. Second, by organizing peers based on their interests, content dis-
tribution is highly efficient as compared to broadcast. Finally, instead of relying
on a fixed infrastructure of reliable brokers, our system is organized as a peer-to-
peer network: join and leave operations, as well as peer failures, are taken care
of at the design level with efficient peers management algorithms. We present in
this paper two instantiations of our system that use the same routing protocol
but differ by the way peers are organized. Experimental evaluation illustrates
the various trade-offs that they offer in terms of efficiency and accuracy.

We would like to emphasize that we propose a new peer-to-peer approach
for publish/subscribe, which relies on a system model that differs significantly
from other peer-to-peer applications like file sharing. In particular, we assume
that peers are well behaved and remain online for reasonably long periods of
time, in the sense that the rate of message publication is higher than the fre-
quency of peers’ arrivals or departures. Our system provides mechanisms for
organizing communities of peers that wish to exchange information using the
publish/subscribe paradigm, without reliance on central servers or fixed infras-
tructures.

Related Work. Most publish/subscribe systems use an overlay network of
event brokers to implement some form of distributed content based routing,
most notably IBM Gryphon [3], Siena [1], Jedi [4] and XNet [5]. As previously
mentioned, these systems suffer from various limitations in terms of extensibility,
scalability, and cost. To address some of these issues, a few content-based sys-
tems based on peer-to-peer (P2P) networks have been recently proposed. In [6],
the authors combine the notion of rendezvous nodes and content-based multicast
to implement content based routing in a peer-to-peer environment. HOMED [7]
is a peer-to-peer overlay for distributed publish/subscribe systems. Peers are
organized in a logical binary hypercube according to their subscriptions. Rout-
ing is achieved by propagating the event along a multicast tree embedded in
the hypercube. In [8], the authors also implement publish/subscribe in a peer-
to-peer environment. The system is “data-aware” in the sense that it exploits
information about registered subscriptions to build hierarchical structures. How-
ever, they differ from our approach in that the system is topic-based and the
routing algorithm is based on multicast. Finally, some proposals have been made
to implement content based routing on top of the Chord [9] P2P network. Ex-
amples of such systems are [10] and [11]. Unlike in our approach, they consider
structured P2P networks and do not take advantage of semantic communities.

2 The Routing Process

Protocol. Our system is composed of a collection of peers. Each peer has reg-
istered certain interests that specify the types of messages that it is willing to
receive. Each peer is connected with a set of other peers—its neighbors—with
which it exchanges messages. We initially make the natural assumption that
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peers publish messages that match their own interests (we can easily relax this
assumption, as will be discussed later). The routing protocol in our system is en-
tirely based on the principle that every peer forwards a message to its neighbors
if and only if the message matches its own interests. The routing process starts
when a peer P publishes a message m. Since P is interested in m, it forwards it
to all its neighbors. Routing then proceeds trivially as shown in Algorithm 1.

Algorithm 1 Routing protocol.
1: Receive message m for the first time from neighbor n
2: if m matches interests then
3: Forward m to all neighbors (except n)
4: end if

The intuition of the algorithm is to spread messages within a community
that shares similar interests and to stop forwarding them once they reach the
community’s boundary. We emphasize the fact that the routing protocol is ex-
tremely simple and requires almost no resources from the peers. It consists of a
single comparison and message forwarding operation. In addition, it requires no
routing state to be maintained in the peers in the system. Each peer is only aware
of its own interests and the identity of its direct neighbors, not their interests.
The key to the protocol is the proper organization of the peers into semantic
communities.

Accuracy. Clearly, the aforementioned process is not perfectly accurate and
may lead to a peer receiving a message that it is not interested in—which we call
a false positive— as well as missing a message that matches its subscriptions—a
false negative. In other words, our system may deliver out-of-interest messages
and may fail to deliver messages of interest. This is obviously due to the fact
that a peer is not aware of the interests of its neighbors and forwards messages
only based on its own interests. The challenge is thus to organize the peers so
as to maximize routing accuracy. It should be noted that false positives are
usually benign, because peers can easily filter out irrelevant messages, whereas
false negatives can adversely impact application consistency.

Interest-Driven Peers Organization. Consider two neighbor peers P1 and
P2. If P1 and P2 have registered close interests, it means that they are interested
in similar types of messages. That is, if P1 is interested in a message, it is likely
that P2 is also interested in it, and vice versa. It follows that neighbor peers
should have close interests in order to minimize occurrences of false positives and
false negatives in our system. In other words, we must organize peers based on
the interests they registered: proximity in terms of neighborhood should reflect
the proximity of the peers’ interests.

To evaluate the proximity between two registered interests I1 and I2, a prox-
imity metric must be used, that is, a function f(I1, I2) that indicates how similar
I1 and I2 are. Unfortunately, defining a good proximity metric is a challenging
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problem. It very much depends on the target application, on the language used
to specify interests, and most of all on the messages being distributed in the
system. The problem of interest proximity has been further discussed in [2].

3 Organizing Peers According to Containment

We now describe a hierarchical organization of the peers that yields no false
negatives and only a limited amount of false positives. It uses a proximity metric
based on the notion of interest containment, as specified in Definition 1. Note
that the containment relation is transitive and defines a partial order. We define
in a similar manner the relation of interest equivalence.

Definition 1. Interest I1 contains interest I2, or I1 ⊇ I2 ⇔ (∀ message m, m
matches I2 ⇒ m matches I1).

Interest I1 is equivalent to interest I2, or I1 ∼ I2 ⇔ (I1 ⊇ I2 ∧ I2 ⊇ I1).
That is: ∀ message m, m matches I2 ⇔ m matches I1.

The containment-based proximity metric, which we refer to as fc, allows us to
compare interests that share containment relationships and is defined as follows.
Consider the set of all registered interests I = {I1, I2, · · · , In} that contain I.
Let {Ii, Ij , · · · , Im} ⊆ I be the longest sequence of non-equivalent interests such
that Ii ⊇ Ij ⊇ · · · ⊇ Im. Then,

fc(I, I ′) =






−∞, if I � I ′;
∞, if I ∼ I ′;
|{Ii, Ij , · · · , Im}|, otherwise.

Intuitively, the objective of this metric is to favor interests that are them-
selves contained in many other interests, i.e., that are very specific and selective.
Note that this metric is not symmetric. The containment-based proximity metric
can be used with any subscription language, provided that it defines a contain-
ment relationship. Of course, it applies best to subscription languages that are
likely to produce subscriptions with many containment relationships. We wish
to emphasize, however, that our routing protocol can be used with any other
proximity metric, as we shall see in Section 4.

Network Description. Peers are organized in a containment hierarchy tree,
based on the proximity metric fc defined earlier. To simplify, we assume that each
peer has expressed its interests by registering exactly one subscription (if that is
not the case, the peer will appear multiple times in the hierarchy). The contain-
ment hierarchy tree is defined as follows. A peer P that registered subscription
S is connected in the tree to a parent peer Pa that registered subscription Sa

if Sa is the subscription in the system closest to S according to the proximity
metric fc. Given the definition of the metric fc, this means that Sa is the deep-
est subscription in the tree among those that contain S. When we have more
than one peer to choose from, we select as parent the peer that has the lowest
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number of children in order to keep the tree as balanced as possible. Because
of Definition 1, peers that have registered equivalent interests in the system
are organized in specialized, balanced subtrees with limited degree that we call
equivalence trees. From the perspective of other peers in the system, an equiv-
alence tree is considered as a single entity represented by its root node, which
is positioned in the containment hierarchy tree using the rules described above.
Non-equivalent children of the peers in an equivalence tree are always connected
to its root. To interconnect top level peers that do not share containment rela-
tionships with each others, we introduce an artificial node that we refer to as the
root node. This node is purely virtual and is implemented by simply connecting
top-level peers with each other through “sibling” links. A simple containment
hierarchy tree is illustrated in Figure 1. The equivalent peers P8, P9 and P10

are organized in the equivalence tree rooted at P8. Note that both P2 and P4

contain P3, but P2 has a greater depth and is hence a better parent. Similarly,
P6 is connected to P5 rather than P1.

Impact on the Routing Process. From Algorithm 1 and the fact that peers
are organized in a containment hierarchy tree, it follows that the paths followed
by a message form a content distribution tree, in which inner nodes are true
positives and leaves are either false positives or leaves in the tree topology.
Consequently, routing is efficient in terms of bandwidth usage. Besides, there
are no false negatives in our system. We wish to point out that false positives can
only be avoided by having each peer know about its neighbors’ interests, which
conflicts with our design guidelines. Finally, the construction of the containment
hierarchy tree topology enables us to minimize the occurrence of false positives
with uniform subscription and message workloads. Indeed, the fact that a peer
P has for parent the peer of highest possible depth that contains it means that
a message m has a greater chance of being discarded on the way from the root
node to P . A simple example is illustrated in figure 1, where peer P5 publishes
message D. The path followed by D is highlighted by the arrows.

Maintaining the Containment Hierarchy Tree. We have implemented sev-
eral peers management algorithms to maintain the containment hierarchy tree
when peers dynamically join and leave the system. We now briefly discuss their
basic principles and most relevant features.

The join algorithm aims at inserting a new peer P with subscription S in
the tree topology. Consequently, the system is first probed to find adequate
containment or equivalence relationships between S and the other registered
subscriptions. This can be done by recursively propagating join messages in the
hierarchy tree. It is important to note that a join message usually traverses only
a fraction of the tree, very much like regular messages. As a result of the probing
phase, P joins the tree by connecting to a parent that is either an equivalent
peer, if any, or a peer of highest depth whose subscription contains S. Next, P
proceeds to the reorganization phase, which might lead to moving some existing
peers so as to become P ’s children. Indeed, when P has connected to a parent in
the tree, some other peers may now be closer to P than their actual parent in the
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Fig. 1. A simple publish/subscribe sys-
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tree. The reorganization phase introduces significant overhead in the system, in
particular because it requires additional propagations of join messages. As a con-
sequence, we have implemented three different flavors of the join algorithm. The
first variant of the algorithm always performs all possible reorganizations. The
second variant of the algorithm never performs any reorganizations. Finally, the
third variant of practical relevance periodically performs reorganizations (only a
given percentage of peers are reorganized). The different variants reach different
compromises between joining complexity and accuracy of the hierarchy tree.

When peer P with registered subscription S wishes to leave the system—or
when it fails—each of its children has to be reconnected to another parent in the
tree. If P is part of an equivalence tree, then we simply perform a leaf promo-
tion (a leaf downstream P is promoted to P ’s position). If P is not part of an
equivalence tree, then the leave algorithm consists in reconnecting P ’s children
to their grand-parent. It follows that every peer needs to know its grand-parent
(or several ancestors for increased fault-tolerance); this is achieved with trivial
modifications to the join algorithm and negligible additional control traffic. Al-
though extremely simple, this recovery technique may cause the accuracy of the
containment hierarchy tree to degrade over time. This is due to the fact that P ’s
parent may not be the closest peer in the system for P ’s children. In addition,
P ’s parent may suffer from the increased number of connections that it has to
manage. To address those issues or in case P ’s parent has also failed, P ’s chil-
dren can look for another replacement parent by executing the join algorithm,
typically starting from some ancestor, at the price of higher overhead. Note that,
if we wish to maintain an optimal tree, additional peers among P ’s descendants
might need to re-evaluate their position as well if P ’s departure has decreased
their depth.
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Scalability Issues. The instantiation of our system using the containment-
based metric organizes peers in tree topologies. It follows that high-level peers
receive a high number of messages. As these peers have very “broad” interests,
it is not unnatural that they receive a high percentage of published messages:
they are interested in those messages. They are also more exposed to control
messages from the peer management algorithms, but this traffic can be reduced
by confining the join and reorganization procedures within selected subtrees.
The most serious scalability issue comes from the fact that high-level peers may
have a large number of neighbors to forward messages to (recall that both the
routing process and the peers management algorithms are straightforward and
demand very little resources). To address this problem, we have performed slight
modifications to our original protocol to reduce by a great deal the bandwidth
utilization at the peers. Because of space requirements, we shall only briefly
introduce these techniques. Informally, the principle of the improved scheme
consists in connecting the children of a node with “sibling” links in a double-
linked list. When a peer receives a message, it forwards it to its two neighboring
siblings and one of its children, chosen uniformly at random. This approach
dramatically reduces the bandwidth requirements of peers that have a large
number of children, but also slows down the propagation of messages in the
system. It is therefore desirable to use it only for overloaded peers.

4 Organizing Peers According to Similarity

As previously mentioned, the routing protocol used to disseminate messages
does not make specific assumptions about the proximity metric used to orga-
nize the peers in semantic communities. We now present a generalization of
the containment-based proximity designed to alleviate two of its limitations: (1)
its poor applicability to subscription language and/or consumer workloads with
little or no containment relationships, and (2) its tree topologies that may be
fragile with dynamic consumer populations. This generalization is based on the
general principle of interest similarity.

Similarity Metric. We first define the notion of interest similarity as follows.

Definition 2 (Interest similarity). Consider two interests I1 and I2. Let I
be the universe of all possible interests. We define the similarity between I1 and
I2, noted Sim(I1, I2), as a function from I2 in the interval [0, 1] that returns the
probability that a message m matching I1 also matches I2.

We then define our proximity metric based on interest similarity, which we
refer to as fs:

Definition 3 (Proximity metric fs). fs : I2 	→ [0, 1] :

fs(I1, I2) =
Sim(I1, I2) + Sim(I2, I1)

2
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Note that the proximity metric fs is symmetric, that is, if I1 is close to I2

according to fs, then I2 is equally close to I1. However, the similarity function
is a priori not symmetric.

Network Description. We now briefly describe the hierarchical organization
of peers based on the proximity metric fs. A peer P with registered interest
I chooses a set of n neighbors Pi, which are the n peers in the system with
interests closest to I according to fs (in case of equality, the peers with less
connections are chosen). In turn, P can be chosen by some other peers as one of
the n best peers according to fs (such that I is amongst the n interests in the
system closest to their subscription according to fs).

This approach effectively organizes the peers in “interest communities,” i.e.,
groups of peers that share similar interests. Because of the definition of the sim-
ilarity function and the proximity metric fs, this organization optimizes routing
accuracy by minimizing the number of false positives and negatives exchanged
by neighbor peers. To maintain good connectivity between the communities and
prevent some of them from being closed (because their interests do not compare
with the other communities’ interests), P also chooses r neighbors at random
in the system, in addition to the n peers selected with fs. Routing proceeds
as described in Section 2. Peer management algorithms are also very similar to
those presented earlier, with a few differences discussed in [12]. However, the
routing algorithm can be enhanced to have even better control on false positives
and false negatives. For instance, we can add an indulgence factor γ that allows
a peer to forward a message even if it is not interested in it. The process, which
may be performed only γ times per message, is expected to reduce the false
negatives ratio, notably by improving the transfer of messages between commu-
nities. Another improvement is to add a random neighbor forwarding probability
ρ, which controls the probability for a peer P to actually forward a message to
its r random neighbors. The base case, ρ = 100%, produces fewer false negatives
but more false positives; lower values of ρ have the opposite effect.

Obviously, if n + r > 1, the peers are organized in graphs instead of trees.
We can also observe that, if we set n = 1, r = 0 and we define Sim(I1, I2) = 1 if
I1 ⊇ I2 and Sim(I1, I2) = 0 otherwise, peers are organized using a containment-
based metric similarly to the topology of Section 3.

The organization of peers in graphs rather than trees benefits from several
advantages. It has better connectivity and is hence more resilient to failures and
frequent arrivals or departures. Also, it has better flexibility and offers higher
scalability since the traffic load is more evenly distributed amongst the peers.
Finally, this model can be applied to any subscription languages and consumer
workloads even if the subscriptions share little or no containment relationships.

5 Performance Evaluation

To test the effectiveness of our publish/subscribe system, we have conducted
simulations using real-life document types and large numbers of peers. We pro-
pose an evaluation of our system when using both the containment and similarity
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metrics presented earlier. We are mostly interested in studying the routing pro-
cess in the system. Indeed, we have seen that the cost for its extreme simplicity is
that it induces a certain inaccuracy in terms of false positives and negatives but
that an efficient topology enables to minimize their occurrence. In this evalua-
tion, we quantify the accuracy of our system experimentally. In-depth evaluation
of other aspects of our system is available in [12].

Peers in our system register their interests using the standard XPath lan-
guage to specify complex, tree-structured subscriptions. Documents are XML
documents. To evaluate our system when using the similarity metric, we have
implemented a proximity metric for XML documents and XPath subscriptions.
Because of space limitations, the metric is not detailed in this paper (a descrip-
tion can be found in [12]).

Containment Metric. We first focus on the system when peers are organized
in a containment hierarchy according to the proximity metric fc. We have seen
that this topology enables to suppress all occurrences of false negatives. As a
consequence, we aim at quantifying experimentally the number of false positives
generated by the routing process in the system. For that purpose, we proceeded
as follows. We first simulated networks of different sizes, with each version of
the join algorithm presented in section 3, by sequentially adding peers with
randomly-generated subscription (we used a reorganization rate of 10% for the
join version with periodic reorganization). We then routed 1, 000 random doc-
uments by injecting them at the root node.1 For each document, we computed
the false positives ratio as the percentage of peers in the system that received a
message that did not match its interests. The results, shown in Figure 3, were
obtained by taking the average of 1, 000 executions.

We observe that the average false positives ratio remains small, typically less
than 10% in most cases, and decreases exponentially with the size of the con-
sumer population. This is due to the efficiency of the tree topology. By organizing
peers based on their interests, documents are filtered out as soon as they reach
the boundary of the community of interested consumers. The efficiency of the tree
topology improves with the size of the consumer population because of the in-
creasing number of containment relationships shared between the peers. Besides,
we computed that on average, and independently of the consumer population,
the percentage of uninterested peers in the system is 75%, which illustrates the
benefits of our routing protocol over a broadcast. Unsurprisingly, join algorithms
that reorganize the peers more frequently produce network topologies that have
a lower false positives ratio. As explained in section 3, this is directly related to
the number of reorganizations that are performed by each algorithm. However,
the differences are very small and the benefits of the slight increase in accuracy
may not justify the additional overhead of the reorganization process.

Similarity Metric. We now study the accuracy of the system when peers are
organized in a graph according to the proximity metric fs based on subscrip-
1 Note that the number of false positives would not be affected when injecting the

messages at another node than the root.



Semantic Peer-to-Peer Overlays for Publish/Subscribe Networks 1203

0

5

10

15

20

20000 40000 60000 80000 100000

A
vg

. f
al

se
 p

os
iti

ve
 r

at
io

 (
%

)

Peers population

Join with reorganization
Join without reorganization

Join with periodic reorganization

Fig. 3. False positives ratio for networks
of different sizes.

0

5

10

15

20

25

30

5000 10000 15000 20000

22.3

2.5

14.0

5.3

R
at

io
 (

%
)

Peers population

FP (n=5,ρ=100)
FN (n=5,ρ=100)

FP (n=5,ρ=50)
FN (n=5,ρ=50)

Fig. 4. False positives and false negatives
ratios for networks of different sizes.

tion similarities. Since this topology does not prevent the occurrence of false
negatives, we are interesting in quantifying the accuracy of our system both in
terms of false positives and false negatives. For that purpose, we proceeded as
in the case of the metric based on containment. We first generated networks of
different sizes, using a value of n = 5 for the number of proximity neighbors and
r = 1 for the number of random neighbors. We then injected random documents
and quantified the routing accuracy. We measured the false positives ratio as the
percentage of the peers in the system that received a message that did not match
their interests, and the false negatives ratio as the percentage of peers interested
in a message that did not receive it. We experimented with random neighbor
forwarding probabilities ρ of 100% and 50%. Results are shown in Figure 4.

We first observe that the average false negatives ratio remains small, typ-
ically less than 5%, which shows that on average, for a given document, only
a small fraction of the population of interested consumers does not receive it.
The false positives ratio, while significantly higher, still remains at reasonable
values, typically around 25%. We also remark that, as expected, a lower value
of the parameter ρ favors the false positives ratio over the false negatives ratio.
For a value of ρ = 50%, the false positives ratio improves significantly (14% for
20, 000 peers), at the cost of a slight increase of the false negatives ratio (5%
for 20, 000 peers). Finally, all performance metrics decrease with the size of the
consumer population, which shows that the routing accuracy globally improves
with the consumer population. This can be explained by the fact that, in larger
populations, peers are able to find better neighbors according to the proximity
metric fs and hence reduce the occurrence of false positives and false negatives.

6 Conclusion

We have designed a novel publish/subscribe system, based on the peer-to-peer
paradigm, that specifically address some of the limitations of existing systems. In
particular, our network does not rely on a dedicated network of content routers,
nor on complex filtering and forwarding algorithms: it features an extremely
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simple routing process that requires almost no resources and no routing state to
be maintained at the peers. The price to pay for this simplicity is that routing
may not be perfectly accurate, in the sense that some peers may receive some
messages that do not match their interests (false positives), or fail to receive rel-
evant messages (false negatives). By organizing the peers according to adequate
proximity metrics, one can limit the scope of this problem. We have proposed a
containment-based proximity metric that allows us to build a bandwidth-efficient
network topology that produces no false negatives and very few false positives.
We have also developed a proximity metric based on subscription similarities
that yields a more solid graph structure with negligible false negatives ratios
and very few false positives. As part of our ongoing research, we are studying
refinements of our proximity metrics that take into account additional factors
such as physical proximity or link bandwidth, in order to minimize latency and
maximize throughput.
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