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Abstract. Due to the development of high performance portable applications 
associated to the high-density integration allowed by deep submicron processes, 
circuit optimization under delay constraints has emerged as a critical issue for 
VLSI designers. The objective of this work is to avoid the use of random 
mathematical methods (very CPU time expensive), by defining simple, fast and 
deterministic indicators allowing easy and fast implementation of circuits at the 
required speed. We propose to extend the method of equal sensitivity, previ-
ously developed for combinatorial paths [1], to circuit sizing in order to solve 
the circuit convergence branch problem. We propose a coefficient based ap-
proach to solve the divergence branch problem. Validation is given by compar-
ing with an industrial tool the performance of different benchmarks imple-
mented in a standard 180nm CMOS process. 

1   Introduction 

Delay bound determination and sizing under constraints for a complete circuit is one 
of the most difficult task to be achieved. A lot of solutions has been proposed for 
paths, but, because a circuit can be assimilated to overlapping paths, the resulting 
interdependence between delays and input capacitances of the different circuit paths 
imposes the solution of a NP complete problem [2].  

The only solution to optimize a circuit in an optimal or quasi-optimal way, consists 
in using mathematical approaches [3-6]. Unfortunately, these approaches are very 
CPU time expensive and are quickly limited by the circuit size. An another approach 
consists in evaluating and then in sizing the slowest path of the circuit [7]. This pro-
cedure is repeated until constraint satisfaction on all the paths. However, the path 
overlap requires many iterations. In this case, the convergence of the algorithm is not 
guaranteed and the risk of infinite loops is very high [8].  

To effectively reduce the number of loops, we extend, in this paper, the equal sen-
sitivity method defined on a path [1] to the sizing of all the circuit paths. To solve the 
path sizing problem two particular structures must be considered, the divergence and 
re-convergence branches. For that, we study these two structures in order to propose 
indicators allowing to define an accurate and deterministic circuit sizing methodology 
for reducing the number of optimization loops.  

In section 2, we define the delay bounds of a circuit. For that, we study the prob-
lem of re-convergences and determine, from an initial sizing, the most probable real 
critical path [9] to get an abstraction of the circuit delay performance. In section 3, we 
treat the transistor sizing problem under delay constraint. We study the problems 
induced by the divergence branches. Finally we apply and validate the proposed ap-
proach to full circuits before concluding in section 4.  
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2   Critical Path Evaluation: Convergence Problem 
Before sizing a circuit under delay constraint, it is necessary to be able to estimate the 
feasibility of its constraint. For that we define bounds from physical indicators.  

− For the maximum delay (TMAX), we set all transistors of the circuit at minimum 
size. This technique was already used to obtain a pseudo-maximum delay of a 
path.  

− For the minimum delay (TMIN), the problem is different, because this minimum 
delay depends on divergences and path overlaps: it is a NP complete problem.  

The problem is the determination of the critical path of the circuit (i.e. the path 
with the longest delay for a given sizing) and the value of its minimum delay. The 
lower delay bound of the circuit (TMIN) and the feasibility of circuit delay constraint 
are determined from the first path identified as a critical path. Thus, if this path is 
badly defined at the beginning, iterations are necessary. The most frequently used 
technique consists in determining the critical path starting from a minimum sizing but 
it presents an obvious lack of effectiveness. Indeed, this approach does not reflect the 
path ability to be sized.  

2.1   Critical Path Problem Illustration 

To illustrate this problem, let us consider three independent paths (path1, path2 and 
path3 described in Fig.1). For these paths, gate type and parasitic capacitances 
(CP units) of each node are given, inv, nrx and ndx for inverters, nor and nand x in-
puts, respectively. First we define the delay bounds.  

For the upper bound, a realistic approach consists in setting all transistors at the 
minimum size.  

For the lower bound, we apply the method of equal sensitivity previously devel-
oped for combinatorial paths [1]. So, for a path, the inferior delay bound is easily 
obtained by canceling the derivatives of the path delay with respect to the input ca-
pacitance of its gates. This results in a set of linked equations where the size of a gate 
depends on the sizes of its previous and next gates. Instead of solving this linked 
equations, we use an iterative approach starting from any local solution (equal to the 
local minimum on Fig.1) in order to save CPU time. With this approach, we reach 
quickly the minimum delay. The evolution of these iterations is illustrated in Fig.1.  

We can compare the minimum and maximum delays of these paths. The curves of 
Fig.1 represent for each path, the delay versus area with an implementation at mini-
mum area (TMAX) and an implementation at global minimum (TMIN). In this figure, 
each point represents an iteration, starting from the 1st iteration for the local solution, 
to the last iteration for the delay min.  

In Fig.1, we note that for the implementation at minimum area, the critical path of 
the circuit (the slowest path) is path1. This path must represent the circuit perform-
ance when it is implemented at minimum size, i.e. the value of the minimum delay, 
TMIN1, for the circuit.  

However if we compare the delay evolution with minimum sizing of the other 
paths, we can note that path2 limits the delay performance of the circuit because 
parth1 is faster.  
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Fig. 1. Design space exploration for three paths of a circuit 

Thus, to extract the critical path of a circuit, the implementation at minimum area 
is not sufficient, because a defined critical path (path1) can have better delay per-
formances than a defined sub-critical path. Only the global implementation allows to 
exactly evaluate the circuit critical path: this is not easy to realize because an exhaus-
tive research is CPU time expensive.  

To avoid these problems, we propose to use a circuit implementation at local 
minimum. As we can verify in Fig.1, an evaluation at local minimum also allows to 
have a good idea of the path delay performances.  

Tab.1 gives the delay values obtained for path1, path2 and path3 with implementa-
tions at minimum area, at local minimum and finally at global minimum (the exact 
technique). For each implementation, the critical path is represented by a gray box. 
The implementation at local minimum limits the risk of error in the determination of 
the critical path and gives a satisfactory solution.  

Table 1. Critical path identification for different implementations 

 

In the following, we define an approach, allowing to evaluate the minimum delay 
bound of a circuit, by using a path classification obtained with an implementation at 
local minimum.  

2.2   Local Minimum Definition 

The definition of a local minimum for a circuit requires to define sizing rules taking 
into account re-convergences.  

For a simplified delay model [10], based on the transition time of a gate, the local 
minimum of an array of two gates (Fig.2) is obtained by sizing the input capacitance 
of each gate, following:  
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(1) 

where Sk represents the current possibilities of the gate K, CL the load of this gate and 
CREF a reference capacitance value, defined from the minimum value available in the 
process.  

 

Fig. 2. A cell with two gates 

To generalize this approach to a circuit, it is necessary to manage the re-
convergence sizing, in order to obtain a correct local minimum evaluation.  

To formalize the input capacitance of a re-convergent gate, we consider in Fig.3, a 
reconvergence of N gates.  

 

Fig. 3. A generic re-convergence 

Considering (1) it is obvious that the sizing of the re-convergent gate must be de-
fined with respect to the slowest preceding gate:  

 
(2) 

This CINx value allows to determine the maximum value of the input capacitance of 
the re-convergent gate, with no slowing down of the delay of the gates of the k-1 row.  

2.3   Validation 

We validate this critical path search approach by implementing at minimum global, 
minimum local and minimum sizing the circuit represented in Fig.4.  

For this circuit, gate type and parasitic capacitances (CP units) of each node are 
given, inv, nrx and ndx for inverters, nor and nand x inputs, respectively.  

In order to determine the exact critical path for an implementation at global mini-
mum, we apply an exhaustive research by sizing each path of the circuit (ini → OUT) at 
global minimum. For each case, the re-convergence branches not belonging to the 
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path under study will be also sized at delay global minimum. Tab.2 compares the 
delays obtained according to the selected path (ini → OUT sized at global minimum) 
and according to the sensitized input of convergence branch (ini). For each path, we 
also give the sum of circuit transistor sizes (∑W) in µm.  

 

Fig. 4. Combinatorial circuit with re-convergence branches 

Table 2. Exhaustive research of critical path for an implementation at global minimum 

 

For each path, the critical delay is obtained when the convergence branch input, 
in2, is sensitized (gray box in the table). The critical delay of the circuit is the lowest 
path critical delay: it is the delay lower bound of the circuit. As a result, the exact 
critical path of the circuit is the path in2 → OUT. It exhibits the lowest sizing sensitiv-
ity.  

Tab.3 compares the approach with an implementation at minimum sizing and the 
approach with an implementation at local minimum, together with the delay and area 
(ΣW). It gives the critical delay and path (gray box) of these implementations.  

Table 3. Delay and area comparison for different implementations 

 

The critical path obtained for an implementation at global minimum (Tab.2), 
shows that the implementation at minimum sizing does not give the good critical path. 
On the other hand, the implementation at local minimum gives the same critical path 
as the approach with an implementation at global minimum.  

After determination of the critical path, the next step consists in sizing the circuit to 
respect a delay constraint. For that, it is essential to take into account and to manage 
divergence branches.  
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3   Sizing Under Constraint: Divergence Problem 
The sizing under constraint of a path with divergence branches can involve loop prob-
lems in the sizing algorithm. Indeed, the re-sizing of a gate with a size modified at a 
preceding iteration can strongly increase the CPU time and put the algorithm in fail-
ure. So, to solve this problem, for the path under optimization, it is essential to fix the 
input capacitance size of each divergence branch. The proposed approach consists in 
evaluating these input capacitance sizes by using an analytically calculated coeffi-
cient.  

3.1   Description of the Approach with Coefficient 

The proposed technique consists in determining a γ coefficient for each input of di-
vergence branch of the critical path. This coefficient allows to calculate and to fix the 
input capacitance of each divergence branch. Let us detail the principle of this ap-
proach with the circuit of Fig.5.  

 

Fig. 5. Illustration of the approach with divergence coefficient 

In Fig.5, the critical path is represented in bold and it has a divergence branch 
(Branch2). To fix the input capacitance of the divergence branch, we use a γ coeffi-
cient defined by the ratio of the input capacitance of the divergence branch (Branch2) 
to the input capacitance of the critical path gate of Branch1: γ = CIN1,2/CIN1,1. Then 
path sizing is processed backward from the path output to the path input. As an exam-
ple, the load seen by the gate located at row 4 (CL4) is then CL4=CIN1,1.(1+ γ). This 
approach allows to size easily the circuit. Let us define, and evaluate now, the coeffi-
cients of divergence branches.  

3.2   Coefficient Definition and Evaluation 

Circuit sizing problems are due to the circuit complexity and the significant number 
of unknown parameters. To calculate divergence coefficient, instead of using slow 
and blind mathematical approaches, we propose to define a simple indicator γ. To 
determine the value of the γ coefficient, let us consider the circuit of Fig.6.  

 
Fig. 6. Circuit with a critical path and its divergence branch 
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The objective is to extract a metric to obtain a ratio between the input capacitances 
of gate1,2 and gate1,1. At this level, any sizing information exists. So, some assump-
tions are made. 

− Initially, on the critical path, each gate is sized at a reference value, CREF, equal to 
the minimum size allowed by the process or the library. 

− To reduce the CPU time, to obtain a fast evaluation of the path delays and to pro-
pose a simple heuristic, we use a first order delay model [10], based on the gate 
transition time, as  

 
(3) 

where, τST is a time unit that characterizes the process, SHL,LH, SHL,LH represent the 
symmetry factor of the falling, rising edges. CL, and CIN represent, respectively, the 
output load including the cell parasitic capacitance and the gate input capacitance.  

The principle of the proposed approach is to equalize the propagation delay of the 
two branches of the circuit of Fig.6, in order to impose the reduced delay value of the 
critical path branch, ΘC, on the divergence branch. The propagation delay of the criti-
cal path branch (Branch1) is equal to  

 
(4) 

where CPi,1 +CINi+1,1 = CLi,1 is the output capacitance of the Gatei,1 of Branch1.  
Now we apply this delay constraint, ΘC, on the divergence branch (Branch2). The 

goal is to size the gates of Branch2 to obtain the value of the input capacitance of the 
divergence branch (CIN1,2), and then the value of the γ coefficient. Consequently, we 
cannot apply the constant sensitivity method, because with this method the input ca-
pacitance of the branch is fixed [1] in order to have a convex delay function. So, to 
obtain an approximate but fast sizing, we use the heuristic approach of [11].  

We apply the equal repartition of delays on Branch2 and we obtain the analytical 
expression of the γ coefficient (γ =CIN1,2/CIN1,1) to apply the input gate of each diver-
gence branch.  

 

(5) 

Now we compare this analytical coefficient to an experimental optimal coefficient.  

3.3   Coefficient Validation 

We validate the analytical expression allowing to calculate the γ coefficient (5), by 
comparison with an optimal coefficient, experimentally determined on two simple 
circuits. These circuits represent the two configurations of divergence branches: 

− balanced divergences: divergence branches with same topology (circuit test1). 
− unbalanced divergences: divergence branches with different characteristics (circuit 

test 2).  
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Fig.7 presents the characteristics of the two test circuits. Ldepth represents the path 
logical depth, i.e. the number of gates in each path. Gate1 is the input gate type of 
path under study and θMAX  is the propagation delay for an implementation at mini-
mum area (WMIN).  

 
Fig. 7. Principal characteristics of the two test circuits 

First we validate the approach on circuit Test1 (balanced divergence branches) and 
then on circuit Test2 (unbalanced divergence branches).  

a) Validation on Balanced Divergence Branches (Circuit Test1) 
Circuit test1, presented on Fig.7, allows to check that the computed value of the γ 
coefficient (5) is not under evaluated and is equivalent to its experimental value.  

For that, Tab.4 shows the area evolution ( ΣCIN) of circuit Test1 for different delay 
constraints (ΘC) and for different values of the γ coefficient. The γ experimental coef-

ficient allowing to reach the delay constraint at minimum area cost is γ=0,43.  

Table 4. Experimental results for different γ coefficients on the circuit Test1 

 

We can note that the computed γ value is equivalent to the experimental value. 
Now let us validate this approach on a circuit unbalanced divergence branches.  

b) Validation on Unbalanced Divergence Branches (Circuit Test2) 
We apply the same procedure on the circuit Test2 presented in Fig.7. We want to 
check that the computed value of γ coefficient (5) is not overestimated and is equiva-
lent to its experimental value.  

In Tab.5, we can see the area evolution ( ΣCIN) of circuit Test2 for different delay 
constraints (ΘC) and for different values of the γ coefficient.  
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Table 5. Experimental results for different γ coefficients on circuit Test2 

 

The γ experimental coefficient allowing to reach the delay constraint at minimum 
area cost is γ =0,09. So, the γ computed coefficient is quite equivalent to its experi-
mental value. We also note that the approach with computed γ coefficient request an 
area (ΣCIN) slightly higher than the experimental approach.  

After validation of the γ coefficient calculated by an analytical expression, we now 
compare this approach to that of an industrial tool (AMPS).  

3.4   Comparison with AMPS 

In order to check the effectiveness of the coefficient based approach, we compare this 
approach to an implementation given by an industrial physical synthesis tool (AMPS 
tool from Synopsys company). We have just seen on the two previous circuits (circuit 
Test1 and circuit Test2) that the approach with coefficient gives satisfying results. 
These two circuits, with a critical path and a divergence branch, have allowed to ap-
ply the sizing protocol on simple examples. Thus, comparison with AMPS will be 
applied on a circuit with several divergence branches (balanced and unbalanced di-
vergence branches); we used the circuit Test3, illustrated in Fig.8. This circuit is con-
stituted of a critical path (in bold) with the a, b, c and d sub-circuits and three diver-
gence branches (E, F and G). Each sub-circuit is represented by a box with its gate 
number. gin indicates the input gate type of sub-circuit.  

 
Fig. 8. Circuit Test 3 

So, circuit Test3 is a mixture of the two previous test circuits (balanced and unbal-
anced divergences). This circuit is used to evaluate the effectiveness of the approach 
with coefficient on an example with multi-divergence branches. Contrary to the two 
preceding circuits (Fig.7), it is very difficult to obtain an experimental coefficient on a 
general circuit, due to problems of CPU time. Thus circuit Test3 may give evidence 
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of the interest in using the coefficient based approach. For illustration, we compare in 
Tab.6 the γ coefficients calculated using the approach with coefficient (5), for each 
divergence branches (E, F and G) of the circuit Test3.  

Table 6. γ coefficients for divergence branches of circuit Test3 

 

The curves of Fig.9. represent the delay evolution versus the area (ΣWi), for the 
circuit test3, using the approach with coefficient and the tool AMPS. These results are 
obtained with Hspice for a standard 0,18µm process.  

On Fig.9, we can note that the implementation obtained by the approach with coef-
ficient, gives better results than AMPS, at once for the evaluation of the minimum 
delay and for area saving under delay constraint. We noticed that the proposed ap-
proach enable to reach the best results.  

 

Fig. 9. Space design exploration for the circuit test 3 with AMPS 

4   Conclusion 

In this paper, we have presented an indicator based solution for circuit sizing under 
delay constraint. We have given solutions to the sizing of re-convergence (determina-
tion of delay bounds) and divergence branches (sizing under delay constraint).  

We have defined a methodology in which we firstly propose to determine the cir-
cuit delay bounds from critical path search (the path with the worst sizing sensitivity). 
Then we have demonstrated that an implementation at minimum area does not reflect 
the real performances of a circuit, and proposed an implementation at local minimum 
to obtain a better idea of the circuit performance and a robust path classification. To 
determine this local minimum, that defines the circuit performance, we have proposed 
and validated an approach allowing to manage the re-convergence branches.  

In the second time, for an achievable constraint, we have proposed a complete cir-
cuit sizing solution. Highlighting the divergence branch problem, this solution allows 
to fix the size of the input capacitances of divergence branches in a deterministic way, 
allowing to avoid iterations.  

This circuit sizing protocol is under implementation for validation on ISCAS 
benchmarks.  
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