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Abstract. Multi-hop wireless networks (such as ad-hoc or sensor msyaon-
sist of sets of mobile nodes without the support of a pretiegdixed infrastruc-
ture. For the purpose of scalability, ad-hoc and sensorar&simay both need to
be organized into clusters and require some protocols forpecommon global
communication patterns and particularly for broadcasting broadcasting task,
a source node needs to send the same message to all the neldesatwork.
Some desirable properties of a scalable broadcasting argyeand bandwidth
efficiency,i.e., message retransmissions should be minimized. In thisrpage
propose to take advantage of the characteristics of a prevlustered structure
to extend it to an efficient and scalable broadcasting stractn this way, we
build only one structure for both operations (organizing broadcasting) by ap-
plying a distributed clustering algorithm. Our broadcagtimprove the number
of retransmissions as compared to existing solutions.

keywords: multi-hop wireless networks, self-organization, brcasting.

1 Introduction

Multi-hop wireless networks (such as ad-hoc or sensor nésyaonsist of sets of
mobile wireless nodes without the support of a pre-exidtixed infrastructure. They
offer unique benefits for certain environments and appticatas they can be quickly
deployed. Each node acts as a router and may arbitrary appe&anish. Protocols
must adapt to frequent changes of the network topology. édftetworks and sensor
networks are instances of multi-hop wireless networks.diiac networks, nodes are
independent and may move at any time at different speedenisos networks, nodes
are more static and collect data they have to forward to fpecdes. For the purpose
of scalability, ad-hoc and sensor networks may both neecdetorbanized into clus-
ters and require some protocols to perform common globahwonication patterns as
for broadcasting. An organization is needed to allow théadléty in terms of num-
ber of nodes or/and node density without generating too ntmadfic (for routing, for
instance) neither too much information to store. A commdutgm is to adapt a hier-
archical organization by grouping nodes into clusters and them to a leader. Such
an organization may allow the application of different ingtschemes in and between
clusters. In a broadcasting task, a source node needs toheesaime message to all the
nodes in the network. Such a functionality is needed, fongxta, when some queries
about the measures (in sensor networks) or a node locatiad(hoc networks) need



to be disseminated over the whole network or within a clu@evadcasting in a clus-
ter may also be useful for synchronizing nodes. The desirpfperties of a scalable
broadcasting are reachability, energy and bandwidth effagi.

In this paper, we propose to take advantage of the charstiterof our previous
wireless network clustered structure [9] to extend it to ficient and scalable broad-
casting structure. In this way, we build only one structweboth operations (orga-
nizing and broadcasting) by applying a distributed clustealgorithm. The resulting
broadcasting, analyzed and compared to some other exjgiitgcols, saves more re-
transmissions. The remainder of this paper is organizedlsvs. Section 2 presents
some previous broadcasting solutions. Section 3 sumnsaoe previous work and
highlights some characteristics of our cluster organiratihich might be useful for
a broadcasting task. Section 4 presents the way we extendusier structure into a
broadcasting structure and details our broadcasting seh@ettion 5 compares several
broadcasting schemes by simulation and presents thegeBinally, we conclude in
Section 6 by discussing possible future areas of inveabigat

2 Broadcasting in multi-hop wireless networks

The desirable properties of a scalable broadcasting achabdity, energy and band-
width efficiency. Indeed, as in a wireless environment, aenadstes energy when
transmitting as well as receiving a packet, the number sansmissions and recep-
tions should be minimized. In this paper, we only considéabdity at the network
layer,i.e., a broadcasting scheme is said reliable if every node cdedéc the source
receives a broadcast packet in a collision free environnhetthis section, we focus on
the solutions proposed in the literature for network layerabicasting schemes which
are based on dominating set and use omni-directional aatenn

The easiest way to broadcast a message over a network isirldeflobding,i.e.,
each node re-emits the message upon first reception of iioQdly, this causes many
collisions and wastes bandwidth and energy. Thereforebtimadcasting technique can
not be envisaged over large scale or very dense networks.glve birth to more in-
telligent broadcasting protocols which try to minimize tihe@nber of retransmissions
by selecting a subset of nodes allowed to forward a messdge.slibset is called a
dominating set. To obtain a reliable broadcasting schemh @ode in the network
should be either in the dominating set (and is called anrialerode) or neighboring at
least one node in the dominating set. The main challengefiada connected domi-
nating set which minimizes the number of these transmitiereell as the number of
copies of a same message received by a node. I. Stojemovik sva[15] classify the
broadcasting schemes according to the kind of dominatintheg use: cluster-based,
source-dependent dominating set and source-indepenadi@imating set schemes. All
of them provide a reliable broadcasting task with a relevaimbber of retransmissions
saved, compared to the blind flooding.

In oldest solutions, cluster-based, [3,5,8], the ideaas ¢very node which has the
lowest Id or the highest degree (Linked Cluster ArchitegtU€CA protocol) in its1-
neighborhood becomes a cluster-head. If a non-clustat-hede can hear more than
one cluster-head among its neighbors, it becomes a gatéivaylominating set is thus



composed of both the cluster-heads and the gateways. Freomie optimizations have
been proposed to localize the maintenance process andtaeoithain reaction which
can occur in case of node mobility [4] or to limit the numbegateways [17].

In solutions based on source-dependent dominating sed][#tfe sending nodes
select adjacent nodes that should relay the message. Thé redtys of a node: is
chosen to be minimal and such that e@shop neighbor of node has at least one
neighbor among the relays of Methods differ in details on how a node determines its
forwarding list. The most popular of them is the one basedhenMulti-Point Relay
(MPR) of OLSR [13]. In OLSR, the MPR are also used for propaggthe routing
information. This kind of structure has thus a double use too

In solutions based on source-independent dominatingteeget of internal nodes
is independent of the source node. This is the case of oupabpMany solutions
have been proposed. A simple and efficient algorithm, the iNe&jhbors Elimination
Based Schemé¢14,16], introduces the notion @ftermediatenodes. Noded is inter-
mediatef at least two of its neighbors are not direct neighbors. Betection rules are
then introduced to reduce the number of transmitter nodesn i, several solutions
have thus been derived [2,14].

3 Previous work and main objectives

In this section, we summarize our previous clustering warkvbiich our broadcasting
scheme proposition relies. Only basis and features whiehedevant for broadcasting
are mentioned here. For more details or other characteristiour clustering heuristic,
please refer to [9,10,11]. For the sake of simplicity, |&t'st introduce some notations.
We classically model a multi-hop wireless network, by a grép= (V, E') whereV'

is the set of mobile node$l(| = n) ande = (u,v) € E represents a bidirectional
wireless link between a pair of nodesandv if and only if they are within commu-
nication range of each other. We natéu) the cluster owning the node and H(u)
the cluster-head of this cluster. We ndtg(u) the set of nodes with which shares a
bidirectional link.d(u) = |I'1 (u)] is the degree of..

Our objectives for introducing our clustering algorithmrevenotivated by the fact
that in a wireless environment, the less information exglednor stored, the better.
First, we want a cluster organization suitable for largdesaaulti-hop networksi.e.,
non-overlapping clusters not restricted to a given fixedusidiameter but with a flex-
ible radius The clustering schemes mentioned in Section 2 have a rafliysro[1,6]
the radius is set a priojiand able to adapt to the different topologies. Second, we wa
the nodes to be able to compute the heuristic from local mé&tion, only using their
2-neighborhoodin [1], if the cluster radius is set td, the nodes need to gather infor-
mation up tad hops away before taking any decisid¢inally, we desire an organization
robust and stable over node mobilityg., that we do not need to re-compute for each
single change in the topology. Therefore, we introduce a ma#ric calleddensity
The notion of density characterizes the "relative” impodaof a node in the network
and within its neighborhood. The underlying idea is thas thik density (notegh(u))
should smooth local changes downlin(u) by considering the ratio between the num-
ber of links and the number of nodesiih(u).



Definition 1 (density).
The density of a node € V is p(u) = L=<l | we{%}(f)ﬂ (u) and vel ()}

On a regular basis, each node locally computes its dendiiyg \and regularly lo-
cally broadcasts it to it§-neighbors €.g, usingHel | o packets). Each node is thus
able to compare its density value to itseighbors’ and decides by itself whether it
joins one of them (the one with the highest density value) wins and elects itself as
cluster-head. In case of ties, the node with the lowest Iéwmthis way, two neighbors
can not be both cluster-heads. If nadkas joined node), we say thatv is nodeu par-
ent in the clustering tree (notddu) = w) and that node is a child of nodev (noted
u € Ch(w)). A node’s parent can also have joined another node and sA oluster
then extends itself until it reaches another cluster. Thstel-head is the node which
has elected itself. If none of the nodes has joined a no@& (u) = 0), w becomes a
leaf. Thus, in this way, as every node chooses itself a pamong itsl-neighbors, a
cluster can also be seen as a directed tree which root isubechead. When building
clusters, we then also build a spanning forest composed ofaay directed acyclic
graphs (DAG) as clusters.

3.1 Some characteristics of this clustering algorithm

This algorithm stabilizes when every node knowscitsrect cluster-head value. It has
been proved by theory and simulations to self-stabilizéwian expected low, constant
and bounded time [11]. It has also been proved that a clhstad-is aware of an infor-
mation sent by any node of its cluster in a low, constant anshtled time. The number
of clusters built by this heuristic has been showed analiffiand by simulations to
tend toward a low and constant asymptote when the numberddsio the network
increases. Moreover, compared to other clustering schamP®R [12] or Max-mind
cluster [1], our cluster organization has revealed to beanstable over node mobility
and arrivals and to offer better behaviors over non-uniftypologies (see [9]). Other
interesting features for broadcasting obtained by sinaratare gathered in Table 1.
They are commented in Section 3.2.

500 node00 nodes700 node800 node®00 nodesl 000 nodes

# clusters/trees 11.76 11.51 11.45 11.32 11.02 10.80
DiameterD(C) 4.99 5.52 55 5.65 6.34 6.1
Cluster-head eccentricity | 3.01 3.09 3.37 3.17 3.19 3.23
Tree depth 3.27 3.34 3.33 3.34 3.43 3.51
% leaves 73,48% | 74,96% | 76,14% | 76,81% | 77,71% | 78,23%

Non-leaves'degree(in trees) 3.82 3.99 4.19 4.36 451 4.62
Voronoi: Euclidean distan¢e84.17% | 84.52% | 84.00% | 83.97% | 83.82% | 83.70%
Voronoi: # of hops 85.43% | 84.55% | 84.15% | 83.80% | 83.75% | 83.34%

Table 1. Some clusters and clustering trees characteristics.
3.2 Objectives

As explained earlier, our clustering heuristic leads atstn@e time to the formation of
a spanning forest. We thus propose to use thelssstering trees” as a basis for the



broadcasting task. This broadcasting scheme is dominaétigased where the non-
leaf nodes (internal nodes) belong to the dominating setm&ationed in Table 1,
a great proportion of nodes (about 75%) are actually leahesefore a broadcasting
scheme based on this dominating set is expected to save taagsmissions. As the
clustering treeform a spanning forest, the set of trees actually is a donnigaet of
the network but is not a connected dominating set as the éreemdependent. So, to
perform a reliable broadcasting task in the whole networ,nged to connect these
trees by electing some gateways. Our gateway selectiorsisiled in Section 4.

As already mentioned, each node only needs to kno@+iitsighborhood to choose
its parents, and to know whether it has been chosen as paremicbof its neighbors
oritis a leaf. Thus, the forwarding decision of a non-gatewade is based on local
state information. Only the gateway selection can be gedliif quasi-local (according
to the classification of [17]) as only few nodes need infoioratip to4 hops away
(tree depth). Thus, our broadcasting scheme does not iredhigd costly maintenance.
We propose to use this structure not only to perform a tiawkti broadcasting in the
whole network but also for broadcasting in a cluster onlyisThind of task might be
interesting for clustered architectures when, for instaacluster-head needs to spread
information only in its cluster like in sensor networks, fostance, where the base
station may need to update devices or spread a query over Tirereccentricity of a
node is the greater distance in number of hops between @ésdlainy other node in its
cluster. We can see in Table 1 that the tree depth is prettalmhclose to the optimal
we could expect which is the cluster-head eccentricitysiesents a good property
for performing a broadcasting within our clusters. Indewhe node is really far away
from its cluster-head and can expect to receive quickly &rimation it would spread.
Moreover, we computed the proportion of points closer tdrtbleister-head than any
other one in Euclidean distance (Moronoi: Euclidean distdan Table 1) and in number
of hops (Voronoi: # of hops in Table 1). Results show that gdgrart of nodes (more
than83%) lays in the Voronoi cell of their cluster-head whatever finecess intensity.
This characteristic is useful in terms of broadcasting iefficy as if the cluster-heads
need to spread information over their own cluster, if moghefnodes are closer to the
one which sends the information, we save bandwidth, enardyadency.

4 Our contribution

In this section, we first propose an algorithm for the gateselgction, then we detail
the two kinds of broadcasting: within a cluster and in the leheetwork.

4.1 Gateway selection

A gateway between two neighboring clustété:) and C(v) actually is a pair of
nodes(z, y) notedGateway(C(u),C(v)) = (x, y) such thatr € C(u), y € C(v)
andz € Ii(y). In such a pair, we will say that node is the gateway node
and that nodey is the mirror-gateway node of the gateway.(lfu) and C(v) are
two neighboring clusters, we note the gatew@yteway(C(u),C(v)) = (x =
GW(C(u),C(v)), y = GWm(C(u),C(v))), whereGW (C(u),C(v)) is the gateway



node and=Wm(C(u),C(v)) is the mirror-gateway node. Note th@iV (C(u),C(v)) €
C(u) andGWm(C(u),C(v)) € C(v).

To select a gateway between two clusters, we thus need tedgfiair of nodes. Our
selection algorithm runs in two steps. The first step allomahefrontier node to locally
choose its "mirror(s)” in the neighboring cluster(s). Wl eanodeu a frontier node if
at least one of its neighbors does not belong to the sameschirsinu. A frontier node
and its mirror then form an eligible pair. The second stepctslthe most appropriate
pair as the gateway. The algorithm tries to promote the seteof the nodes which
already are internal nodes in order to minimize the size ®tlibminating set.

Mirror node selection. As seen in Section 3, as the density-based clustering #igori
uses the node Id as the last decision criterion, every moahéght be aware in an ex-
pected bounded and low time, whether it exists among itshieigs a node» which
does not belong to the same cluster thanf so, nodeu is a frontier node and so is
a possible gateway node fGuteway(C(u),C(v)). Each frontier node: then selects
its mirror nodeamonyg its neighbors which do not belongt@.). To do sou first se-
lects the non-leaf nodese., the internal nodes/transmitters in every case and chooses
among them the node with the highest density value. If eveden € Iy (u) such that
C(u) # C(v) is a leaf,u chooses the node with the lowest degree in order to limit the
receptions induced by an emission of the mirror. In caseesf the lowest Id decides.
If u is a frontier node of the clustéX(v) (C(v) # C(u)), we notem(u, C(v)) the mirror
chosen byt in C(v). Note that if a node: is a frontier node for several clusters, it has
to select a mirror for each cluster.

Algorithm 1 Mirror selection

For each frontier nodew, i.e., 3v € I'1(u) s.t. C(v) # C(u)
For each clusterC for which w is a frontier node: C # C(u) and3v € I'1 (u)NC.
SelectS the set of nodes such thét= C N I (u) N {v | Ch(v) # 0}.
> u first selects the set of the non-leaf nodes as they are trétesmin every case.
if (S # 0) then SelectS’ the set of nodes such thét = {v | v = mazwesp(w)}.
> u collects internal nodes with the highest density in ordgpramote stability.
elsex All the possibly mirrors of: are leaves.
S = {C N F1(u)}
SelectS’ the set of nodes such thét = {v |v = minwesd(w)}.
> u collects the leaves with the lowest degree in order to mizérttie receptions
induced by the addition of this node in the dominating set.
end
if (3" = {v}) thenm(u,C) = v.
> There are no tiesS’ contains only one node: the mirror af
elsem(u,C) = v such thatfd(v) = min,cg Id(w).
> There are tiesu elects the node with the lowest Id.
end

Gateway selection. Once each frontier node has chosen isirror, we
have to choose the most appropriate pair as gateway. Once tewaya
node u is elected asGW(C(u),C(x)), we have Gateway(C(u),C(v)) =
(GW (C(u),C(x)), mirror(GW (C(u),C(z)))). According to the taxonomy of [17],



this step is quasi-local unlike the first one which is lochle Gateways amirectedgate-
ways in the meaning that two clusters are linked by two gaye@ateway (C(u), C(v))
andGateway(C(v),C(u)) which may be different.

The gateway selection we propose is distributed a selection is performed at
every level in the tree and tries to limit useless receptlongavoring internal nodes.
Frontier nodes send to their parent the following informatitheir I1d, whether they are
leaves and whether they have a leaf as mirror. Each paresttsehe best candidate
among its children and sends the same information up to itsparent and so on, up
to reach the cluster-head. Thus, the selection is senritiigtd as every internal node
eliminates some candidates. In this way, only small siz&etacare forwarded from
the frontier nodes to the cluster-head. As mentioned ineféabthe mean degree of all
the internal nodes (cluster-head included) is small angtemn whatever the number of
nodes, which induce a small and bounded number of messagastatevel which is
also bounded by a low constant [11].

500node500nodes700node300node®00nodesl000node)
#clusters 11.93 | 11.64 | 11.36 | 11.30 | 11.14 10.72
#gw selected per cluster 5.86 6.02 6.16 6.20 6.22 6.26
#gw used per cluster 1.76 1.74 1.73 1.76 1.68 1.66

Table 2. Number of gateways selected and used per cluster for a ghwbaticasting
initiated at a randomly-chosen source in function of thenstty process.

Let's express thatv is in the subtree rooted inv (noted v € s7(u))
if u is the parent of nodev or if the parent of nodev is in the subtree
rooted inu: {v € sT(u)NIi(u)} < {veCh(u)}or {vesT(unli(u)} <
{P(v) € sT (u)}.

The best candidate choice is performed as follows. For eat¢heoneighboring
clustersC(z) of its subtree, an internal nodeconsiders the sa of the candidate
nodes (frontier nodesyi{ = {v € s7 (u) | Jw € I'1(v) | C(w) # C(w)}). Then, it se-
lects among them the subgsgt C G of the internal nodes, still in order to limit the
number of transmitter nodes.@ is only composed of leaves, the selection is processed
among all candidates @¥. From thereu favors the nodes which mirror is a non-leaf
node, then it uses either the density value (if remaininglchtes are non-leaves) or
degree (otherwise) to decide. At the end, in case of tiesdide with the lowest Id is
elected as7W (C(u),C(x)). Note that, ifC(u) andC(v) are two neighboring clusters,
Gateway(C(u),C(v)) # Gateway(C(v),C(u)) in most cases.

Algorithm 2 Gateway selection

For each internal nodeu:
For each clusterC # C(u) for which Jv € s7 (u) which is a frontier node:
Gather the seff of candidate nodes? = {v € s7 (u)|3w € I (v) | C(w) = C}.
SelectG’ C G the set of nodes s.t.G' = G N {v|Ch(v) # 0}.
> u first selects the set of the non-leaf nodes as they are trétesmin every case.
if (G’ # () then
> There are non-leaf candidates will favor the ones with a non-leaf mirror and/or
the highest density.




SelectG” C G’ the set of nodes s&” = G’ N {v|Ch(m(v,C) # 0}.
if (G” # 0) then SelectFinalist C G” the set of nodes s.Finalist =
{vlp(v) = mazwecrp(w)} .
> Internal Node—Internal Node Gateway.
else Select Finalist C G” the set of nodes s.t.Finalist =
{vlp(v) = maz e p(w)} .
> Internal Node—Leaf Gateway.
end
else
> All candidates are leaves. will favor the ones with a non-leaf mirror and/or the
smallest degree.
SelectG” C G the set of nodes s&” = G N {v|Ch(m(v,C) # 0}.
if (G” # 0) then SelectFinalist C G” the set of nodes s.Finalist =
{0l6(v) = minyce 5(w)} .
> Leak—Internal Node Gateway.
else Select Finalist C G” the set of nodes s.t.Finalist =
{0l6(v) = min,ee8(w)}.
> Leak—Leaf Gateway.
end
end
if (Finalist = {v}) then Winner = v.
elseWinner = v|I1d(v) = minye Finatist [d(w).
> There are tiesu elects the node with the lowest Id.
end
if u = H(u) then Winner becomes the final gateway nodgtteway(C(u),C) =
(Winner, m(Winner,C)) elseSend théVinner identity tonF (u).
end

4.2 Broadcasting heuristic

We need to be able to perform three kinds of broadcastingtdskal (broadcast to
1-neighbors), clusters and global (broadcast to all the sigdthe network). Therefore,
we need the use of a broadcasting address in the gacket

When the broadcasting task is performed within a cluStes), the message is for-
warded upon first reception by all the non-leaf nodeg @f). When the broadcast-
ing task is performed in the whole network, all the non-leafl@s in the network
forward the message as well as the gateway and mirror-gateedes under some
conditions. As our gateways are directed, a gateway @&d&C(u),C(w)) forwards
the message only if it is coming from its own clust¥r:) and a mirror-gateway node
GWm(C(u),C(w)) forwards it only if it is coming from the cluste?(«) for which it
is a mirror. But a mirror-gateway nodeélVm(C(u), C(w)) forwards a message coming
from C(u) whatever the transmitter noded@{w) which is not necessarily the gateway
nodeGW (C(u), C(w)) for which it is a mirror.

Algorithm 3 Broadcasting algorithm

For all node u, upon reception of a broadcast packef’ coming from nodewv € I (u)
> Nodevw is the previous hop and not necessary the broadcast source.

! Such a broadcasting address is also used in IPv6.



if (u receivesP for the first time)
if global broadcasting
if (Ch(u) # () then Forward>u is an internal node.
else
if (C(u) = C(v) andu = GW (C(u),C(w))Vw € V) then Forward
> u is a gateway node anf is coming from its cluster.
end
if (C(u) # C(v) andu = GWm(C(v),C(u))) then Forward
> P is coming from the cluster for whidhis a mirror-gateway node.
end
end
else> It is question of a broadcasting within a cluster.
> P is forwarded only by internal nodes of the considered cluste
if ((C(v) =C(u))and Ch(u) # 0)) then Forwardend
end

5 Simulation results

We performed simulations in order to qualify the gatewagsteld and to compare the
broadcasting tasks performed with our clustering and gatesglection schemes. This
section details the results. All the simulations follow 8gne model. We use a simu-
lator we developed which assume an ideal MAC layer. Nodesaardomly deployed
using a Poisson point process il & 1 square with various levels of intensity In

such processes, represents the mean number of nodes per surface unit. The@om
nication rangeR is set t00.1 in all tests. In each case, each statistic is the average over
1000 simulations. When several algorithms are compareg,dhe compared for each
iteration over the same node distribution.

5.1 Gateways: election and utilization

If we consider two neighboring clustef$u) andC(v), we may have four different types
of gateways between them:

— Leaf—Leaf gatewaysGW (C(u),C(v)) and GWm(C(u),C(v)) are both leaves.
This kind of gateway is the more costly as it adds two tranemitodes and thus
induces more receptions.

— Leaf—Internal Node gateway&W (C(u), C(v)) is a leaf andZWm(C(u),C(v))
an internal node. This kind of gateway adds only one trarisntibde. It's the less
popular, as shown later by simulations.

— Internal Node-Leaf gateways:GW (C(u),C(v)) is an internal node and
GWm(C(u),C(v)) aleaf. This kind of gateway adds only one transmitter node.

— Internal Node-Internal Node gateway&W (C(u),C(v)) andGWm(C(u),C(v))
are both internal nodes. This kind of gateway is the one wearavor since it
does not add extra-cost at all as it does not add any tramsméither induces any
additional receptions. But, as we will see, they unfortalyaare the less popular
ones.



Table 2 shows the mean number of gateways a cluster has t@atbmaintain and
the mean number of gateways used when a global broadcaaskdstperformed. As
we can note, the number of gateways to elect is reasonablearains almost constant
while process intensity increases. This shows a scalafglitture of this heuristic. Nev-
ertheless, this was predictable since, as we saw in Sectithre Biumber of clusters is
constant from a certain amount of nodes, so is the mean nurhbeighboring clusters
for a cluster and so the number of gateways to elect. Moreaxeialso saw that the
cluster topology was close to a Voronoi tessellation. Yet Woronoi tessellation, a cell
has6 neighbors in average. This is actually the mean number efigats a cluster has
to elect. Figure 1(a) gives the proportion of each kind okgatys selected. We can
note that the two less elected kinds of gateways are the-:kaérnal Node and Inter-
nal Node—Internal Node gateways. This is due to the fact that, by congbn, most
of frontier nodes are leaves. This also explains the gregatgstion of other kinds since,
as soon as there is an internal node as a frontier node, iééseel (and thus Internal
Node—Leaf gateways are preferred to Lealfnternal Node ones). The more sparse the
network, the less chance to find internal nodes on bordergh&mroportion of Inter-
nal node-~Leaf gateways increases with the intensity process whéetoportion of
Leaf—Leaf gateways decreases.

When a global broadcasting task is performed, all gatewagsnat necessary
used since 2 neighboring cluste€gu) and C(v) are connected via 2 gateways
GW(C(u),C(v)) andGW (C(v),C(u)) and in most cases, only one of them will be
used. As Table 2 shows, the number of gateways used perrdisgite constant and
remains pretty low, always comprised betwdeand2. This means that generally, ei-
ther the broadcast enters a cluster and dies in it (in this, éagses only one gateway),
either it crosses it and thus uses two gateways (one to émtetuster, one to leave it).

Figure 1(b) shows the proportion of each kind of gateways wsken a global
broadcasting operation is initiated. As we can see, mostarhtare the ones which
add only one transmitter node. This is true even for low isites of node when the
number of Leaf-Leaf gateways elected was the highest. This shows that goritdm
can adapt and favor internal nodes naturally. As the mearbeuof gateways used is
low and that for each gateway, we add only one transmitteentied induced cost is
low as well.

5.2 Broadcasting performances

In order to evaluate our algorithm, we chose to compare iefrasentative broad-
casting schemes seen in Section 2: blind flooding, LCA [8]qi&r-based schemes),
Multi-Point Relay [13] (source-dependent dominating set)l Neighbors Elimination-
Based [16] (source-independentdominating set). Thefsigni characteristics we note
are the proportion of nodes which need to re-emit the megsageof the dominating
set), the mean number of copies of the broadcast messageribde receives (useless
receptions) and the latency (time needed for the last nogetive the broadcast packet
initiated at the source). As the main goal is to limit energgsumption and bandwidth
occupation in order to maximize the network lifetime, a#$le values have to be as low
as possible.
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Fig. 1. Proportion of each kind of selected gateways and used ggseper clus-
ter as a function of the process intensity.(Leaf—Leaf; x: Internal Node-Leaf;
x: Leaf—Internal Node{: Internal Node-Internal Node; )

Broadcasting over the whole network: global broadcasting.The broadcasting task
is initiated at a randomly-chosen source over the whole otw
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(a) Proportion of transmitters (b) Number of receptions per node

Fig. 2. Proportion of transmitter&) and Mean number of receptions per ngdgw.r.t
the different algorithms and the mean number of nodeB(ind Flooding; x: LCA,;
x: MPR; : NES;H Density-based;)

As Figure 2 plots, when a global broadcasting task is imtlabur algorithm in-
duces less re-transmissions (Figure 2(a)) and less reasfigure 2(b)) than other
algorithms. Thus, it spends less energy and resources.

Since in the MPR selection, the relays are selected in omlaeach the2-
neighborhood after two hops, thkeneighborhood of the source is reached witkin
hops. Under the assumption of an ideal MAC layer, MPR givesafitimal results in
terms of latency (Number of hops). We thus compare our hisutesthe MPR one to
measure how far we are from the optimal solution. We considene unit as a trans-
mission stepi(e., 1 hop). Table 3 presents the results. Yet, we can note that, ieve
our algorithm is not optimal regarding the latency, resaftesvery close to it. Figure 3
represents the propagation in time for a broadcast pacdkiet@u at the centered source
at time0. Cluster-heads appear in blue and the source in green. Ttreof@ther nodes
depends on the time they receive the broadcast packet. Therdlae color, the shorter
the time.



(a) Propagation with MPR (b) Propagation with the density
metric

Fig. 3.Propagation time of a general broadcasting initiated ahgeced source (a) using
MPR (b) using density-based clustering trees.

500 nodes| 700 nodes| 800 nodes| 900 nodes| 1000 nodes
MEAN |MAX IMEAN |MAX |MEAN |[MAX |MEAN [MAX [MEAN |MAX
MPR 5.13 [ 8.97| 4.88 [ 8.40| 4.88 | 8.40| 4.81 | 8.23| 4.78 | 8.07
Density 6.31 {11.0§ 6.22 |10.78 6.24 |10.95 6.15 [10.66 6.19 [10.74

Table 3. Mean and Max time for receiving the messatidAX” values represent the
time needed for the last node to receive the packet. "MEANUesrepresent the mean
time a node needed for a node to receive the broadcast packet.

Broadcasting within clusters: cluster broadcasting. We now suppose that the broad-
casting task is performed in each cluster, initiated at thster-heads. We thus have as
many broadcastings as clusters.

We can see on Figure 4, that our broadcasting algorithrmosiidlins the best results
regarding the number of receptions (Figure 4(a)) and tmsirétter ratio (Figure 4(b)).
Table 4 and Figure 5 present the results regarding the kat€rce again, we can
observe that, even if our algorithm is not optimal, resules\aery close as, in average,
a node in our algorithm needs only 0.5 steps more than thenaptialue to receive the
packet. This also shows that, even if the routes in the tnems the cluster-heads to
other nodes are not always the shortest ones, they are wegy td them.

500 nodes| 700 nodes| 800 nodes| 900 nodes| 1000 nodes
MEAN |MAX IMEAN |MAX |MEAN |[MAX |MEAN [MAX [MEAN |MAX
MPR 1.76 | 4.71| 1.78 |4.85| 1.81 | 4.83| 1.81 | 4.80| 1.82 | 5.00
Density 1.80 | 5.08| 1.83 | 5.38| 1.87 | 5.29| 1.87 |5.50| 1.88 | 5.30

Table 4.Mean and Max time for receiving a cluster broadcast messktyex” values
represent the time needed for every node to receive the patclkeast once, "MEAN"
values the mean time a node has to wait till the first recepicthe packet.

In Table 5, we give the proportion of nodes which receive tts¢ giopy of the packet
by their parent or by one of their children. This feature shavhether the message
which is sent by the cluster-head follows the branches otries. Indeed, a node
always receives the message by its parent (as all non-lgi@sforward the message)
but it could have received it before from another way as patbsiot always optimal.
In this case, the shorter route betweeand its cluster-head is not found by following
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Fig. 4. Mean number of receptions per node (a) and Proportion ofinétter nodes
(b) for a cluster broadcasting schemer.t. the process intensity and the metric
used.{: Blind Flooding; x: MPR; x: NES;: Density-based;)
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Fig. 5. Propagation time of a cluster broadcast packet over thddgp@lotted in(a)
using MPR(b) or density-based tregs).

the route in the tree. We can thus see that routes are theshontes in number of hops
for more than70% of the cases. We can also observe that, as the message pesgres
down the tree, none of the nodes receives it the first by oneedf ¢hildren.

500node600nodes700nodes800node®00nodesl000nodes
% by parent 78.74%| 76.81%| 74.57%| 73.21%| 71.31%| 70.13%
% by a child 0.00% | 0.00% | 0.00% | 0.00% | 0.00% | 0.00%

Table 5. Proportion of nodes which receive the first copy of the pablyaheir parent
or by one of their children.

6 Conclusion and perspectives

We have proposed a broadcasting scheme over a clusterdddgpor multi-hop wire-

less networks. We can thus obtain a double-use structukeleuit cost, as the main-
tenance is local and quasi-local. The cost is bounded byrd¢leedepth which is a low
constant. Moreover, two kinds of broadcasting task may béopwaed over it since



we can perform global broadcastings in the whole network el a8 broadcastings

confined inside a cluster. Our proposed algorithm offertebeesults than some ex-
isting broadcasting schemes. More precisely, it saves matransmissions since the
number of internal nodes selected is lower (for both globdl @duster-confined broad-

castings). Moreover, the number of duplicated packetswedés also lower. Note that

reducing both emissions and receptions is an importandffadhen designing energy
aware broadcasting protocols. Future works will be dedit#d investigate robustness
of clustering-based broadcasting protocol in presenceodérand link failures. Pre-

liminary results tend to show that the confined broadcassngore robust that the

global one and thus we investigate more deeply the impabieathoice and number of
gateways between clusters.
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