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Abstract. We propose a Genetic Algorithm (GA) approach combined
with Support Vector Machines (SVM) for the classification of high
dimensional Microarray data. This approach is associated to a fuzzy
logic based pre-filtering technique. The GA is used to evolve gene subsets
whose fitness is evaluated by a SVM classifier. Using archive records
of ”good” gene subsets, a frequency based technique is introduced to
identify the most informative genes. Our approach is assessed on two
well-known cancer datasets and shows competitive results with six
existing methods.
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1 Introduction

The DNA Microarray technology allows measuring simultaneously the expres-
sion level of a great number of genes in tissue samples. A number of works have
studied classification methods in order to recognize cancerous and normal tissues
by analyzing Microarray data [IL82]. The Microarray technology typically pro-
duces large datasets with expression values for thousands of genes (2000~20000)
in a cell mixture, but only few samples are available (20~80).

From the classification point of view, it is well known that, when the number
of samples is much smaller than the number of features, classification methods
may lead to data overfitting, meaning that one can easily find a decision func-
tion that correctly classifies the training data but this function may behave very
poorly on the test data. Moreover, data with a high number of features require
inevitably large processing time. So, for analyzing Microarray data, it is neces-
sary to reduce the data dimensionality by selecting a subset of genes that are
relevant for classification.

In the last years, many approaches, in particular various Genetic Algorithms
(GAs) and Support Vector Machines (SVMs), have been successfully applied
to Microarray data analysis [6[19,16L10,15,17,1813]. In Section 3, we review
some of the most popular approaches.
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In this paper, we are interested in gene selection and classification of DNA
Microarray data in order to distinguish tumor samples from normal ones. For
this purpose, we propose a hybrid model that uses several complementary tech-
niques: fuzzy logic, a Genetic algorithm (GA) combined with a Support Vector
Machine (SVM) and an archive-based gene selection technique. Comparing with
previous studies, our approach has several particular features. First, to cope
with the difficulty related to high dimensional data, we introduce a fuzzy logic
based pre-processing tool which allows to reduce largely the data dimensionality
by grouping similar genes. Second, our GA uses archives to record high quality
solutions. These archives are then analyzed to identify the most frequently ap-
pearing genes which would correspond to the most predictive genes. Third, the
GA combined with a SVM classifier is used both for selecting predictive genes
and for final gene selection and classification.

The proposed approach is experimentally assessed on two well-known cancer
datasets (Leukemia [§] and Colon [I]). Comparisons with six state-of-the-art
methods show competitive results according to the conventional criteria.

The remainder of this paper is organized as follows. In Section 2, we describe
briefly the two Microarray datasets used in this study. In Section 3, we review
some popular gene selection approaches for the classification of Microarray data.
In Section 4, we introduce the general scheme of our hybrid model. In Section
5, we describe our GA/SVM approach. Experimental results are presented in
Section 6. Finally conclusions are given in Section 7.

2 Datasets

In this study, we use two well-known public datasets, the Leukemia dataset
and the Colon cancer dataset. All samples were measured using high-density
oligonucleotide arrays [2].

The Leukemia datasetl] consists of 72 Microarray experiments (samples) with
7129 gene expression levels. The problem is to distinguish between two types of
Leukemia, Acute Myeloid Leukemia (AML) and Acute Lymphoblastic Leukemia
(ALL). The complete dataset contains 25 AML samples of and 47 ALL samples.
As in other experiments [8], 38 out of 72 samples are used as training data (27
ALL samples and 11 AML samples) and the remaining samples (20 ALL samples
and 14 AML samples) are used as test data.

The Colon cancer datasetd contains the expression of 6000 genes with 62 cell
samples taken from colon cancer patients, but only 2000 genes were selected
based on the confidence in the measured expression levels [I]. 40 of 62 samples
are tumor samples and the remaining samples (22 of 62) are normal ones. In
this paper, the first 31 out of 62 samples were used as training data and the
remainder samples as test data.

! Available at: http://www.broad.mit.edu/cgi-bin/cancer/publications,.
2 Available at: http://microarray.princeton.edu/oncology /affydata/index.html.
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3 Review of Feature Selection Approaches

Feature selection for classification is a very active research topic since many ap-
plication areas involve data with tens of thousands of variables [9]. This section
concerns more specifically a literature review of previous studies on feature selec-
tion and classification of Microarray Data, with a special focus on the Leukemia
and the Colon datasets presented in Section 2.

Feature selection can be seen as a typical combinatorial problem. Informally,
given a dataset described by a large number of features, the aim is to find out,
within the space of feature subsets, the smallest subset that leads to the highest
rate of correct classification. Given the importance of feature selection, many
solution methods have been developed. Roughly speaking, existing methods for
feature selection belong to three main families [9]: the filter approach, the wrap-
per approach and the embedded approach.

The filter methods separate the feature selection process from the classifica-
tion process. These methods select feature subsets independently of the learning
algorithm that is used for classification. In most cases, the selection relies on
an individual evaluation of each feature [8[6], therefore the interactions between
features are not taken into account.

In contrast, the wrapper approach relies on a classification algorithm that is
used as a black box to evaluate each candidate subset of features; the quality
of a candidate subset is given by the performance of the classifier obtained on
the training data. Wrapper methods are generally computation intensive since
the classifier must be trained for each candidate subset. Several strategies can
be considered to explore the space of possible subsets. In particular, in [14], evo-
lutionary algorithms are used with a k-nearest neighbor classifier. In [12], the
author develops parallel genetic algorithms using adaptive operators. In [18], one
finds a SVM wrapper with a standard GA. In [20], the selection-classification
problem is treated as a multi-objective optimization problem, minimizing si-
multaneously the number of genes (features) and the number of misclassified
examples.

Finally, in embedded methods, the process of selection is performed during the
training of a specific learning machine. A representative work of this approach is
the method that uses support vector machines with recursive feature elimination
(SVM/RFE) [10]. The selection is based on a ranking of the genes and, at each
step, the gene with the smallest ranking criterion is eliminated. The ranking
criterion is obtained from the weights of a SVM trained on the current set of
genes. In this sense, embedded methods are an extension of the wrapper models.
There are other variants of these approaches, see [211[7] for two examples.

4 General Model for Gene Selection and Classification

The work reported in this paper is based on a hybrid approach combining fuzzy
logic, GA and SVM. Our general model may be characterized as a three-stage
sequential process, using complementary techniques to shrink (or reduce) grad-
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ually the search space. The rest of this section gives a brief description of these
three stages.

Stage 1 Pre-processing by fuzzy logic. This stage aims to reduce the di-
mension of the initial problem by eliminating gene redundancy. This stage is ba-
sically composed of four steps. First, the gene expression levels are transformed
into fuzzy subsets with Gaussian representations. Second, the Cosine amplitude
method is employed to assess fuzzy similarities between genes. We build a simi-
larity matrix that is then transformed to a matrix of fuzzy equivalence relations
by different compositions. Third, using a—cuts [23] with decreasing values of «,
we obtain groups of similar genes that correspond to fuzzy equivalence classes of
genes. Fourth, for each group, one gene is randomly taken as the representative
of the group and other genes of the group are ignored. Applying this dimension
reduction technique to the datasets presented in Section [2] the set of 7129 genes
for Leukemia (2000 genes for Colon respectively) is reduced to 1360 genes (943
genes respectively). Therefore, the search space is dramatically reduced. As we
show later in Section [6] with this reduced set of genes, we will be able to ob-
tain high quality classification results. A detailed description of this stage goes
beyond the scope of this paper and can be found in [3].

Stage 2 Gene subset selection by GA/SVM. From the reduced set of genes
obtained in the previous pre-processing stage, this second stage uses a wrapper
approach that combines a GA and a SVM to accomplish the feature (gene)
subset selection. The basic idea here consists in using a GA to discover ”good”
subsets of genes, the goodness of a subset being evaluated by a SVM classifier
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Fig. 1. The general process for gene subset selection and classification using GA/SVM:
Gene subset selection (Stage 2 - top); Gene selection and classification (Stage 3 -
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on a set of training data (see Section 2). During this stage, high quality gene
subsets are recorded to an archive in order to be further analyzed.

At the end of the GA, the analysis of the archived gene subsets is performed:
gene subsets are compared among them and the most frequently appearing genes
are identified. This process typically leads to a further reduced set of genes (<100
genes for the Leukemia and Colon dataset). Figlll (top) shows a general picture
of this stage.

Stage 3 Classification. Stage 2 has identified a reduced set of relevant genes
which is now used in the final step of gene selection and classification. From this
set of genes, a new round of search is carried out using the previous GA/SVM,
this time to classify the test data (see Section 2). This stage will thus select the
most predictive genes to classify the test data. Figlll (bottom) shows a general
picture of this stage.

5 Gene Selection and Classification by GA/SVM

We describe now the hybrid GA/SVM algorithm for carrying out Stages 2 and 3
of the general model for gene selection and classification. As explained previously,
the GA is designed both for discovering good gene subsets and for final gene
selection and classification. The SVM-based classifier is used to ensure the fitness
evaluation of each candidate gene subset. One important feature of the GA
developed in this work is the use of an archive to record quality gene subsets
discovered during the gene subset selection stage. This archive is then analyzed to
identify a small number of highly frequently appearing genes that are used in the
final classification stage. Notice that the idea of archiving good solutions is not
really a new one because it is already used in some multiobjective evolutionary
algorithms [26]. However, as we will see later in Section 53] our way of exploiting
the information of the archive to identify predictive genes is original and useful.

From these retained genes obtained from archive analysis, the same GA/-
SVM algorithm is applied to the test data to perform the final gene selection
and classification tasks.

5.1 The Genetic Algorithm

General Schema. The basic components of our GA are presented later in this
section. Here we show the general algorithm. The GA follows a generational
schema with a form of elitism. To obtain a new population from the current
population P, the top E% of the population P are recorded, E being fixed to
10% or 15% in our experiments (see Section [B]). Then, the following two actions
are taken: 1) select two parents and apply (with a given probability) the crossover
to create two new solutions which are muted (with a given probability), and 2)
replace the parents by their offspring. These two actions are repeated for a pre-
fixed number of times. Finally, the recorded elite chromosomes are copied backed
to the population P to replace the worst rated chromosomes. At this point, one
generation is accomplished.
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Chromosome and initial population. The chromosomes are binary-encoded,
each allele (bit) of the chromosome represents a gene. If an allele is '1’ it means
that this gene is kept in the gene subset and ’0’ indicates that the gene is not
included in the subset. Each chromosome represents thus a gene subset. For Stage
2 of the general model, the chromosome length is equal to the number of genes
pre-selected by the fuzzy pre-processing (i.e. 1360 for the Leukemia dataset and
943 genes for the Colon dataset). For Stage 3, the chromosome length depends
on the size of the gene subset retained after analyzing the solution archive (see
section 5.3). In both cases, the initial population of the GA is randomly generated
according to a uniform distribution.

Fitness function. The fitness of a chromosome, i.e. a subset of genes, is assessed
by the classification rate on the initial datasets. In other words, a subset of genes
leading to a high classification rate is considered to be better than a subset
leading to a low classification rate. In our case, a SVM classifier (see Section 5.2)
ensures this classification task.

Selection, crossover, mutation, and replacement. We use the roulette
wheel selection and random one-point crossover and multi-uniform mutation
operators. Offspring replaces always their parents. An elitism mechanism is also
applied to conserve the top 10% or 15% chromosomes of the population between
two successive generations.

Archives of high quality gene subsets. Given a chromosome (a candidate
subset of genes), the SVM classifier gives its fitness in terms of classification
rate on the training data set. If the classification rate is high enough (defined
by a threshold theta, see Fig. 1.a), the subset of genes is recorded in an archive.
In this paper, the threshold theta is set to 0.90 and 0.91 respectively for the
Leukemia and Colon dataset.

Stopping criterion. The evolution process ends when a pre-defined number of
generations is reached or a fitness value of 100% is obtained.

5.2 The SVM Classifier

Support Vector Machines [24] are basically binary classification algorithms.
When the data are linearly separable, SVM computes the hyperplane that max-
imizes the margin between the training examples and the class boundary. When
the data are not linearly separable, the examples are mapped to a high dimen-
sional space where such a separating hyperplane can be found. The mechanism
that defines this mapping process is called the kernel function. SVM are powerful
classifiers with good performance in the domain of Microarray data [I0,[17]. They
can be applied to data with a great number of genes, but it has been showed
that their performance is increased by reducing the number of genes [6l2].

In our wrapper GA/SVM algorithm, we use a SVM classifier to assess the
quality of a gene subset. For a chromosome z that represents a gene subset,
we apply a Leave-One-Out Cross-Validation (LOOCV) method to calculate the
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average accuracy (rate of correct classification) of a SVM trained with this gene
subset [II]. The LOOCV procedure means that one sample from the dataset
is considered as a test case while a SVM is trained on all the other samples,
and this evaluation is repeated for each sample. So for each chromosome =,
Fitness(x) = accuracysy p ().

One of the key elements of a SVM classifier concerns the choice of its kernel.
In our study, we have chosen to use the RBF kernel. We also experimented
Gaussian and polynomial kernels. For polynomial kernels, the main difficulty is
to determine an appropriate polynomial degree while the results we obtained
with the Gaussian kernel are not satisfactory. Notice that RBF has been used
in several previous studies for Microarray data classification [4,[18,[5].

5.3 Archive Analysis

At the end of stage 2 and prior to the final classification (Stage 3), the archive
is analyzed and the most frequently appearing genes in the archive are retained
for the final gene selection and classification (stage 3). Typically, this analysis
will lead to a limited number of genes (between 50 to 100). From these genes,
the GA/SVM algorithm will then determine the final set of genes relevant to
classify the data.

6 Experimental Results and Comparisons

6.1 Parameters Settings

For our GA/SVM algorithm, the GA is implemented in Matlab (Version 5.3.1
for Windows). The SVM classifier is based on the SVM Toolbox developed by
Gavin Cawleyﬁ.

The GA parameters used in our model of gene subset selection for the
Leukemia and Colon datasets are shown in Tables [Tl and 2} For the SVM clas-
sifier, the same parameters settings are used in the two stages of gene subset
selection and classification. The normalization parameter C' is fixed at 100 and
the control parameter - for the RBF kernel of SVM is fixed to 0.5. Notice that

Table 1. GA parameters for the stage of gene subset selection (Stage 2)

Parameters Leukemia|Colon
Size of population 500 500
Length of chromosome| 1360 943
Number of generations| 2500 | 2500

Crossover rate 0.95 0.98
Mutation rate 0.02 0.01
Elitism rate E 10% 15%

3 http://theoval.sys.eua.uk/ gec/svm /toolbox
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Table 2. GA parameters for the stage of classification (Stage 3)

Parameters Leukemia|Colon
Size of population 50 50
Length of chromosome 100 50
Number of generations 500 500

Crossover rate 0.985 ]0.985
Mutation rate 0.02 0.01
Elitism rate E 15% 15%

given the input data used by the GA/SVM are already normalized during the
Fuzzy Logic pre-processing, the normalization parameter C' has in fact little
influence in our case.

6.2 Results and Comparisons

To carry out our experiments, our GA/SVM algorithm is run 5 times on each of
the Leukemia and Colon datasets. To calculate the average classification rate of
a given gene subset, the LOOCV procedure [11] is employed.

Table [3] summarizes our results (Column 2) for the Leukemia and Colon
datasets together with the results of six state-of-the-art methods from the liter-
ature (Columns 3-8). The conventional criteria are used to compare the results:
the classification accuracy in terms of the rate of correct classification (first num-
ber) and the number of used genes (the number in parenthesis, ”-” indicating
that the number of genes is not available). For AG/SVM, the classification rate
that we present is the average classification rate obtained from the 5 independent
runs and the number of selected genes is the minimum number obtained from
these runs. Detailed results can be found in Table [4]

As it can be observed, for the Leukemia dataset, we obtain a classification
rate of 100% using 25 gens, which is much better than that reported in [6,[5].
This same performance is achieved by [25}[182010], with fewer genes selected.
[20) and [I0] reports the minimal number of genes. However, in [20] the evolu-
tionary method begins with a largely reduced set of 50 genes, published in [§]
as interesting genes.

The most interesting results that we obtained with our model concern the
Colon dataset since our approach offers the highest (averaged) correct classifica-
tion rate (99.41%); the number of selected genes is greater than the one obtained
by [20] or by [25,[10], but it is smaller than the one reported in [I8]. An analysis

Table 3. Comparison of GA/SVM with six state of the art methods

Methods

Dataset (GA&SVM| 6] [25] [18] [5] [20] [10]

Leukemia| 100(25) [94.10(-)[100(8)| 100(6) [95.0(-)|100(4) |100(2)
Colon |99.41(10) [90.30(-){91.9(3)|93.55(12){91.0(-)[97.0(7)|98.0(4)
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Table 4. GA/SVM performance on 5 runs

Runs Runl | Run2 | Run3 | Run4 Runb |Average class. rate
Leukemia| 100(25) | 100(28) | 100(30) | 100(46) | 100(35) 100
Colon [99.64(10)|99.83(15)|97.88(10)[99.83(15)|99.83(15) 99.41

of our results shows that several biologically significant genes reported in [§] are
found by our approach.

Table [l shows the detailed results of 5 independent runs of our GA/SVM
algorithm. As it can be observed, these results are quite stable. For the Leukemia
dataset, each of the 5 runs obtains a classification rate of 100% while for the
Colon dataset, the best run gives a classification rate of 99.64. Even the worst
obtains a classification rate of 97.88.

7 Conclusions

In this paper, we presented a general approach for gene selection and classifi-
cation of high dimensional DNA Microarray data. This approach begins with a
fuzzy logic based pre-processing technique that aims to cope with the imprecise
nature of the expression levels and to reduce the initial dimension of the input
dataset. Following this pre-processing stage, a hybrid wrapper system combin-
ing a Genetic Algorithm with a SVM classifier is used to identify potentially
predictive gene subsets that are then used to carry out the final gene selection
and classification tasks. Another important feature of our approach concerns the
introduction of an archive of high quality solutions, which allows limiting the
GA/SVM exploration to a set of frequently appearing genes.

This approach was experimentally evaluated on the widely studied Leukemia
and Colon cancer datasets and compared with six previous methods. The re-
sults show that our approach is able to obtain very high classification accuracy.
In particular, to our knowledge, this is the first time that a averaged correct
classification rate of 99.41% (with 10 genes) is reached for the Colon dataset.

This approach can be further improved on several aspects. First, we notice
that our method does not provide the smallest number of genes on the Leukemia
data. This is due to the fact that the GA is only guided by the criterion of
classification accuracy. Therefore, the criterion of the number of genes should be
integrated into the fitness function. This can be achieved by an aggregated fitness
function or a bi-criteria evaluation. Second, the high computation time required
in stage 2 can be reduced by the use of a faster classifier (or an approximate
fitness function). For example, the m-features operator reported in [22] may
be considered. Also, a fine-tuning of SVM parameters in stage 3 may lead to
improved results. Finally, we intend to apply our approach to other DNA chip
data and to study the behavior of our model.
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