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Abstract. Infection by the human papillomavirus (HPV) is associated
with the development of cervical cancer. HPV can be classified to high-
and low-risk type according to its malignant potential, and detection of
the risk type is important to understand the mechanisms and diagnose
potential patients. In this paper, we classify the HPV protein sequences
by support vector machines. A string kernel is introduced to discriminate
HPV protein sequences. The kernel emphasizes amino acids pairs with
a distance. In the experiments, our approach is compared with previous
methods in accuracy and F1-score, and it has showed better performance.
Also, the prediction results for unknown HPV types are presented.

1 Introduction

The cervical cancer is a leading cause of cancer death among women worldwide.
Epidemiologic studies have shown that the association of genital human papillo-
mavirus (HPV) with cervical cancer is strong, independent of other risk factors
[1]. HPV infection causes virtually all cases of cervical cancer because certain
high-risk HPV's develop cancer even though most cases of HPV are low-risk and
rarely develop into cancer. Especially, high-risk HPV types could induce more
than 95% of cervical cancer in woman.

The HPV is a relatively small, double-strand DNA tumor virus that belongs
to the papovavirus family (papilloma, polyoma, and simian vacuolating viruses).
More than 100 human types are specific for epithelial cells including skin, respira-
tory mucosa, or the genital tract. And the genital tract HPV types are classified
into two or three types such as low-, intermediate-, and high-risk types by their
relative malignant potential [2]. The common, unifying oncogenic feature of the
vast majority of cervical cancers is the presence of HPV, especially high-risk type
HPV [3]. Thus the risk type detection of HPVs have become one of the most
essential procedures in cervical cancer remedy. Currently, the HPV risk types
are still manually classified by experts, and there is no deterministic method to
expect the risk type for unknown or new HPVs.

Since the HPV classification is important in medical judgments, there have
been many epidemiological and experimental studies to identify HPV risk types
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[3]. Polymerase chain reaction (PCR) is a sensitive technique for the detection of
very small amounts of HPV’s nucleic acids in clinical specimens. It has been used
in most epidemiological studies that have evaluated the role of these viruses in
cervical cancer causation [4]. Bosch et al. [I] investigated epidemiological charac-
teristic that whether the association between HPV infection and cervical cancer
is consistent worldwide in the context of geographic variation. Burk et al. [5] in-
spected the risk factors for HPV infection in 604 young college women through
examining social relationship and detected various factors of HPV infection with
L1 consensus primer PCR and Southern blot hybridization. Mufioz et al. [6] clas-
sified the HPV risk types with epidemiological experiments based on risk factor
analysis. They pooled real data from 1,918 cervical cancer patients and analyzed
it by PCR based assays.

Detection of HPV risk types can be a protein function prediction even though
functions are described at many levels, ranging from biochemical function to bio-
logical processes and pathways, all the way up to the organ or organism level [7].
Many approaches for protein function prediction are based on similarity search
between proteins with known function. The similarity among proteins can be
defined in a multitude of ways [8]: sequence alignment, structure match by com-
mon surface clefts or binding sites, common chemical features, or certain motifs
comparison. However, none of the existing prediction systems can guarantee gen-
erally good performance. Thus it is required to develop classification methods
for HPV risk types. Eom et al. [9] presented a sequence comparison method for
HPYV classification. They use DNA sequences to discriminate risk types based
on genetic algorithms. Joung et al. [I0] combined with several methods for the
risk type prediction from protein sequences. Protein sequences are first aligned,
and the subsequences in high-risk HPVs against low-risk HPVs are selected by
hidden Markov models. Then a support vector machine is used to determine the
risk types. The main drawback of this paper is that the method is biased by
one sequence pattern. Alternatively, biomedical literature can be used to predict
HPV risk types [I1]. But, text mining approaches have the limitation for predic-
tion capability because they only depend on texts to capture the classification
evidence, and the obvious keywords such as ‘high’ tend to be appeared in the
literature explicitly.

In this paper, we propose a method to classify HPV risk types using pro-
tein sequences. Our approach is based on support vector machines (SVM) to
discriminate low- and high-risk types and a string kernel is introduced to deal
with protein sequences. The string kernel first maps to the space consisting of
all subsequences of amino acids pair. A RBF kernel is then used for nonlinear
mapping into a higher dimensional space and similarity calculation. Especially,
the proposed kernel only uses amino acids of both ends in k-length subsequences
to improve the classification performance. It is motivated by the assumption
that amino acids pairs with certain distance affects the HPV’s biological func-
tion, i.e. risk type, more than consecutive amino acids. The experimental results
show that our approach provides better performance than previous approaches
in accuracy and F1-score.
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Our work addresses how to classify HPV risk types from protein sequences
by SVM approaches, which can provide a guide to determine unknown or new
HPVs. The paper is organized as follows. In Section 2, we explain the SVM
method for classification. Then the string kernel for HPV protein sequence is
presented in Section 3. In Section 4, we present the experimental results and
draw conclusions in Section 5.

2 Support Vector Machine Classifiers

We use support vector machines to classify HPV risk types. A string kernel-based
SVM is trained on HPV protein sequences and tested on unknown sequences.
Support vector machines have been developed by Vapnik to give robust perfor-
mance for classification and regression problems in noisy, complex data [12]. It
has been widely used from text categorization to bioinformatics in recent days.
When it is used for classification problem, a kernel and a set of labeled vectors,
which is marked to positive or negative class are given. The kernel functions in-
troduce nonlinear features in hypothesis space without explicitly requiring non-
linear algorithms. SVMs learn a linear decision boundary in the feature space
mapped by the kernel in order to separate the data into two classes.

For a feature mapping ¢, the training data S = {x;,v;}1—,, is mapped into
the feature space &(S) = {P(x;),yi}1 ;. In the feature space, SVMs learn the
hyperplane f = (w,®(x)) + byw € RY b € R, and the decision is made by
sgn({w,®(x)) + b). The decision boundary is the hyperplane f = 0 and its
margin is 1/||wl||. SVMs find a hyperplane that has the maximal margin from
each class among normalized hyperplanes.

To find the optimal hyperplane, it can be formulated as the following problem:

1
minimize 2||w||2 (1)
subject to y;((w,P(x;)) +b) > 1, i=1,...,n. (2)
By introducing Lagrange multipliers ai; > 0, ¢ = 1,...,n, we get the following

dual optimization problem:

maximize Za, Zzaza]yzy] )gﬁ( )> (3>

=1 i=1 j=1
subject to a; >0, i=1,...,n, (4)

n
Zaiyi =0. (5)
i=1

By solving this dual problem, one obtains optimal solution «;,1 < i < n,
which needs to determine the parameters (w, b). For the solution «;, ..., a,, the
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nonlinear decision function f(x) is expressed in terms of the following
parameters:

f(x) = sgn (Z aiyi (P(x), D(xi)) + b) (6)

= sgn (Z OéiyiK(X, Xi) + b) . (7)
i=1

We can work on the feature space by using kernel functions, and any kernel
function K satisfying Mercer’s condition can be used.

3 Kernel Function

For HPV protein classification, we introduce a string kernel based on the spec-
trum kernel method. The spectrum kernel was used to detect remote homology
detection [I3][14]. The input space X consists of all finite length sequences of
characters from an alphabet A of size |A| =1 (I = 20 for amino acids). Given
a number k > 1, the k-spectrum of a protein sequence is the set of all possible
k-length subsequences (k-mers) that it contains. The feature map is indexed by
all possible subsequences a of length k from A. The k-spectrum feature map
@i (x) from X to R can be defined as:

P () = (¢a(7))acar- ®)

where ¢,(z) = number of occurrences of a occurs in . Thus the k-spectrum
kernel function K*(z;, ;) for two sequences x; and x; is obtained by taking the
inner product in feature space:

Ki (@i, x5) = (P (i), Pr(25))- 9)

To fit in with HPV risk type classification, we want to modify the spectrum
kernel. Proteins are linear chains of amino acids, which are made during the
process of translation, and it is called primary structure. The natural shape of
proteins are not such as straight lines, rather 3-dimensional structures formed by
protein folding, which is a consequence of the primary structure. The structure
of a similar homologous sequence can be helpful to identify the tertiary structure
of the given sequence. Here, we assume that the amino acids pair with certain
distance affect HPV’s risk type function more than consecutive amino acids
according to its 3-dimensional structure property, and the HPV risk types can
be identified by the amino acids pair with a fixed distance, which mostly influence
on risk type decision. This assumption is somewhat rough, but it can be useful
for relatively short and a helix-dominant sequences.

Under the assumption, we want to define a string kernel, the gap-spectrum
kernel based on k-spectrum. For a fixed k-mer a = ajas ... ax, a; € A, 2-length
sequence 3 = ajax, 3 € A% 3 indicates the amino acids pair with (k-2) gap.
The feature map W (x) is defined as:
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Table 1. The manually classified risk types of 72 HPVs

Type Class Type Class Type Class Type Class
HPV1 Low HPV20  Low HPV38  Low HPV57 ?
HPV2 Low HPV21 Low HPV39 High HPV58 High
HPV3 Low HPV22 Low HPV40 Low HPV59 High
HPV4 Low HPV23  Low HPV41 Low HPV60  Low
HPV5 Low HPV24 Low HPV42 Low HPV61 High
HPV6 Low HPV25  Low HPV43  Low HPV63  Low
HPVT Low HPV26 ? HPV44  Low HPV65  Low
HPVS Low HPV27 Low HPV45 High HPV66 High
HPV9 Low HPV28 Low HPV47 Low HPV67 High
HPV10  Low HPV29  Low HPV48  Low HPV68  High
HPV11 Low HPV30 Low HPV49  Low HPV70 ?
HPV12 Low HPV31 High HPV50 Low HPV72 High
HPV13  Low HPV32  Low HPV51  High HPV73  Low
HPV15 Low HPV33 High HPV52 High HPVT74 Low
HPV16  High HPV34  Low HPV53  Low HPV75  Low
HPV17  Low HPV35  High HPV54 ? HPV7T6  Low
HPV18  High HPV36 Low HPV55 Low HPVTT Low
HPV19  Low HPV37  Low HPV56  High HPV80  Low

V() = (¢5()) penz- (10)

where ¢g(z) = number of occurrences of 3 occurs in z. Furthermore a nonlinear
kernel function, RBF kernel is appended to increase the discrimination ability
between HPV risk types. By closure properties of kernels [15], the gap-spectrum
kernel is defined as follows:

Ky (2i, ;) = K' (W (), Pr(z5)) (11)
= exp (=W (z:) — Wi () |7) - (12)

where v > 0. This string kernel is used in combination with the SVM explained
in Section 2.

4 Experimental Results

4.1 Data Set

In this paper, we use the HPV sequence database in Los Alamos National Lab-
oratory (LANL) [I6], and total 72 types of HPV are used for experiments. The
risk types of HPVs were determined based on the HPV compendium (1997). If
a HPV belongs to skin-related or cutaneous groups, the HPV is classified into
low-risk type. On the other hand, a HPV is classified as a high-risk if it is known
to be high-risk type for cervical cancer. The comments in LANL database are
used to decide risk types for some HPVs, which are difficult to be classified.
Seventeen sequences out of 72 HPVs were classified as high-risk types (16, 18,
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Accuracy

Window size

Fig. 1. SVM classification performance by window size

31, 33, 35, 39, 45, 51, 52, 56, 58, 59, 61, 66, 67, 68, and 72), and others were
classified as low-risk types. Table [[l shows the HPV types and their classified
risk type. The symbol ‘7’ in the table denotes unknown risk type that cannot be
determined.

Since several proteins can be applied to discriminate HPVs, we have evalu-
ated the classification accuracy using the SVM with RBF kernel to determine the
gene products to be used for the experiments. The input data is the normalized
frequency vector by sliding window method. It has been performed to decide the
most informative protein among gene products for HPV risk type classification.
Figure [l depicts the accuracy changes by window size for E6, E7, and L1 pro-
teins. The accuracy is the result of leave-one-out cross-validation. It indicates
that the accuracy using E6 protein is mostly higher than using E7 and L1 pro-
teins. However, the overall accuracy gets high by increasing window size for all
proteins because the HPV sequences are relatively short and unique patterns are
more generated when window size is long. That is, the learners overfit protein
sequences for long window size. Viral early proteins E6 and E7 are known for
inducing immortalization and transformation in rodent and human cell types.
E6 proteins produced by the high-risk HPV types can bind to and inactivate
the tumor suppressor protein, thus facilitating tumor progression [16][I7]. This
process plays an important role in the development of cervical cancer. For these
reasons, we have chosen E6 protein sequences corresponding to the 72 HPVs.

4.2 Evaluation Measure

For the HPV prediction, it is important to get high-risk HPVs as many as
possible, although a few low-risk HPVs are misclassified, hence we evaluate the
system performance using F1-score rather than Matthews correlation coefficient.
F1-score is a performance measure usually used for information retrieval systems,
and it is effective to evaluate how well the classifier did when it assigned classes
such as high-risk type.
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Table 2. The contingency table to evaluate the classification performance

Risk type answer

High Low
Prediction High a b
result Low c d

When binary scales are used for both answer and prediction, a contingency
table is established showing how the data set is divided by these two measures
(Table 2]). By the table, the classification performance is measured as follows:

isi @ 100%
TECLSI0N — .
p a-+b ¢

recall = -100%
a+c

2 - precision - recall
F1 — score = A .
precision + recall

4.3 HPYV Classification

We have tested the gap-spectrum SVM method using E6 protein sequences.
Leave-one-out cross-validation is used to determine the classification perfor-
mance. Figure ] shows the accuracy changes according to k£ given in Equation
([I2)). The graph shows the accuracy has the highest performance (97.22%) when
k = 4, and the performance is decreases as it gets more or less k. k = 4 means
that we only use the amino acids pairs which have two gaps between them for
HPV classification. k = 2 is exactly same as the SVM using RBF kernel with
2-spectrum method, and the accuracy is 94.44% for k = 2. Even though it gives
higher score than other methods as shown in Figure [ the kernel methods with
k > 2 still gives better performance. As a result, the amino acids pair with a
distance can provide more evidence than consecutive amino acids to discriminate
low- and high-risk HPV proteins.

The final classification performance in accuracy and F1-score is given in Figure
Bl It compares with previous results using SVM approaches based on sequence
alignment and text mining approaches. The SVM method which utilizes align-
ment information has been reported in [I0]. AdaCost and naive Bayes are text
mining methods using HPV literature data, which have been reported in [I1].
Our approach shows 97.22% of accuracy and 95.00% of F1-score, while previous
SVM method shows 93.15% of accuracy and 85.71% of Fl-score. For text-based
classification, the AdaCost method shows 93.05% of accuracy and 86.49% of
Fl-score, and the naive Bayes method shows 81.94% of accuracy and 63.64%
of Fl-score. Additionally, the accuracy obtained from the DNA sequence-based
method [9] is 85.64%. It is interesting that it gets relatively higher score in F1-
score than in accuracy. Fl-score is related with the number of high-risk HPVs
found by classifiers, while accuracy is related with the number of HPVs which is
correctly classified. Therefore, F'1-score is more important than accuracy in this
task.
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Fig. 2. Accuracy changes by the gap-spectrum kernel
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Fig. 3. The performance comparison of proposed approaches and previous classification
methods

Text mining approaches only depend on the clues from text sentences. If the
text documents are unavailable for unknown HPVs, there is no way to clas-
sify them, whereas the sequence-based classification does not need to use any
additional information except sequence itself.

Table [3 shows the risk type prediction for HPVs marked as unknown in Ta-
ble [l HPV26, HPV54, HPV57, and HPV70 are predicted as high-, low-, low-,
and high-risk, respectively. The prediction results for HPV26 and HPV54 are
identical to the one in Munoz et al. [6], and we assume that their results are cor-
rect because it is based on epidemiologic classification from over 1,900 patients.
For HPV70, there are different decisions for the risk type according to previous
research [0][18][19], and the risk type of HPV57 cannot be decided yet because
of insufficient previous works. By the prediction results, we can conclude our
approach provides certain probability for whether unknown HPVs are high-risk
or not.
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Table 3. Predicted risk type for unknown HPVs

Type HPV26 HPV54 HPV57 HPV70
Risk High Low Low High

5 Conclusion

We have presented a machine learning approach to classify HPV risk types.
Our method uses the SVM classifier with the gap-spectrum kernel based on k-
spectrum methods. The proposed kernel is designed to emphasize amino acids
pair with a fixed distance, which can be suitable for relatively short and «
helix-dominant sequences. For the experiments, the performance has been mea-
sured based on leave-one-out cross-validation. According to experimental results,
amino acids pair with a fixed distance provides good performance to discriminate
HPYV proteins by its risk. Especially, it is important not to have false negatives
as many as possible in this task. Therefore F1-score is important because it con-
siders both precision and recall based on high-risk type. Our approach shows
significant improvement in Fl-score as compared with previous methods, and
the prediction for unknown HPV types has given promising results. We can con-
clude that the relationship between amino acids with £ = 4 supports important
role to divide low- and high-risk function in HPV E6 proteins.

In this paper, we consider all protein subsequences equally. Even though SVMs
naturally detect the important factors in a high-dimensional space, it is necessary
to analyze what components are more informative for HPV risk types. Also,
protein structure or biological literature information can be combined with this
method for more accurate prediction. Thus, study on exploring efficient analysis
method remains as future works.
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