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Abstract. As the technical infrastructure to support Grid environtaenatures,
attention must be focused on integrating such technicedsiructure with tech-
nologies to support more dynamic access to services, angliegshat such ac-
cess is appropriately monitored and secured. Such cajebikill be key in pro-
viding a safe environment that allow the creation of virtogjanisations at run-
time. This paper addresses this issue by analysing how wamkithin the field
of Electronic Institutions (EIs) can be employed to provéseurity support for
Grid environments, and introduces the notion of a Semartewall (SFW) re-
sponsible for mediating interactions with protected sm@wigiven a set of access
policies. An overarching guideline is that such integmratstiould be pragmatic,
taking into account the real-life lessons learned whilsetigping, deploying and
using the GRIA infrastructure for Grid environments.

1 Introduction

The Grid Computing paradigm [8] is aimed at supporting ag¢es variety of com-
puting and data resources across geographical and organ@aoundaries, to en-
able users to achieve (typically) complex and computatipratensive tasks. More
specifically, the “Grid Problem” has been articulated awvjaliag the means to support
virtual organisations that can draw together differentatslties from across the Grid
domain, to deliver services that might not otherwise beiptesfs]. In attempting to re-
alise this vision, research and development over recems yee focussed on directing
Grid environments towards establishing the fundamentalkeotechnical infrastruc-
ture required, as represented by infrastructure developmémtetuch as the Globus
toolkit [9], and standardisation efforts such as OGSA [16] 8/S-Resource [2].
However, while such technical infrastructure is necessaproviding an effective
platform to support robust and secure communication, grigely omits consideration
of the otherhigher-levelissues that need to be addressed before we can achieve the
goal of formation and operation of virtual organisationa-time based on a dynamic
selection of services [8]. In particular, whilst low-lev&tcurity concerns (including
encryption, authentication, etc) are addressed, the @mubbf describing authorised



processes and the policies that are associated with thosegses is largely ignored at
this level. The requirement here is to specify which seswi@e allowed to participate
in the virtual organisation and what they are permitted to do

If we consider virtual organisations in the context of ageased computing, we can
regard this problem as analogous to that of defininglaatronic Institution (El) Elec-
tronic Institutions, as defined in [3], can provide the neeeg conceptual framework
for describing the allowed participants in a virtual orgaation as well as the permitted
interactions in any given state. As such, they have provefulim providing structured
regulatory environments for heterogeneous external agenisers (in a broader sense).
Furthermore, they are supported by tools such as ISLANDER\dich can facilitated
the process of defining an institution.

In this paper, we present a way of making use of such techieslag response to
a specific set of needs for Grid applications, identifiedoiwlhg practical experience
gained through the development of tBRIA (Grid Resources for Industrial Applica-
tiong) infrastructure [14]. Unlike Globus, GRIA was designed tgpgort business in-
teractions, and although it does not currently make explieg of agent technologies,
some of its underlying concepts resonate well with an agemtaach. As such, it pro-
vides an ideal and flexible framework that could exploit agenhnology to provide
effective solutions for some of its current limitations.

In particular, we describe how Els can be applied within thietext of a Grid secu-
rity device, and introduce the notion oBemantic FirewallThe purpose of the Seman-
tic Firewall is to protect Grid services by monitoring alkesnal interactions with those
services. Its key functionality is to ensure that all int#i@ns with protected services
fulfil the following criteria:

— The encountered interactions are thegpectedgiven the agreed aims of the in-
teraction and the current state of execution of a defineddotion protocol [1];

— The interactions must satisfy any security requiremersts@ated with the interac-
tion protocol.

The application of Els for describing and subsequently tooimg interactions
within the context of a Grid application represents one effifimary efforts in demon-
strating (in practical terms) how agent technologies candwsel in Grid environments.
Whilst the perceived benefit of doing so has already beerearby Foster et al [7], this
work represents a tangible example that realises thisrvisioaddition, it also demon-
strates how such technologies canppegmaticallyapplied without requiring a drastic
reconfiguration of existing Grid infrastructure, or the wiaywhich Grid-developers
design services. This is a significant issue since uptakg@ftaechnologies is noto-
riously hard to achieve in new environments [17]. Thus, thiéitg to introduce agent-
based principles without a significant shift in the status,quhilst adding value within
a Grid Infrastructure is a key contribution.

The paper is structured as follows. In the next section weflgrilescribe the GRIA
infrastructure and provide an example of its operationtige®) that we use through-
out the paper. Subsequently, in sections 4 and 5 we intratieagotion of the Semantic
Firewall, and briefly describe Electronic Institutions. Wen discuss in section 6 how
we map GRIA concepts on to El concepts and provide a concxata@e of that map-
ping (section 7). The paper concludes in section 8.



2 The GRIA Framework

The GRIA framework is a Grid infrastructure developed ugirgj the basic web ser-
vice specifications, as part of the EC IST GRIA project [1#provides the necessary
infrastructure for exposing computationally intensivelagations across the Grid, with
ancillary facilities for data staging and quality of semvinegotiation. A Grid service
within GRIA can be considered agantextualisedveb service, which exposes its func-
tionality through a well-defined interface. It is contextsed since interactions with
the web service are based on a well-defined process, withtaxtdhat is maintained
throughout the lifetime of the process. It is the interattaotocols associated with
these long-lived processes that we aim to make expliciutinaan appropriate formal
description, so that they can be specified to an externakaammtrol and monitoring
system.

In GRIA, a number of services and systems, both external atednial, are used.
Internal systems and services include resource schedatesunting systems and data-
bases, while external services include data staging se\ertification authorities, and
so forth. GRIA also provides features such as negotiatien the quality of service and
long-term accounts with service providers. We do not distliese issues in detail here,
but the interested reader is referred to [14], in which a ncoraplete description of the
GRIA system is available.

Rather, what we present here is a simplified example of theatipa of GRIA, and a
description of how these concepts are mapped to an elecirmtitution. Our example
is based on a straightforward usage scenario for Grid agifoits that is supported by
GRIA. It involves aclient that submits a computation job (such as rendering a short,
animated video clip) to @b service where the computation job specifies a particular
application to execute, such as a renderer. Now, in ordex élient to be able to submit
a computation job it must first have @atcountopen where the computation job is
able to bill for services. Furthermore, it must have the veses of the computation job
allocated to it via aesource allocator

In typical Grid scenarios, accounts are opene@8bsglget Holderge.g. the manager
of a research group), who then allo%ccount Userge.g. the individual researchers
planning and running jobs) access to the account so thattresllocate resources and
run jobs charged to the account, etc.

The main limitations of the current GRIA implementation assfollows:

— Currently, the service interaction model is fixed as a sfatitory pattern. The busi-
ness processes linking tiAecount ServiceResource AllocatiomndJob Service
cannot be changed to fit local policies or business models.

— The interactions between services are encoded throughradssiate held within
the services themselves. This means that services carisbinedifferent domains.
While it is entirely reasonable for tHeesource Allocatioservice to be collocated
with the Job Serviceahat uses its resources, it should not be necessary fakdhe
count Servicalso to be operated by the same domain.

— There is no explicit description of the service interactiomhis means that one
cannot provide any external monitoring to detect any cdroumpof the services,
which might become evident through some change in the ictierawith them.



3 A Desired Scenario

Consider the collection of services and service clientavshim Figure 1, which il-
lustrates the example described above. In this figure, weesept the different web
services involved, whereas the functional statementgiposd above the arrows rep-
resent the methods that could be used to interact with theécesron the right of the
organisational boundary.

open_account() get_status()
get_statement() trust_user()
untrust_user() trust_biller()

< untrust_biller() @ Account ¢ @
close_account() / Service

®
I

Budget
Holder
trust_biller()
@ untrust_biller()
Resource
Aest—resource() -—_I__®_y Alloca}tion
: -« get_request_status() Service
uE
start_job() \I\* Job
get_status() <——J

get_results() I@ Service

organisational
boundary

Fig. 1. Grid Interaction Example

This scenario is based heavily on GRIA, but significantlydifred to make it clear
and tractable enough for our purposes. However, in one wigyr& 1 is more sophis-
ticated than the current GRIA implementation: some intéoas that would be hidden
in the “back office” within a GRIA deployment have been inaddn the service inter-
faces, so that we can construct a scenario in whicitm®unt Services not collocated
with the Resource Allocation Servi@and theJob Service

The interactions between clients and services are as fellow

— A Budget Holdeis able to interact with th&ccount Servic€l). It first requests the
account to be opened and, once the account is active it camgsnother actions,
delegate or revoke access to the account by account useai@mdbillers to charge
for their services to the account.

— A Clientis able to interact with thResource Allocatioservice (2) so as to request
access to a computation services.

— Once aresource has been allocated(lent can interact with thdob Servicé3),
requesting the computation to be run.



— Before starting to run a job, thi#ob Servicamust be able to charge, or bill some
entity for performing the job. Théob Serviceloes this by getting a contextualised
endpoint for theAccount Servic¢4) representing an Account, and billing the Ac-
count for the job using an operation of the specifedount Servican the specified
context.

— The contextualised endpoint for billing the Account mustdidained from the
Account ServiceTo get one, th&€lient must be authorised by tHgudget Holder
(5), who must call an operation of thecount Servic) to inform it of theClient's
trusted status.

— In the case where the account credit has run out, or the athasmeen closed, all
Account Usershould not be allowed to initiate any further resource atmns or
jobs. However, it should still be possible Billers to bill for any outstanding jobs
remaining until the account has been properly cleared.

In trying to describe these interactions, we must also take aof other more prac-
tical challenges.

— Some interactions, such as the opening of an account, agéhleprocesses that
necessarily involve both online and offline actions. Fomegke, anAccount Man-
agermay need to perform credit checks offline before approviBgdget Holder's
account.

— ltis likely that theBudget HoldermndClientare behind opposed conventional fire-
walls. Bearing in mind that on the Grid, interactions maysjstrfor a long time,
this means all interactions must be initiated by clientsdose if the services try to
do so, their attempt may be blocked by the client-orgarusatifirewall.

This second point means that the interactions are one-sid#d clients polling
services for the current status of the interaction wheresgary. For example Budget
Holder should be able to poll thAccount Servicéo find out when their account has
been approved, and ti@@ient must poll theJob Servicdo find out when a job starts or
terminates. In the context of an agent-oriented approaoioitelling this scenario, we
note that there are services that cannot initiate intevastiThis is different to the more
general agent models, in which agents are both proactivesautive.

4 Semantic Firewall

Our goal is to enhance security in a services-oriented enmient whilst addressing
the challenges and limitations described above. We aim ¢owjde services by pro-
viding well-defined interaction protocols, and eliminatithe need for the services to
deal with undesired messages by filtering out such messagesaganisational level.
Furthermore, we want to provide network administratordwiite ability both to al-
low flexible interaction with Grid services (something naspible using conventional
firewall technologies) and to maintain careful control oerse interactions.

To achieve these goals, we introduce the notion of a seadeitice which is able
to reason about the current state of interaction betweesrreadt services, and those
services protected by the security device, and also to erthat all messages sent to



these services are consistent with the current state. WihegermSemantic Firewall
(SFW)to describe the device since, as opposed to a normal firatvalgnitors traffic
at the level of messages exchanged between web serviceakasdinto account the
context of interaction. It is important to emphasise tha 8FW is only concerned
with, and protects, thinterestsof the protected service, and thus does not require a
global viewof all the interactions taking place within the context ofliamt attempting
to achieve a task in which the protected service is also wegblFor example, in the
above example, the SFW does not need to be aware of the itwasabetween the
Budget Holderand theClient

The requirements for the SFW are divided id@scription and reasonin@ndin-
frastructurerequirements. The former refers to what we should be ableeszribe
about the services and interactions between them and wieofyreasoning we should
be able to perform, while the latter refers to what the irtftacture should be able to do
given the descriptions and reasoning over them.

1) Description and Reasoning Requirements

Allowed Participants: The first step is for the SFW to have an appropriate set of
descriptions of what entities are allowed to interact witbtpcted services, and for
the SFW to be able to appropriately identify the servicesnagiting to communicate
with protected services. In part, the solution involves e of “conventional” secu-
rity technologies such as PKI and X.509 for user autheritinaHowever, beyond such
technologies we must also look at tbentextof interaction and the intent of the inter-
action, which is an issue that the SFW, rather than lowestisgcurity technologies,
will handle.

Allowed Interactions: Subsequently, based on who is attempting to interact, we
require a description of a currently permissible inte@tiprotocol. The possible in-
teractions in a web services environment are based on theodeetescribed within
the WSDL (Web Services Definition Languafj@terfaces for each service. However,
WSDL interfaces do not provide any information about petexditprocesses for any
given instant. Instead, developers typically rely on doentation associated with the
services to determine the appropriate process throughhwhithods in the WSDL
interface should be called. Our aim is to ensure that thisgs®is adhered to, by pro-
viding the SFW with the descriptions of the process.

Dependencies between partieSthe SFW must be aware of the dependencies be-
tween interaction protocols for different parties. Thiglirdes both the manner in which
actions from one party cdimit what another party can do, and how actions from one
party carenableanother to interact with a protected service.

2) Infrastructure Requirements

Transparent protection: The infrastructure should take into account the fact that
the SFW should be invisible to services outside the protedtenain. Whilst we may
foresee a future situation in which several SFWs, each tipgraithin a different or-
ganisational domain, play an active part in defining and stipm the context through

4 http:/iwww.w3.0rg/TR/wsdl



which services from those domains can interact, we mushbedh the assumption
that external services are not aware of the existence ofsdehice.

Informing users on reasons for failure: In order for both system administrators
and users to accept any actions taken by the SFW (such aBrrgjeessages, etc), the
device should be able provide justifications about its astisuch as why an interaction
was accepted or rejected. A clear trace of the reasoningeodidhrice is necessary to
achieve this requirement.

5 Electronic Institutions

Given the set of requirements described in the previougseen essential component
is the existence of an interaction protocol and a means onhidgfithe protocol and
its dependencies. Although there are a variety of technedapat enable us to define
interaction protocols (e.g. [11, 1]), as well as a signift@anount of work on describing
appropriate policies [15], what we require is something thiee a more integrated view
of the situation. In this regard, Els are able to addressrakweé the concerns raised
above. Below we provide a brief overview of this work beforevimg on to describe
how the concepts of Electronic Institutions can be mappetdse in GRIA, so as to
provide appropriate descriptions that the SFW can use tatordnteractions.

To define an El, it is necessary first to define a common langteegjéow agents to
exchange information, the activities that agents may perfsithin the institution, and
the consequences of their actions. Our model of electrosigutions is thus based on
four principal elements: a dialogical framework, a set @frexs, a performative structure
and a set of normative rules [3, 10, 12].

The dialogical frameworkdefines the valid illocutions that agents can exchange,
and the participant roles and relationships. In the mosegdrtase, each agent that
exists within in a multi-agent environment is endowed wighawn inner language and
ontology. In order to allow agents to successfully inteksith others we must address
the fundamental issue of relating their languages and ogited to each other. Els solve
this problem simply by establishing acceptable illocusiocommunication primitives
and knowledge representation concepts through a commdirjefimed ontology (vo-
cabulary) —the common language to represent the “world” at &l the agents adhere
to. Moreover, the dialogical framework defines the partaiproles within the El and
the relationships among them. Each role defines a patteretaiMour within the in-
stitution, and any agent within an institution is requirecatiopt a subset of them. In
the context of an El, we distinguish between two types ofsafgernal andexternal
roles. The internal roles can only be played by what westaff agents which are those
pertaining to the institution. These are analogous to wsrikéthin human institutions.
Since an institution delegates their services and dutiéfsetinternal roles, an external
agent can never play an internal role. By sharing a dialdfiaaework, we enable the
heterogeneous community of agents to exchange knowledhesath other.

The set of possible activities within an electronic ingtdn is defined by the com-
position of multiple, distinct, and possibly concurrenaldgic activities, where each
activity involves different groups of agents playing di#at roles. For each activity, in-
teractions between agents are articulated through ageanpgneetings, which follow



well-defined communication protocols; we refer to such megstasscenesThus, all
agent interactions that take place within an El exist witiie context of a scene. In
addition, the protocols for each scene model the possiblegit interactions between
rolesinstead ofagentsthus, scene protocols define patterns of multi-role cosatén,
and hence can be multiply instantiated by different grodfEgents. A distinguishing
feature of scenes is that they allow agents either to enttr l@ave a scene at certain
particular moments (states) of an ongoing conversatiopmgipg on their role.

A scene protocol is specified by a directed graph, where tldesioepresent the
different states of the conversation, and the arcs arelébeith illocution schemes or
timeouts that allow the conversation state evolve. Thusaah point of the conversa-
tion, the El defines what can be said, by whom and to whom. As ard the protocol to
be generic, state transitions cannot be labelled by gralifideutions. Instead, illocu-
tion schemes have to be used where, at least, the termsmgferagents and time must
be variables, whilst other terms may be either variable®pstants. Thus, the protocol
is independent of concrete agents and time instants. Mergakcs labelled with illo-
cution schemes can have some associated constraints wipdseé restrictions on the
valid illocutions, and on the paths that the conversationfodow.

While a scene models a particular multi-agent dialogicvétgtimore complex ac-
tivities can be specified by establishing relationships ragnscenes, captured in the
performative structureln general, the activity represented by a performativecstire
can be depicted as a collection of multiple, concurrenteseAgents navigate from
scene to scene, constrained by the rules defining the nedfijos among scenes. In or-
der to capture the relationships between scenes, we useialdgpe of scene, known
astransitions Transitions allow the expression of agent synchroniggiimints (i.e. se-
lection points where agents can decide which path to follawparallelisation points
(i.e. where agents are sent to more than one scene). Thepcaeb as a type of router
in the context of a performative structure. Moreover, they\aame agent can possi-
bly participate in multiple scenes at the same time. Likewthere may be multiple
concurrent instantiations of a scene, so we must also cendiyl whether the agents
following the arcs from one scene to another are allowedéad atnew scene execu-
tion; 2) whether they can choose to join just one or a substteofictive scenes; or 3)
whether they can choose to join all active scenes.

A performative structure can be seen as a network of scenesith their con-
nections are mediated by transitions that determine treeflolv policy. Finally, from
the set of scenes, the initial and final scenes determinerttng &nd exit points of the
institution respectively.

In the context of an institution, agent actions have consrges, usually in the
shape of compromises which impose obligations or restriston dialogic actions of
agents in scenes in which they are acting (or will be actinthefuture). Normative
rules affect the behaviour of agents by imposing obligationprohibitions.

Note that we are considering dialogic institutions, andahly actions considered
are the utterance of illocutions. Therefore, we can reféinéautterance of an illocution
within a scene or when a scene execution is at a concrete Stagantuitive meaning
of normative rules is that if illocutions are uttered in therresponding scene states



(and some predefined expressions are satisfied), then Btiwettions satisfying other
expressions must be uttered in the corresponding sceles.stat

To summarise, the notions presented above define the regusttucture of an El
as a “workflow” (i.e. performative structure) of multi-ageprotocols (scenes) along
with a collection of (normative) rules that can be triggeoéidby an agent’s actions
(speech acts).

Note also that the formalisation of an El focuses on macvetlgsocietal) aspects,
instead of on micro-level (internal) aspects of agentss &fliows us to more easily
map the concepts between Grid environments and Els. Sinassumptions are made
about internal aspects of agents, it is possible to define@o@me mappings between
actions (or services) provided by each agent, and web ssrdefined within a Grid
environment.

6 Using Electronic Institutions in GRIA

Given the descriptions of the requirements for the Semditewvall in section 4 and
the overview of the main Electronic Institution conceptségttion 5, it is now possible
to investigate how such concepts can be applied within th&.SHis is achieved by
defining eactscenarioof interaction with the protected domain as an Electrongtiin
tution. A scenario will typically be associated with a sgiedbusiness model, such as
described in Section 3.

6.1 Mapping GRIA Models to Electronic Institutions

Services: Each service that is expected to interact in a well-definethago with a
protected service is associated with a role within the ede@t institution.External
rolesare used to represent services that are not protected byiNevghereasnternal
rolesare used for the protected services. This allows us to glelistinguish between
those services that perform institutional services antitteaSFW has a responsibility
of protecting, and external services that may be providiegtient with a service but do
not form part of the institution. In our running example, thecount ServiceResource
AllocationandJob Serviceccupy internal roles, whereas tBadget HoldeandClient
occupy external roles.

Interactions and Business ProcessThe allowed interactions between services and
the entire business process can be encoded as individuessedthin an El. The par-
ticipants in the scene are the relevant services, whilsillteitions being uttered are
mapped to the corresponding WSDL methods. In addition, asehsituations where
the SFW itself needs to be made aware of events that occuinvatbtected services,

it appears as a participant within a scene. To illustrate, tonsider the case where a
request is sent by Budget Holdetto close the account. In this case, thecount Ser-
vice may still allow Billers to bill the account up to the point where the account has
been settled (which may involve offline actions). When theoaat is finally closed,
the SFW needs to informed about this closure explicitly ®/Albcount Servicesince
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Fig. 2. Mapping GRIA concepts to Els

there is no illocution that will enable it to understand tHatthis case the SFW is an
active participant in the scene.

The wider business process, with regards to a particulkraiad the protected ser-
vices, is described by the performative structure of thetedaic institution. This allows
us to define the appropriate flow of roles between scenes aasvehpose a particular
process or workflow to the entire set of interactions witliedént parties.

Cross-party dependencies:We have already mentioned that an important goal of the
SFW is that of managing the dependencies between integagérties. Returning to
the example mentioned above, onc®8adget Holderhas requested that an account
should be closed, access should be restricted to all classsciated with the closed
account to prevent them from assigning other billers. Tlamsaction within a scene
that involves both th&udget Holderand theAccount Servicalso has an implication
on the permissible actions within scenes involving #ezount Servicand Clients



Within an El, this can be modelled by defining a set of normgrtsure that specific
actions can hold only as long as some constraints hold true.

Domain Ontology: The application domain concepts that are relevant to tlegant

tions between protected and external services are encaitted the El ontology. The
ISLANDER editor supports the management of such ontoledheseby facilitating
the creation of mappings between the datatypes used wiibiikl definition and the
datatypes used by the web service interface.

6.2 Semantic Firewall Core Modules

Given the discussion of the mapping between the El conceptS&W concepts in the
previous section, it is now proceed to address the struofutte SFW itself, illustrated
in Figure 3.

Semantic Firewall Modules
Institution Authoring Institution Verification
C (ISLANDER) ) ((ISLANDER+SimDEI) )

t Institution Definition Store J SFW Administration
|V State Model Constraint Auditing

Execution Evaluation
—(  (AMEL) ) |

Action Processor H Event Processing
- I
Message Enforcement
SFW Runtime

Fig. 3. Semantic Firewall Core Modules

The SFW has two main components: th@ministrationand theRuntime Environ-
ment The SFW Administration deals tasks such as authoringfieation and storage
of electronic institutions, whereas the SFW Runtime Enwinent is responsible for the
verification of messages based on the electronic institutéinitions. We discuss each
of these in more detail below.

Semantic Firewall Administration: SFW Administration is divided into three differ-
ent modules:

— Authoring:The ISLANDER tool provides a graphical interface to faeilé the def-
inition of an institution. It allows for the definition of a camon ontology, the per-
formative structure and related scenes, as well as related:



— Verification: For verification of the electronic institution, ISLANDERmt@rovide
verification of thestructural propertiesvhile verification of the dynamic behaviour
can be achieved through simulation in the SIMDEI tool [13].

— StorageA verified definition of the SWF is stored in thestitution Definition Store
for use by the SFW Runtime.

Semantic Firewall Runtime: The SFW Runtime consists of several modules, and is
primarily concerned with the verification of each messagsing to protected services.

— The Message Enforcement Moduilduis is responsible for receiving messages and
dealing with all lower level issues, such as parsing the SGture of messages
and providing the relevant part of the message toAttton Processqrwhich per-
forms the mapping between the WSDL message and the defimittbim the elec-
tronic institution.

— The State Model Execution and Constraint Evaluation Maglulénese modules
are queried to determine whether the message is a valid @ed ba the electronic
institution definition. This functionality can be providég the AMELI run-time
engine [5] which can directly accept a definition of an El amad ceason about
what are the next allowable steps according to the definition

— The Event Processing Modulat the same time as thgtate Model Executioand
Constraint Evaluatiormodules are being queried, tient Processingnodule
collects information sent by the protected services to th&/Swvhenever that is
appropriate as discussed earlier.

— The Auditing Module: This module is responsible for keepéngcord of the vari-
ous actions so provide a trace as to why messages may havesiertad.

7 Evaluation Case Study

In order to better illustrate the use of Electronic Instd@ns within the SFW, this sec-
tion presents a case study which includes a descriptioneopérformative structure,
followed by a simplified definition of the scene dealing witttaunt management.

Figure 4 illustrates the GRIA business process as an efectirstitution’s perfor-
mative structure. It contains a collection of scenes (r&gmeed as boxes) relating to
each of the GRIA servicésWe differentiate betweeimternal rolesrepresenting the
GRIA protected services; in this case the services behmdthanisation boundary as
depicted in Figure 1Account Manage(AM), Job Manager(JM), Resource Manager
(RM), andSemantic firewal(SF); andexternal rolesrepresenting the GRIA external
users, which include thBudget Holder(BH), Account UsefAU), andJob User(JU).
Agents playing these roles migrate from service to servitsx aynchronising at tran-
sitions (represented by triangles).

Access to services is controlled through several scenesTable 1). All these
scenes are specified to realise a client-server model. Tanisstance, when aU agent

5 Note that the connections between scenes are labelledheitioles migrating from service to
service along with agent variables that are expected to bedto actual agent identifiers at
run-time.
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Fig. 4. GRIA Performative Structure

requires a job execution, it first synchronises withvbagent that is continuously listen-
ing to agents’ requests at td®bSer ver scene. Thereafter, the two agents progress
together through the transition to create a new executitimafobExecut i on scene.
Note that the scenes offering the GRIA protected servicespecified so that they can
be multiply instantiated, and thus serve multiple agergquests simultaneously. Note
also that there are scendopSer ver ,Resour ceSer ver ,Account Ser ver ,and
AccUser Ser ver particularly devoted to the listening functions of the aggiaying

the internal roles.

|Service |Offered through Scene |
Resource Allocation ServicgResour ceAl | ocat i on Scene
Job Service JobExecut i on Scene

Accounting Service ServicelAccount Cr eat i on Scene
AccUser Mgt Scene
AccManagenent Scene

Table 1. Various services offered through different scenes

Next, we examine thAccManagenent scene, illustrating how the specific inter-
actions with services are managed. There are three paniciples in this scene, the
Account Manager (AMjepresented by thAccount Servicethe Budget Holder (BH)
and theSemantic Firewall (SE)The boxes represent different states of the dialog, while
the arcs between them represent possible illocutions.

At WD all roles are allowed to enter the scene. At this stateBiHés allowed to re-
quest a statement of the accouat ¢ 0), to which theAM can reply with a statement.
In addition, theBH can request for thAM to trust a biller &r ¢ 1), which the AM can
either acknowledge positivelya( ¢ 2) or refuse &r c 5). If the request is accepted
this will enable &Client, matching the criteria of the user that should be trustedtere
the institution and also assign billers to this account, asliscussed in Section 3. The
BH can also request for an account to be closed( 4). This lead the scene to a state



where the only thing th&H can do is request the status of the account and once the
account has been closed, which as we already mentioned walyéroffline actions,

the SFis informed of this so that is can reflect this change on thenedtl actions of
other interested parties such as billers.

Fig. 5. Account Management Scene

8 Conclusion

In this paper we proposed a method for enhancing securityimdgrid environments
by making use of Electronic Institutions to support the #meation, verification and
monitoring of permissible interactions within a proteced. firewalled) environment.
This is achieved though a dedicated device,3leenantic Firewallwhich maintains a
set of mappings between entities within Electronic Insitites and Grid Services. The
Semantic Firewall facilitates the integration of agenhtemlogies within a Grid envi-
ronment, without requiring radical changes to the infrasttire or the way developers
build Grid services. As such, this work represents a pragnetample of how the
worlds of Grid infrastructure and agent research can coigether to provide effective
solutions to the existing limitations for Grid infrastruce.

The work described in this paper provides several avenudarther development.
In the short-term, we can begin to define more flexible busimesdels within GRIA,
since we can take advantage of the flexible description anmiitorong capabilities to
ensure that they are adhered to. Subsequently, we can loegiamine how such in-
stitutions can be agreed upon at run-time between diffevaganisations, where each
protected by a Semantic Firewall. Finally, we must also begiinvestigate the pos-
sibility of making deploymenbf services within a Grid environment more flexible by
providing high-level definition of allowed processes (as)Elhich developers can then
ensure they adhere to.
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