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Abstract. In this paper, we introduce a modified fuzzy min-max(FMM) neural 
network model for pattern classification, and present a real-time face detection 
method using the proposed model. The learning process of the FMM model 
consists of three sub-processes: hyperbox creation, expansion and contraction 
processes. During the learning process, the feature distribution and frequency 
data are utilized to compensate the hyperbox distortion which may be caused by 
eliminating the overlapping area of hyperboxes in the contraction process. We 
present a multi-stage face detection method which is composed of two stages: 
feature extraction stage and classification stage. The feature extraction module 
employs a convolutional neural network (CNN) with a Gabor transform layer to 
extract successively larger features in a hierarchical set of layers. The proposed 
FMM model is used for the pattern classification stage. Moreover, the model is 
utilized to select effective feature sets for the skin-color filter of the system. 

1   Introduction 

Fuzzy min-max (FMM) neural networks were introduced by Simpson [1] using the 
concept of hyperbox fuzzy sets. A hyperbox defines a region of the n-dimensional 
pattern space that has patterns with full class membership using its minimum point 
and its maximum point. The fuzzy min-max neural networks are built by making one 
pass through the input patterns and forming hyperboxes into fuzzy sets to represent 
pattern classes. Gabrys and Bargiela have proposed a General Fuzzy Min-Max 
(GFMM) neural network which is a generalization and extension of the FMM cluster-
ing and classification algorithm [2]. In GFMM method, input patterns can be fuzzy 
hyperboxes or crisp points in the pattern space. We present a modified FMM, called 
the weighted FMM (WFMM) neural network that takes the weights into account. The 
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rationale for this idea is that a feature of a particular hyperbox can cover many more 
training patterns than other features of the same hyperbox and features of other hy-
perboxes. A weight value is assigned to each of the dimensions of each hyperbox so 
that membership can be assigned considering not only the occurrence of patterns but 
also the frequency of the occurrences within that dimension. 

Growing interest in computer vision has motivated a recent surge in research on 
problems such as face recognition, pose estimation, face tracking and gesture recogni-
tion. However, most methods assume human faces in their input images have been 
detected and localized [3-5]. Color usually presents a strong intuitive cue in complex 
scene images. Recently, skin detection has emerged as an active research topic in 
several practical applications including face detection and tracking. Various generic 
skin models in a number of color spaces have been presented [6-7]. However, we can 
expect variations when images are taken in various settings, with different kinds of 
camera hardware, and under a wide range of lighting conditions [8]. Therefore the 
generic skin model may be inadequate to accurately capture the wide distribution of 
skin colors in an individual image.  In this paper we present a FMM-based feature 
analysis technique for the face detection system. Two kinds of relevance factors are 
defined to analyze the relationships between features and pattern classes. Through the 
feature analysis, we can select the most relevant features for the skin-color filter as 
well as the pattern classifier. Moreover, the training process can make it possible to 
adaptively adjust the feature ranges of the skin-color filter. 

2   A Weighted FMM Neural Network 

In our previous work, a weighted fuzzy min-max (WFMM) neural network has been 
introduced [9]. The model employs a new activation function which has the weight 
value for each feature in a hyperbox. In this paper, we introduce an improved struc-
ture of the WFMM neural network and its application to a face detection problem.  

2.1   Structure and Behavior  

The weighted fuzzy min-max(WFMM) neural network is a modified version of Simp-
son’s FMM model[1]. The model consists of three layers: input layer, hyperbox layer 
and class layer.  In the model, the membership function of a hyperbox is defined as 
Equation (1).  

{ , , , , , ( , , , , )}  n
j j j j j j j j jB X U V C F f X U V C F X I= ∀ ∈  (1)  

In the equation, jU and jV  mean the vectors of the minimum and maximum values 

of hyperbox j, respectively.  jC  is a set of the mean points for the feature values and 

jF  means the a set of frequency of  feature occurrences within a hyperbox. As shown 

in Equation (2) and (3), the model employs a new activation function which has the 
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factors of feature value distribution and the weight value for each feature in a  
hyperbox.  
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The hyperbox membership function has weight factor to consider the relevance of 

each feature as different values. In the equation, the ijw  is the connection weight 

between i-th feature and j-th hyperbox. The weighted FMM neural network is capable 
of utilizing the feature distribution and the weight factor in learning process as well as 
in classification process. Since the weight factor effectively reflects the relationship 
between feature range and its distribution, the system can prevent undesirable per-
formance degradation which may be caused by noisy patterns.  Consequently the 
proposed model can provide more robust performance of pattern classification when 
the training data set in a given problem includes some noise patterns or unusual  
patterns. 

2.2   Learning Algorithm  

The learning process of the model consists of three subprocesses: hyperbox creation, 
expansion, and contraction processes. 

If the expansion criterion shown in Equation (4) has been met for hyperbox jB , 

, ,ji ji jif u v  and ijc are adjusted using Equation (5) and (6).  
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As shown in the equations, the frequency value is increased by 1 at every expan-
sion and the feature range expansion operation is similar to the fuzzy intersection and 
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fuzzy union operations [6]. The mean point value, jic , is updated by Equation (6). 

During the learning process the weight values are determined by Equation (7) and (8).  

j i
j i

f
w

R

α
=

 
(7)  
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(8)  

As shown in the equations, the weight value is increased in proportion to the fre-
quency of the feature. In the equations, s is a positive constant to prevent the weight 

from having too high value when the feature range is too small. The value of jif  is 

adjusted through the learning process. The contraction process is considered as an 
optional part of our model. The contraction process is to eliminate the possible over-
lappings between hyperboxes that represent different classes. We can expect that the 
weights concept of the model replace the role of overlapping handling because the 
weights reflect the relevance of feature values and hyperbox as different values. We 
define a new contraction method including the weight updating scheme. To determine 
whether or not the expansion has created any overlapping, a dimension by dimension 
comparison between hyperboxes is performed. If one of the following four cases is 
satisfied, then overlapping exists between the two hyperboxes.  
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For each of these cases, contraction process is performed. If 0old newδ δ− > , then 

,   old newi δ δΔ = = , signifying that there was an overlap for Δ th dimension.  Other-
wise, the testing is terminated and the minimum overlap index variable is set to indi-
cate that the next contraction step is not necessary, i.e. 1Δ = − . If 0Δ > , then the 
Δ th dimension of the two hyperboxes are adjusted. Only one of the n dimensions is 
adjusted in each of the hyperboxes to keep the hyperbox size as large as possible and 
minimally impact the shape of the hyperboxes being formed. 

As illustrated in Equation (9), we have defined new adjustment schemes from the 
new definition of hyperbox for the four cases. The frequency values, the mean points 
and the feature ranges are updated for the four cases. Consequently the frequency 
factor is increased in proportion to the relative size of the feature range, and the mean 
point value is adjusted by considering the expanded feature range. 
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3   A Face Detection Method Using the WFMM Model 

As shown in Fig.1, our face detection system consists of three modules: preprocessor, 
feature extractor and pattern classifier. Through the skin color analysis and training 
process, the system can generate an adaptive skin model and a relevant feature set for 
the given illumination condition. The feature extractor generates numerous features 
from the input image. The number of features and the relevance factors of the features 
affect the computation time and the performance of the system. Therefore we propose 
a feature analysis technique to reduce the amount of features for the pattern classifier.  

3.1   WFMM-Based Feature Analysis Technique 

This section describes a feature analysis technique for the skin-color filter and the 
classifier. We define two kinds of relevance factors using the proposed FMM model 
as follows: 

1( , ) :

2( , ) :
j k j k

i k i k

RF x C the relevance factor between a feature value x and a class C

RF X C the relevance factor between a feature type X and a class C
 

The first measure RF1 is defined as Equation (9). In the equation, constant BN  

and kN  are the total number of hyperboxes and the number of hyperboxes that be-

long to class k, respectively. Therefore if the 1( , )iRF x k  has a positive value, it 

means an excitatory relationship between the feature ix and the class k. But a  
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negative value of 1( , )iRF x k  means an inhibitory relationship between them. A list 

of interesting features for a given class can be extracted using the RF1 for each  
feature. 
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In Equation (9), the feature value ix can be defined as a fuzzy interval which consists 

of min and max values on the i-th dimension out of the n-dimension feature space. 
The function S a similarity measure between two fuzzy intervals.  

The second measure RF2 can be defined in terms of RF1 as shown in Equation 
(10). In the equation, Li is the number of feature values which belong to i-th feature.  

1
2( , ) 1( , )

l i

i k l k
x Xi

RF X C RF x C
L ∈

= ∑  (10)  

The RF2 shown in Equation (10) represents the degree of importance of a feature 
in classifying a given class. Therefore it can be utilized to select a more relevance 
feature set for skin color filter. 

 

Fig. 1. The face detection system using hybrid neural networks 

3.2   Feature Extraction and Face Classification 

The most advantageous feature of convolutional neural network is invariant detection 
capability for distorted patterns in images [2-3]. The underlying system employs a 
convolutional neural network in which a Gabor transform layer is added at the first 
layer. As shown in Fig. 2, the first layer of the network extracts local feature maps 
from the input image by using Gabor transform filters.  
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Fig. 2. Face detector using hybrid neural networks 

The other layers of the feature extractor include two types of sub-layers called convo-
lution layer and sub-sampling layer. Each layer of the network extracts successively 
larger features in a hierarchical set of layers. Finally a feature set is generated for the 
input of the pattern classifier. The number of the features can be reduced by the fea-
ture analysis technique using the FMM model described in the previous section. For 
the feature extractor, a set of (38ⅹ42) candidate areas are selected as input images. 
The first layer of the feature extractor, Gabor filter layer, extracts eight feature maps 
in which the size of feature map is (28ⅹ32). Each unit in each feature map is con-
nected to a 11ⅹ11 neighborhood into the input retina. In the subsampling layer, the 
feature map has half the number of rows and columns of the input data. Therefore the 
layer has eight feature maps of size 14ⅹ16. The convolutional layer generates 44 
feature maps. Each unit is connected to 3ⅹ3 neighborhood at identical locations in a 
subset of the feature maps of the Gabor transform layer. 1,848 feature values are gen-
erated and inputted into the input layer of the WFMM-based classifier. The aforemen-
tioned feature analysis technique can be used to reduce the number of these features. 

4   Experimental Results 

Two types of experiments have been conducted for a set of real images. For the train-
ing of skin-color filter, the system considers eleven color features, Red,  Green, Blue, 
Intensity, Cb, Cr, Magenta, Cyan, Yelleow, Hue and Saturation. Fig. 3 shows two 
input images captured under different illumination conditions. Table 1 shows the 
skin-color analysis result and the feature range data derived from the training process. 
As shown in the table, different kinds of features can be adaptively selected for a 
given condition, and the feature ranges of skin-color filter can be also adjusted by the 
training process. 

Table 1 shows four features which have the highest value of the relevance factor 
RF1. As shown in the table, a number of hyperboxes for face and non-face patterns 
have been generated and the relevance factors are also adjusted through the training 
process. Therefore the system can select more effective feature set adaptively for the 
given environment. 
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Fig. 3. Two training data captured under different illumination conditions 

Table 1. Feature analysis results for the two images 

image - 1 image - 2 

feature feature range RF1 feature feature range RF1 

Hue 0.833 ~ 0.992 9.1103 Cb 0.589 ~ 0.772 0.8888 

Saturation 0.019 ~ 0.135 9.0104 Yellow 0.433 ~ 0.632 0.7832 

Cb 0.761 ~ 0.964 8.8212 Saturation 0.056 ~ 0.243 0.7204 

Cr 0.053 ~ 0.234 6.7320 Blue 0.437 ~ 0.627 0.6929 

We have selected face patterns from the real images and non-face patterns from the 
background images. 100 face patterns and 100 non-face patterns have used for train-
ing process. Fig. 4 shows the change of detection rate and false alarm rate by varying 
the number of training patterns, respectively. The result shows that the detection rate 
increases as more training patterns are used, and the false alarm rate decreases as 
more non-face counter examples are used for training. 
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Fig. 4. Detection rate and false alarm rate as varying the number of training patterns 

5   Conclusion 

The proposed WFMM can provide at least two advantages over the original FMM: (a) 
it would work better for pattern classification than the original scheme, especially for 
data sets with highly uneven distribution of features or noisy features since the hyper-
boxes in the WFMM model is not too sensitive to a few occurrence of unusual/noisy 
features in input patterns, (b) the learned weights for each feature during training 
process can be used to identify the relevance of the feature to the given class, which 
can be easily used for possible rule generation. The feature relevance measures com-
puted through the feature analysis can be also utilized in designing an optimal struc-
ture of the classifier. We have applied the proposed model to a real-time face detec-
tion system in which the illumination conditions are frequently changed.  
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