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Tracking of Individuals in Very Long Video Sequences
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Abstract. In this paper we present an approach for automatically detecting and
tracking humans in very long video sequences. The detection is based on back-
ground subtraction using a multi-mode Codeword method. We enhance this
method both in terms of representation and in terms of automatically updating
the background allowing for handling gradual and rapid changes. Tracking is
conducted by building appearance-based models and matching these over time.
Tests show promising detection and tracking results in a ten hour video sequence.

1 Introduction

Visual analysis of humans has a number of applications ranging from automatic surveil-
lance systems to extracting pose parameters for realistically character animation in
movies. Automatic surveillance systems observe humans at a distance and in various
environments. Furthermore, these systems should, as opposed to e.g., motion capture
systems, work completely autonomous and for long periods of time.

The foundation of many surveillance systems is a good detection and tracking of
humans in a video sequence. These issues have received much attention in the last
decade or so [1,2,3,4]. The detection problem (aka the figure-ground segmentation
problem) is typically done using shape, motion, depth, background detection, or ap-
pearance [5,6,7,8,9,10]. When the scene of interest contains individuals that are al-
lowed to occlude each other, the tracking of individuals is inherently difficult and using
an appearance-based model for each individual is often the preferred approach.

In this work we consider situations where occlusion can occur and we therefore fol-
low the appearance-based approach. Our aim is continuous detection and tracking over
very long periods of time as opposed to other approaches mostly evaluated on short
video sequences. Concretely, we first develop and use an advanced background subtrac-
tion algorithm in order to handle the figure-ground segmentation problem. The result
is a silhouette of each individual in the scene - section 2l Next we use an appearance-
based model to represent each individual. A good model is obtained by using some of
the results from research on modeling interacting people. We then present a scheme
for matching appearance-based models over time - section 3l In section H] we present
tracking results of several hours of continuous video and in section [5l a conclusion is
given.

G. Bebis et al. (Eds.): ISVC 2006, LNCS 4291, pp. 60—69, 2006.
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2 Figure-Ground Segmentation

The first step in our tracking algorithm is to separate the foreground (humans) from
the background, i.e., the figure-ground segmentation problem. We do this using a back-
ground subtracting approach inspired by [11].

2.1 Background Representation

We apply the Codeword approach of [11], which has shown to perform better than
Gaussian mixture models [9] and other well-known methods [12,1] in terms of both
speed and sensitivity [13].

The representation of a background pixel in the codeword approach [11] is based
on the representation from [14]. Here color and intensity are represented independently
and a background pixel is represented as a vector in the RGB-cube, . The distance,
in terms of color, p, from a new pixel, x, to the background model is measured as
the perpendicular distance to the vector. The difference in intensity is measured along
the vector and denoted, h, see figure 1. In the work by [11] a cylinder centered around

Y@

(a) The color and intensity representation. (b) A codeword representation.

Fig. 1. Illustration of the representations used in the background subtraction

the vector represents a codeword for this particle pixel and all pixel values inside the
cylinder are classified as background. During a training phase a number of codewords
are learned for each pixel and together these are denoted the codebook for this par-
ticular pixel. This is a fast and robust approach due to the multi-mode nature of the
representation. However, since all color vectors go through the origin of the color-cube
a more correct representation is to form a truncated cone around each learned back-
ground vector. In this way the different colors inside the codeword actually corresponds
to the same colors with different intensity. In figure 1 our representation of a codeword
is shown, where I and I are the minimum and maximum values found during training,
and I,y and Ipign are where the cone is truncated in order to allow additional values,
e.g., due to shadows [15].
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2.2 Background Initialization

A key issue in successful background subtraction is to learn a good model of the back-
ground during an initialization phase. If no moving objects are present in the scene this
is obviously easier. But a more general approach is to allow for moving objects. If a
pixel is covered by moving objects in less than 50% of the learning period then a me-
dian filter can be applied [1]. A different method is first to divide the training sequence
into temporal subintervals with similar values - assumed to belong to the background
and then find the subinterval with the minimum average motion and only use these pix-
els for model initialization [16,17]. In this work we follow the approach by [11], which
also works along these lines of reasoning.

During the initialization phase each new pixel is either assigned to an already exist-
ing codeword (which is updated accordingly) or a new codeword is created. This will
produce codewords for non-background pixels, but these are handled by temporal fil-
tering using the so-called maximum negative run-length (MNRL). This measures the
longest time interval where no pixel values have been assigned to the codeword. After
the training period all codewords with a too large maximum negative run-length will
be removed from the background model, i.e., this process allows for moving objects
during the training period, see [11] for details.

2.3 Background Updating

Using multiple codewords for each pixel allows modeling of very dynamic scenes, but
only the variation that is present in the training period will be modeled by the codebook
background method as described in [11]'. For the background subtraction to work for
several hours it is necessary also to handle the changes in the background that occurs
after the initialization phase. Two different types of changes need to be handled.

— Gradual changes do not change the appearance of the background much from one
frame to the next. The accumulated change over time can however be large, e.g.,
the effect of the changing position of the sun during a day.

— Rapid changes cause significant changes in the background from one frame to the
next. Background objects that are moved or significant changes in the motion pat-
terns of vegetation caused by gusting winds will for example cause rapid changes.

To handle the gradual changes we apply a simple continuous model:
p=0-a)-p+a-z , 0<ac<l ey

where p; is the codeword, p; 41 is the updated codeword, and x; is the current pixel
value. Based on experiences in dynamic outdoor environments « is typical 0.05 to 0.15.

Only the activated codeword in each codebook is updated with this process. Con-
sider the situation where a pixel is sometimes occupied by a green tree branch and
sometimes occupied by a red wall, e.g., due to wind. Only the codeword modeling the

"1t should be noted that at the time when this work was finished [15] the authors of [11] pub-
lished a more advanced version of their codebook algorithm [18], which is somewhat similar
to our background subtracting approach.
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branch should be updated when the branch occupies the pixel, since the color of surfaces
with different orientation, texture, and color change in different ways with changing il-
lumination. The change of the codeword that models the wall cannot be found from the
color change of the branch.

Pixels falsely classified as background will lead to codewords that are updated to
model foreground instead of background. Therefore only pixels describing stable back-
ground will be updated. Stable background is defined as a pixel that has been clas-
sified as background for the last j frames, where j typically is 10-15. As for « this
interval is based on experiences in dynamic outdoor environments. The performance
of the background updating is not very sensitive to neither j nor « within these
intervals.

Equation 1 cannot handle rapid changes and therefore new codewords are learned
during run-time. For example, in a situation when a car is parked in the scene it is
treated (correctly) as a foreground object. However, while the car is parked we want it
to become part of the background so we can detect new foreground objects that move
in front of the car. We do this in the following way. Each time a pixel is classified
as foreground we create a new codeword, denoted a fraining codeword. If this code-
word has a small MNRL within the next n frames we conclude that this codeword
does indeed represent a new background and we make it a temporary codeword?. If
the MNRL is big we delete this training codeword. Temporary codewords that become
inactive (measured by their MNRL) are deleted, e.g., if the parked car starts to move
again. So in each frame a pixel value is matched against the codewords from the “real”
background (learned during initialization), the temporary codewords and the training
codewords, in that order. If a match is found, the respective codeword is updated using
equation 1.

2.4 Bounding Box Representation

After an image is processed by the background subtraction process we remove noise
(false positives) using a median filter. Sometimes false negatives result in the silhouette
being split into smaller blobs. We therefore investigate the size and proximity of the
bounding boxes of each blob and try to merge them into bounding boxes each repre-
senting one human [15]. The silhouettes in the merged bounding boxes are compared to
a simple body model to distinguish humans from small blobs of noise. The silhouette of
a person can roughly be described by an ellipse, and our body model defines limits for
the ratio between the major and minor axes of the ellipse, the slope of the major axis, the
fidelity between the ellipse and silhouette, and the area of the silhouette. A silhouette
complying with all limits of the body model will be accepted as a person otherwise it is
considered as noise. To avoid the problem with a person producing multiple enter/exit
results when the area of the silhouette is close to the limit of the body model we utilize
a hysteresis threshold [15]. To get a correct initialization of our appearance model we
need to ensure that a person is completely inside the field-of-view before we accept the
new person and we therefore introduce an entry zone around the image border [15]. To

2 Pixels that belong to a training codeword are classified as foreground whereas pixels belonging
to a temporary codeword are classified as background.
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summaries, after the above processes we are left with a number of bounding boxes each
containing the silhouette of one person.

3 Tracking

3.1 Representation

We model the appearance of a person by dividing it into two regions which are modeled
separately: the upper body (not including the head) and the lower body [4]. Due to the
nature of the method the regions are not simply found as a ratio of the bounding box as
seen in, e.g., [10,19,20] but are found by dividing the body into a set of blobs that are
similar in color and spatially connected, and then grouping these blobs into an upper
body and a lower body using a ratio of the bounding box as a guideline.

The blobs are initialized by labeling pixels with similar color in the foreground to
the same class. To do this the Expectation Maximization (EM) algorithm is used to
first learn the gaussian distributions of color classes in the foreground followed by a
classification of the pixels to these classes. The labeling of pixels to color classes is
carried out by a Maximum Likelihood estimation.

When the pixels have been classified in this way the classes are not necessarily spa-
tially connected, e.g. the dark hair of a person could be assigned to the same class as a
dark pair of shoes or simply a checkered shirt could consists of many spatially discon-
nected classes of the same color. To make sure that each blob represents a region of con-
nected pixels a relabeling is done by making a connected component analysis. This is
done by finding the contours of all disconnected regions for the pixels in each color class
separately and giving all pixels within the boundary of these contours a unique label.

To avoid over-segmentation of the foreground similar blobs are merged. Blob sim-
ilarity is evaluated using four criteria [15] and two blobs are merged if either the first
criterion is true or if the three remaining criteria are all true: 1) a blob is completely sur-
rounded by another blob, 2) two blobs are adjacent, 3) two blobs share a large border,
4) two blobs are similar in terms of color. By use of these criteria the number of blobs is
reduced considerably and a set of blobs that are expected to represent relatively stable
parts of the foreground is obtained.

To define the merged blobs as either upper body or lower body we use ratios of the
bounding box as a guideline. The bounding box is divided into three regions as shown
in figure 2 [15]. All blobs with centroid in the range from O to 0.55 times the height
of the bounding box will define the lower body and blobs with centroid from 0.55 to
0.84 times the height of the bounding box will define the upper body. This way the
border between upper and lower body will not be a straight line but follow the borders
of dissimilar blobs. The final features representing a person (or silhouette) are listed in
the feature vector m:

T
m = [/,Lz, ,Uy7 HH upper Hs upper MH lowers 1S lmuer] (2)

where p, and p1,, are the mean position or center of mass of the given person. The last
four parameters represent the mean color of the upper and lower body respectively in
terms of hue and saturation [15].
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~— 100%

— 3%

~— 55%

Fig. 2. Ranges for partitioning the silhouette of a person into head, upper body and lower body in
relation to the height of the person. Note that the hand is assigned to the upper body even though
its located below the 0.55 line. This is due to the complex merging process described above.

3.2 Matching

The matching of identities is performed by calculating the dissimilarity in terms of the
Mahalanobis distance® between all extracted silhouettes in the current frame, indexed
by ¢, and all known identities that have been tracked to this frame, indexed by j:

Aij = (my —my)T (II; + I;) " (m; — my;) 3)

where II; represents the between class covariance of all body models in the current
frame and II; the between class covariance for the identities that the body models are
being matched to. These are pooled in order to compensate for the differences in the
variations of the body models and the identities they are being matched to. To simplify
the calculations only the diagonal of these covariances have been used. The between
class variances have been calculated as follows:

1
IT = i Z(Hk — o) (g — )" 4)
k

where g, is the mean value of the £*" body model/identity and g, is the mean of all
body models/identities present in the given region [15].

4 Results

The presented system has been tested at two levels. The figure-ground segmentation
have been tested to show its performance on very long video sequences (10 hours).
The bounding box representation and the tracking have been tested on the output of the
figure-ground segmentation to show the system’s overall capability to track people.

4.1 Test of Figure-Ground Segmentation

The video used for the testis a 10 hour video with a frame rate of 30 frames per second. The
video is captured from 9.15 AM to 7.15 PM. and the scene contains several challenging

3 Note that a weight is assigned to each feature in order to balance the positional features and
the appearance features. L.e., 0.3 for the positional features and 0.1 for the appearance features.
The weights are omitted from the equation for clarity.
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Fig. 3. Results from the 10 hour test video. (a): The FAR and FRR in percent as a function of
time. The black line is the best linear fit of the FRR samples in the least-squares sense. Note that
the y-axis is logarithmic. (b): The number of successful and unsuccessful tracks. Each column
covers 30 minutes.

situations in the context of figure-ground segmentation, i.e. illumination changes, non-
static background, shadows, puddles, and foreground camouflage (see figure 4).

To calculate the false rejection rate (percentage of foreground pixels falsely classified
as background) and the false acceptance rate (percentage of background pixels falsely
classified as foreground) a set of 93 frames containing foreground objects (people) have
been sampled from the whole time span. The images used are the binary foreground
mask obtained from the figure-ground segmentation filtered with the median filter. For
each of the sampled frames the foreground region was marked by hand (based on the
original input frame) and used as the ground truth.

The calculation of the false acceptance rate is based on the above mentioned frames
in addition to a set of frames containing only background. The frames containing only
background were added since only a limited number of frames actually contain people,
and the additional frames would give a more representative result for the whole video.
The frames containing only background were sampled every 1000 frames. When sam-
pling every 1000 frames some of the frames contained people, but these frames were
discarded from the set giving a total of 971 frames.

Figure 3(a) shows FRR (false rejection rate) and FAR (false acceptance rate) in per-
cent as a function of time. FRR is in the range [0%;62.4%] with mean value 8.45%
and standard deviation 13.43. The black line represents the best linear fit of the FRR
samples in the least-squares sense and shows a slightly increasing tendency in FRR. The
increase does however not mean that the performance of the background subtraction de-
creases over time. The increase in FRR is caused by the low overall illumination level at
the end of the day which causes the problem of foreground camouflage to increase. The
FAR is in the range [0%;4.9%] with mean value 0.14% and standard deviation 0.33.
The FAR shows a slightly decreasing tendency over time. The mean FAR of 0.14%
shows that the background subtraction in general effectively models the background
and adapts to the changes present in the test video. The performance of the background
subtraction in terms of FAR in not dependent on how many hours it has been running,
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- Lok e B
(a) 9.25 AM. The box shows an example of  (b) The two persons are tracked correctly even
a region with foreground camouflage. though they move near each other.

Notice the puddles on the ground.

.

(c) 3.05 PM. The boxes show examples of (d) The three people are tracked correctly until
regions with strong shadows. the two persons to the left get too close to each
Furthermore, other shadows move rapidly other.

because of the wind.

(e) 7.05 PM. The overall illumination (f) The tracks of the two persons to the left are
level changes significantly from morning to ~ swapped.

the afternoon and again from the afternoon

to the evening

Fig. 4. Left: Examples of the changes in the scene during the 10 hours test video. Right: Tracking
results.
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but on the type of changes that happens in the scene, and the background subtraction
automatically recovers from changes that are not directly handled by the model.

4.2 Test of Tracking

The 10 hours of test video contains 267 persons that move through the scene*. The
tracking result of each person has been evaluated to see if the system successfully iden-
tifies each person and tracks the person.

The system identifies and tracks 247 persons successfully. 20 persons are not tracked
correctly and the system further identifies 15 blobs of noise as persons which gives a
total of 35 errors. The overall successful tracking rate yields 86.9%. Figure 3(b) shows
the tracking result for each 30 minutes interval.

Figure 3(b) indicates that the performance of the tracking is independent of the num-
ber of hours the system has been running. The number of tracking errors is most remark-
able in the 3rd and 9th hour. This is due to rapid background variations and low over-
all illumination, respectively, and not because the system has been running for several
hours. Figure 4 shows examples of tracking results (both successful and unsuccessful)
when multiple people are in the scene.

The errors that occur during tracking can be explained by either noisy foreground
segmentation (24 errors) or insufficient tracking or appearance model (11 errors). The
errors originating from noisy foreground segmentation are mainly due to moving veg-
etation and strong shadows that gets identified as humans. The errors originating from
insufficient tracking or appearance model often occur when two persons move close
past each other (resulting in switching identities) or when strong shadows makes the
silhouette of a person non-elliptic. The effect of both types of errors can possibly be
reduced by including temporal information.

5 Conclusion

In this paper we have presented a system to do figure-ground segmentation and tracking
of people in an outdoor scene continuously for several hours.

The system has been thoroughly tested on 10 hours of continuous video contain-
ing multiple difficult situations. The system was able to automatically update the back-
ground model allowing for tracking people with a success rate of 86.9%, and we believe
that this number can be increased with relatively simple improvements to the tracking
algorithm. To our knowledge this is the first system to present results on continuous
tracking in very long video sequences.
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