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1°, Let
2(x) = %(Ax,x) + (6,x) + ¢,
n
xeE,A vea symmetric matrix, and (Ax,x)>0, VX #0,4-n~ dimensional
vector, c= scalar. Gradient of this function £'(x)=A(x-X,). Here and
further x is a point of minimum,

Minimization of the assumed function is equivalent to the solu=-
tion of the linear equation system

(Fea,zy) = (e, x - %), 0<isn-1 (1
or the system of following equations
Fa) = 2000 + % (Fixa), i~ x) 0<i=n ()

where X; gpe arbitrary points;z, .. ¢, , - an arbitrary system of li=-
neary independent vectors; e; ={'(x;) ~ £/(x;—-zy) = AT

The systems (1) and (2) may be written in the form

L+1 .
(e,,x,) = 27" ol n-1 (3)

where

. | .
2= (e,xy) - (Fixo, 20) )

or ( for the system (2) )
2z (P, x) = (v, v) = 2[#ay—fivp]

In the last case 7,z X;-¥; e;=£(x;)~f{(%); points y are chosen arbitra=-
Tily s0 as to provide the linear independence of the vectors Z,,..,7,_,.

The finding of the point x,, thatsatisfies the system (3), can
be treated as some iterative process of the finding of points

Ry oKy sers Xn
satisfying the relations

T o . _ 6
(Kppyre) =27, Del<Ksgn-1. (6)

From the comparison of formulas (4) and (6) it follows that Xn =X, .
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The finding of the point ’)'('mis realized with recurrent formulas, Let
%,=X, be an arbitrary point, and

=X +P k=0,4,..., n~1. 7

ka L]

So from the relations (6) it follows that vector|1 mst satisfy suech
conditions:

(P.,&) =0 o=lsk-1 (8)

(P,e) = 27" (%, ex) 9

The lagt condition may be altered to the form:

(P ey) = — (#(%0), ). o)

The choice of vector Py * satisfying the conditions (8) and (9), per=
mits a wide range of possibilites at ksn-z . Thus, the formula (7)
defines actually a wide class of the quadratic algorithms of minimi-
zation, in which gecond derivatives do not participate.

Here we dwell upon the study of the dusl direciion methods.

If the system of vectors s, ., 0<i<k, i® made dual ( biortogo=
nal ) to the system g, . ¢, it may be assumed that

Pk = ockskﬂ,k v
where
k44 - /.
=2 = (Xe,e, ) =~ ({ﬁ(xk), z,)-
So, 1t appears that
- . K+ 1 -
R = R [27 = (K018, (12)

[
Choosing p, in form (11),  +the following equality ({(x@,zk):

:(¥%XJ,ZR> holds. Conseguently

Xp =X =X, — nZi (Fexa),7) s (13)

! n,i
L=0 ’

2°, Let us dwell on the task of minimization of the nonequadra=-
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tic functions. Let's assume {(x)as a twice continously differentiable
function, and mJ = £'x)« MJ, m>0.

Now we consider the algorithme in the basis of which the for=
mulas (12) and (13) lie.

The method, founded on the application of the formuls (13), in
its main facilitiee consists in the following steps. We make the me-
quence of points

—

Ko = X+ 4 B k=n, h+d, .. (14)

wherein the vector

n—1

Fg; == Z(‘F’(xk); Zk_L)S (15)

- kad, ki
L=0

and as the mmltiplier ) defining the stepsize, we choose the grea-
test value of the parameter (=<|«<(<1/ i.e. the value obtained py me=
ans of fracturing «/, that satisfies unequality

— i — ,'
FoxeraB) = $0x) = e ($1x,0, P, ), 0<ce<t (16
At the initial stage of this proceess some iterations can be realized
by the gradient method ( that is p‘:-{’(xk)) - in the case, when the
choice of P in the form of (15) has resulted in (Fixp, P )=0.

The vector 7, in the Eq.(15) is determined as T = X =Y, » Where
the point Y% ig found arbitrarily so as {o provide the carrying out
of the following conditions: a) the vector system sy, , st
be linearly independent at any k ; b) IZ |~ 0at k - oo .

The vectors g, . » 0 =lsn-4 form the basis,dual to the
basis e _, ..., €mneyg * The finding of the vectors is carried out with
the recurrent formulas

s — Sk;k—h
k¥t k ( Sk,k-—n ’ ek)

,‘bk+4,k~} = Sk,k-} - (Sk,k—j ’ek) Sk-H,k R d=4, ..., h-1

If at some value of k it occurs that (S ﬁk): 0 / it can

k,k=n ?
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{take place only at the initial stage of the process / we shall choose

& new vector zk and find the corresponding vector €, . So we can always
achieve the fulfilment of the condition (S Kok ,ek) + 0.
yk=n

Theorem 1., With abovee=mentioned assumptions for the sequence

} » determined by formulas {14, (15)} » the following statements

Fpef(X0, X, —x, -0 ave true independently of the choice
of initial point X, ; what's more, the speed of convergence is super-
linear:

(X

erﬂ-{ - X*H < C’\'N’A‘NM o Aag (17)

HereJ.N+t4i at any[BO,)v;,-""’O if (—>ee,

If the matrix {°(x) satisfies the Lip.

condition, the es~
timate (17) is defined more

precisely as follows:
u XRH - X* “ < C ﬂxk__m,('x*H “ xk—x* H .

The other dual direction algorithms may be found in the follo=
wing way. The sequence { X k}is’. formed according to the formula (14),
wherein vector sz >_<k+1— X, - and the point YH is determined as
shown in (12). The parameter o, is chosen from the condition (16).
The different algorithms correspond with the choice of the valme of
¥t by the formala (4) or (5). For the sake of brevity we name

algorithms as the methods {(14), (4)},{(14),(5)kIn these algorithms
the gradient stepa are alsoc possible at the initial stage of the process.,

guch

Theorem 2. If the function f{(x) end the vector system

sy Chaned satisfy the above formmlated requirements, the sequence
{xénj s §$=0,1,... , found by method {(14), (4)} , converges
to the point X * with the superlinear speed independently of the choice

of the initial point X, « 4ng $ (Xpes) ¢ $(X,) « The analogous

properties are peculiar for the method {(14), (5)} . with the value of
the vector 2, constrained as follows:

el < min {Ix—x,_ I, I #xol)

The properties of the method {(14),(15)} ( which was described

in the form different from one given here ) were studied in the
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papers [1 - 2] s, where the above cited values of the speed of conver-
gence and somse other values were derived. The properties of the methods
{ (14),(#) } and {(14),(5)} were studied in detail in paper[ 3] . No-
te that the study of the algorithms alike in their meaning was accomp=
lished in papers[4] and[5].

In conclusion we also notice that the methodology used in item 1°
permits creation of conjugate direction methods as well. The theory
of convergence of these methods was developed in the paper /67 .
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