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0.Introduction
The problem of transmission of information over a communication charnel can be
studied in two ways which are conceptually different.The first was originated by the
fundamental work of C.E.Shannon %6}.The source of information is a probabilistic ergo-
dic source.It satisfies the following property[8}(E—property)which is very important
in information theory:the sequences of large length n generated bv an ergodic source
of entropy H(S) can be divided in two groups.The sequences of the first qroup,called

also standard,have a probability close to Z_H(S)n

to 2H<S}n

and are in number approximately equal
.The remaining sequences of length n have a total probability which vanishes
for n diverging.The E-property makes it possible then,to sevarate from the initial
language a sub-language formed by the "high-probability group" of the approximately
equiprobable standard sequences,which play the essential role in the coding of Shannon's
theorems.

Another avproach to information theory that we call "linquistic" exists.This in
some respects equivalent to the previous one,consists in considering directly a langua-

ge L described by the so-called stucture-function f of Mandelbrot§12}‘For all n, £(n)

gives the number of distinct words of length n contained in the language L.The entropy
H(L) of the language L can be,then,defined in a murely combinatorial fashion,as the
%%g (1/n)lnzf(n)[ or,more generally,as %%3 su?(i/njlnzf(n)j.lt can be regarded as the
numbercf[or the least upper bound to]ggggwper symbol required,on the average , to
specify a word of the language.This concept of entrony was initially introduced by
Shannon himself[16]in the case of languages consisting of all "messages" generated by

a finite-state communication channel,and was named channel-cavacity.This definition

of entropy was successively extended by Chomsky and MilleriB] to any finite-state lan-
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guage and by other authors|1,10 ,‘17} to wider classes of formal languages.The main
problem considered by these authors was,essentially,that of giving for some classes

of formal languages (as,for instance,scme subclasses of context-free languages)general
computation methods of the entrooy of a language of the class by knowing an underlying
grammar generating it.Recently Kaminger [7J vroved that there cannot exist a general

computation method of the entropy of languages generated by context-sensitive grammars.

The aim of this paper is that of making a preliminary analysis of the problem
of transmission of information in the context of the linguistic approach.We shall

consider sources of information generating,in the general case,recursively enumerable

(r.e.)languages (which can be always produced by type-0 grammars [l 4] )initially descr-
ibed by the structure function only.We are not much interested in the underlying gram—
mar generating a language L,but exclusively in its entropy H(L).The main problem that
we shall consider is the one of efficient coding for the words of L relative to a gi-

ven "effective-decoder" of it.This problem can be faced in a natural way by making use

of the Kolmogorov program-complexity |2,9,11,15|.In fact the program—complexity K v (€)
of a word £,relative the partial recursive (p.r.)function (or decoder) :YX—>Xx,can
be regarded as the minimal length of a "code-word" of & in a "communication-schema"
where the "receiver" is an algorithm computing ¢ and a "code-word" of a string is a
"computer—program” for it (X). Moreover the program-complexity K(&)relative to a univer-

sal p.r.function (or universal decoder) of the words of L gives a measure of their

structural-complexity,since K(£) represents the minimum number of bits,to within an

additive constant,required to define ¢ in an effective manner.The function X allows,

therefore,an analysis of the structure of a r.e.language L deeper than those obtained
by means of the structure function f.However,as we shall see in the following, the
overwhelming majority of the words of L of large length|z] has a "compression-coeffi-
cient" u(g):=K(£)/ [g| approximately equal to (1/ [E)In,£( |£}) (in the case of a binary
code~alphabet) .The entropy H(L) can be,then, redefined in terms of Rolmogorov's comple-

xity of the words of L.

1.Entropy of a formal language and Kolmogorov complexity

Let X be a finite (non empty) alphabet of cardinality ||X |l ,and % the free-mo
noid generated by X,that is the set of all finite sequences or words g of symbols of
X including the empty word A .The length of a word ¢ will be denoted by lg| .A language

(%) A generalization of this schema in which the "receiver" is a formal system has
been proposed by the author l4~6]
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L over the alphabet X is any subset of >5E.Let X" be the set of all the words over X
of length n.For any language L we denote by Ln its subset Ln:= LN X .The entropy

H(L) of L is the quantity H(L):= rl}f;} sup (1/n) In,f (n) ,where  is the structure-function

of L defined as f(n):= HLnH ,for all n.From the definition one has that H(L)is finite
iff L is an infinite language.In this latter case 0 = H(L) = 1n, [|X]|.

In the following we shall mainly consider recursively enumerable languages.A

language L is recursive iff L and its complement ~L are recursively enumerablei‘lél] .

Moreover a r.e. language is recursive iff its structure function is computable.We

want now describe a r.e.language in terms of the Kolmogorov program—complexity of

its words.We recall that for any p.r.function ¢ : YX+ Xﬂt ,the program—complexity

Kw( £) relative to ¢ 1s defined as KKP( g) :=min { [p| |y (p)= &},where,conventionally
min ¢ =+ «».The quantity KW( £) depends in an essential way on the p.r.function ¥.Howe-
ver a basic theorem due to Solomonoff {18} and Kolmogorov[9} shows that there are asym-

ptotically optimal p.r.functions with respect to which to evaluate the program-comple-

xity.More precisely,a universal p.r.function U :Y*» X* exists with the property that
for any other p.r.function y :va* XX one has that KU(E)éKI,U (g)-kcU , with aexx and Sy eN
(N is the set of nonnegative integers).For any such two universa,lvp.r.functions Ula;l%
U, ’|KU1( £) - U2( z)|=cost for all gg)ft.Therefore,for all EeXx, KUl( £)and KU2( g)are equal
to within an additive constant which can be neglected for high values of the complexi-
ty.The program-complexity of a string 5&:}(* relative to a fixed universal p.r.function
U,will be simply denoted by K( £).The following theorem,that generalizes a result of
Kolmogorov and Martin—Lof‘13J ,shows the relationship existing between the program-

complexity of the words of a r.e.language and its structure function.

Theoreml.1.For all n,such that Ln;é @ ,one has that
i, K(g)s lndf (n)+ O(lndn) ,for all ke Ln,where d&= Y|l and O(lndn)denotes
a quantity of the order of In dn when n diverges.
ii.The muwber of words of L for which K(£) = [lndf ()| - 8,with SeN (|x]
is the greatest integer =x)is greater than £(n) (1-d /a-1).
iii.There isa lower bound to the number of words of Ln for which K(¢&) <

|Infm)| -8 given by £(n) a~% /a%@-1) (@-1)ntd)? - 1/d-1,with ce.

For any r.e.language L the elements of the sublanguage V(6 )={fel | K(£) = {lndf(n)j
~§ },whose entropy eguals H(L),are called the (f,§)-random elements of L.With the only
exception when H(L)= In, || X [[the (£,6)-random elements of L are,for large n,a very

small fraction of the set of all sequences of length n .A consequence of theorem 1.1
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is that if Ln# @ then VD(S}# % since there is at least a word EeLn such that K(&}
z Lln df (n)J .Furthermore, when H(L)>0 a p.r.function r: N »Xx cannot exist such that
r(n)e Vn(cS) for all n for which Ln;£ @. From this it is easy to derive that if L is

recursive and H(L)>0,then V(§) cannot be recursively enumerable and K is not commuta-

ble in L.

2. Effective coding

® K &
Iet y : Y =X be a p.r. function.A word veY such that y{n)=f with ge)fﬁ can be
regarded as a code-word (or coding) ,in the alvhabet Y,of £ relative to y. The function

P will be referred to as an effective-decoder (e.d.) for anv lancuage L & Rrange ¥.

bDefinition 2.1 . For any given language L (Lgfg} an {effective -decoder of L

. ] ) * *
is any [pr] ~function ¢ :¥ » X~ ,such that Range v L.

The alphabet V¥ is called the code—alvhabet (Y can be equal to X).For all geL
the inverse-image v~1(5)C s formed by all code-words of £.The quantity C(y ):=
H(Range ¢) will be named the capacity of ¢.For any 1effective} ~decoder ¥,C( ¥) equals

the maximum of the entropy of anv [r.e.] lanquage contained in Range .

Definition 2.2 .For any given {effective} ~decoder y of L an [effective] ~encoder
of L,relative to ¢,is any {p.r.j —function ¢, :Xx» YX such that Dom x&_lQL and

by €)ew H(g) for all gel.
It is easy to derive,from recursive function theorv,the following:

Lerma 2.1 .Given an arbitrary r.e.language L and an e.d.y of it there exists always

an effective encoder ¥; of L.

+ + .
For any wartial function p: X ~ R (X = X}glE and R is the set of real numbers)
such that Domp 2L~ {1},let us denote by o (L), <p>(n) and <p>(L) respectively the

quantities p (L) :=1im supip (£) [EeL&lElzn) <> @)= 1 0(E)/F(n) for L # @ ,<p> (L) :=
> el n

lim sup <p> (n). n

n >0

With respect to any encoder y,,relative to the decoder ¢ of L the compression-
coefficient ¥ _,(z) of a nonempty string ¢ of L is defined as 7 (g)=1¢ 1(EN 51,
Furthermore ¥ (L) ,<Y.y >{n) and <¥_; > (L} will be called,respectively,the compression—

coefficient of L,the average compression—-coefficient of Lx(r’nﬁ) and the average comp—
1S

ressicn-coefficient of L.For any effective decoder ¢ of a r.e.language L the quantity

uw(g) 1= K\p(é’,) / &l ,where £ is a nonempty word of L and KIIJ(E ) the program—complexity

of & relative to ¢,represents the minimal value of the compression coefficient of £eL
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with respect to all encoders y,of L relative to ¢.Moreover,cne has that ¥ 4 (I)z U‘P (L),

< ;>(n) 2 <U1P> (n) and <¥ 4>(0L) = <Uw> L.

An encoder ¢ _jsuch that H} 4 (&) ]= K v (¢) in L is called absolutely-optimal.Such

an encoder is effective iff K\P is computable in L.Therefore,the existence of an effec-
tive absolutely-optimal encoder of a r.e.language denends in an essential wav on the
effective decoder V.For an infinite r.e.language L there exists always a recursive
injection xpo :Y*—> X}{t such that L =Range w?An effective encoder ‘1’071 (which certainly
exists by Lemma 2.1)relative to wois absolutely octimal since {wo_l (2) 1= (wo){ (g).

On the contrary,from what we said at the end of the previous section,it follows that

an absoclutely-optimal effective encoder of a recursive language L,with H(L)>0,relati-

ve to a universal e.d. U does not exist.

It is easy to prove that the e.d. U,whose capacitv equals In, [ X I',is such that
any word Ee)fk has an infinite number of code-words.This fact justifies our definition
of [effective } ~decoder which is a more general one than the usual.furthermore the
basic Solomonoff-Kolmogorov theorem can be restated,in terms of camoression-coefficie-

nts,in the following form:there exists an effective decoder U of any r.e.language L

(that is U is a universal e.d.)which is asymototicallv-optimal with respect to all

effective-decoders ¢ of I,in the sense that for any >0, UU(E)éu () +e ,when gsLn

¥
with n sufficiently large.Tt follows that iy (L) = uw(L) and iy )= iy
1 2

such two universal decoders U; and U, .Therefore the quantity u(L):= u{; (L) ;which deven-

(L) for any

ds only on the r.e.language L,revresents the minimal comoression—coefficient of L with

respect to all e.d.of it.

A corollary of theorem 2.1 of the previocus section is the following vrovosition
concerning the comoression-coefficient p(g) :=K(&)/ &l of the words of an infinite r.e.

language L.

Provosition 2.1 .Given any ¢>0 ,the (f,8)-random elements of L of length n,for a
fixed §,are such that| u(g)-(1/n) lndf (n) |<e ,when n diverges.The fraction of the
remaining words of Ln ,for which u(g) = {1/n) ]_ndf (n)-c ,becomes as small as one

wishes for a sufficiently large §.

If there exists Jim (1/n)In,£(n) =H(L) one has that| u(£)-H(L)/In,d| <¢ for
gavn<6) when n diverges.A consequence of proposition 2.1 and of theorem 1.1 is that
<p>(L)= u (L)= H(L) /In,d. Furthermore,for any r.e.language L,of entropy H(L),there is
always an e.d.y which is optimal in the sense that ulb(L)= <pw> (L)=H(L) /1n,d,relative

to which there exists an absolutely-optimal effective encoder y R

A class of decoders very important from a theoretical and practical point of
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view is those of sequential-decoders which are such that if a word £ of a language L

can be factorized in subwords gi (i=1,..,k)still belonging to L,then a code-word (or
program) for £can be obtained by making the juxtaposition of the code~words of F;i's.
This condition is very important in information theory since one is interested in

transmitting sequences of words (or messages)of a given language.

Definition 2.3 .Let #: YX—> )8E be an[effective]—decoder of a language L.It is

called sequential if for all k eN:

1, 1 ix 1 1k 1,

VP, Vreens q)(pik) el and w(pi Ve o (D, Je L=>w(pi Lo )=, )eep(p )

From the definition it follows that if ¢ is a sequential decoder of L and ¢ =
k
. vene £, with ¢,£, ,..£. el then one has X (g)s.% X (£,).It is possible to show
i ik i, Iy ] i=y ¢ i
that for any r.e.language L of entropy H(L) there is an effective sequential deco-
der ¢ of Lﬁt (LX denotes the monoid generated by L) and therefore of L,which is opti-

mal in the sense that MIP )= <U¢> (L) =H(L)/1n,d .

3.Concluding remarks

In the setting of the communication-schema described in the introduction we
have seen in the previous section some results on coding which arc cbtained by means
of the Kolmogorov program—complexity theory.However we stress that the "efficiency"
of such a coding does not depend only on the compression-coefficient of the words

which one wishes to transmit,but also on the time of computation required to obtain

them.In fact it can occur that one can keep "small" the amount of program but increa-
sing the camputation resources (time,space,etc) beyond any realistic limitation.There-
fore also the "dynamic" aspects of the computation have to play a relevant role in
this theory.Morecver we believe that the previous approach in which the receiver is
schematized by an algorithm(or,more generally,by a formal system)can be a good frame
to analyze higher levels of the comunication as,for instance,how to transmit in order
that the message affects the conduct of the receiver in the desidered way (pragmatical-

level) .
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