
AN INTERACTIVE SYSTEM FOR MODELING 

I. Galligani - L. Moltedo 

Istituto per le Applicazioni del Calcolo "M. Picone", CNR 

Rome, Italy 

ABSTRACT 

Recently some authors have proposed to introduce a pattern recogni- 

tion approach in the modeling process, especially for the study of po- 

pulations of species, within a compartimental representation, in aqua- 

tic ecosystems and for the water pollution control. 

In order to implement this approach on a computer, it is necessary 

to develop "interactive systems" which are composed by a special lan- 

guage for modeling, a collection of data management procedures and a 

collection of numerical procedures. These systems give the possibility 

of integrating the data base handling techniques with mathematical me- 

thods for constructing models in an interactive manner in order to ta- 

ke into account the analyst's appreciation and understanding of the de- 

termining features of the prototype system during the different stages 

of the modeling process. 

In this paper, we describe the main characteristics of such an inte- 

ractive system with graphical facilities designed for a minicomputer 

which includes different algorithms for integrating ordinary differen- 

tial equations. These algorithms have been chosen after an analysis 

which was not only oriented to the selection of the most significant 

methods but also to the study of their feasibility within a procedure 

which gives local and global error estimations. Some "standardization" 

problems in the implementation of this system have been taken into 

account. 
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INTRODUCTION 

Various models have been proposed for the study of populations of 

species in ecosystems, within a compartimental representation, for the 

management of underground water reservoirs and for the improvement of 

the water quality. Most of them are lumped parameter models in which 

we have to identify the state-variables and the parameters. Direct and 

indirect methods have been developed for solving these identification 

problems. The indirect methods are essentially trial and error procedu- 

res which seek to improve an existing estimate of the variables and 

parameters in an iterative manner until the model response is sufficien- 

tly close to that of the real prototype system. This improvement gene- 

rally is accomplished with the aid of empirical criteria or by formal 

mathematical procedures (gradient algorithms, random searches, etc.). 

However the indirect methods are effective only for a limited class of 

identification problems. They often breack down, especially when the 

"starting" model is not a sufficiently close representation of the pro- 

totype system and the excitation-response data available from the obser- 

vations of the reality are of low quality. Besides they do not adequa- 

tely utilize the large amount of potentially-valuable and useful infor- 

mation contained in the excitation-response data available from experi- 

ments or observations of the prototype system. Thus some authors have 

proposed to introduce a pattern recognition or learning approach in 

the modeling process (see, for example [~ , pg.32 and [2] ). 

In order to implement this approach on a computer, it is necessary 

to develop "Interactive Systems ''(+) which are composed by: 

- a special language for modeling; 

- a collection of numerical procedures for solving classes of problems; 

- a collection of data management procedures which provide a comprehen- 

sive set of data base management capabilities, including the ability 

to define new data bases, modify the definition of existing databases, 

(+) - We note that the word "system" is used in two different senses 
(both allowed due to common usage): physical system which we 
observe and computer software system. 
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retrieve and update values in these data bases and to extract from the 

data base those items that are used by the numerical procedures. 

Indeed the advantages accrued by working on an interactive system 

with graphical capability are the very fast turnaround, the immediate 

graphical display, the simplicity of the control of the calculations 

and the possibility of various attacks on the problem and of various 

choices of the mathematical method. Especially for this "possibility", 

the analyst's appreciation and understanding of the prototype system's 

determining features may be taken into account during the different sta- 

ges of the modeling process. 

The construction of an interactive system with an effective high le- 

vel language for modeling and with a well structured package for inte- 

grating data base handling techniques with mathematical methods is a 

very difficult task, especially when it is required to implement such 

a system on a minicomputer. 

In this paper we describe the main characteristics of a "~pecial" in- 

teractive system with graphical facilities designed to work on a mini- 

computer for solving ordinary differential initial value problems. 

In this system we have restricted at the maximum the "descriptive" 

aspects of the modeling process, by designing the interaction to requi- 

re only very simple actions by the user, which are anticipated by the 

system. (+) The interaction by anticipation on a "special" system has 

been taken into consideration in order to attempt to solve to some 

extent the dilemma between the system's "effectiveness" versus the 

"simplicity of use ~'. Notwithstanding this restriction,with this system 

it is possible to develop inre~onable computing time many "significant" 

lumped parameter models for different application areas, as dynamics 

of populations, environment, chemical kinetics, etc. 

The system has been made self-helping and self-explanatory by giving 

the possibility to inquire optionally many tutorial displays. 

The implementation of this system on a minicomputer allows the user 

to test simply and economically the above models in-house. 

(+) - The interaction by anticipation allows the user to select a desi- 
red action rather than specify that action. 
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The s y s t e m  i n c l u d e s  a r a t h e r  g r e a t  number o f  modern n u m e r i c a l  p r o c e -  

d u r e s  f o r  s o l v i n g  i n i t i a l  v a l u e  p r o b l e m s  a s s o c i a t e d  w i t h  o r d i n a r y  d i f f e -  

r e n t i a l  e q u a t i o n s .  These a l g o r i t h m s  t a k e  i n t o  c o n s i d e r a t i o n  many d i f f e -  

r e n t  factors, as stiffness, cost of function evaluations, perturbation 

to linearity, estimation of the time-constants, etc., and are implemen- 

ted within a procedure with automatic step-size and order determination. 

The interactive system has been designed and written with portabili- 

ty in mind. For this the system has been written in Fortran by using the 

graphics package MINING [3]. With the MINING package a high degree of 

machine independence and an easement of programming have been achieved. 

(For example, the layout of each picture is done automatically; there 

are many automatic features, as "zooming", movement of items behind the 

"viewing window", etc.). 

The machine-dependent subroutines on which MINING is based are con- 

structed with some form of standardization. 

Besides all the numerical procedures reflect a same structure in or- 

der to make these programs relatively easy to maintain or to modify. 

Recently some systems similar to that described in this paper (see, 

for example [41 and [5] ) ha~e been developed, but in none of these all 

the above features are taken into account at the same time. 
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2. THE INTERACTIVE SYSTEM 

2.1 Structure of the Syst@~ 

The interactive system performs a certain number of logical distinct 

activities which can be depicted by the following flowchart. At each 

block of the flowchart, i.e. module of the system, corresponds a logi- 

cal distinct activity. 

I Mod i) INTRODUCTION 
r 

$ 
I 1od 3) CORRECTION Of DATA 

$ 

$ 

$ 

I Mod 7) EVALUATION | 
I of RESULTS 

I 
~EANCH-STEP ~TERMINATION 

1 
I M o d  8)TUTORIAL 

DISPLAY 

/ 

The connection among the different modules is performed through the 

three commands CONTINUE, BACK and BRANCH-OUT, which transfer the pro- 

gram control to the next, previous and Branch-Step modules, respective- 

ly. The Branch-Step module playes a significant role in the management 

of the modules. 

The numerical procedures included in the system solve the initial 

value problem, written in normal form: 

~f(~) : ~(~?~[~)) ~E(~o)~] with ~(~): ~ (AI) 

In module I, INTRODUCTION, some introductory remarks are given.These 
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remarks briefly summarize the flow of the program, gfve the built in li- 

mits on the number of equations, parameters, initial values, etc., and 

facilitate the user to verify the correct storage of the user's subrou- 

tines DE, JAC and FUNCT, which describe the function ~(~,~(&)), the 

Jacobian matrix ~u(~, ~(~)) and the objective function, respectively. 

A typical objective function is II~(~) - ~(~)~ , where ~(~) is 
J| 

an 

"estimate of the solution" ~(h). In a same job, it is possible to de- 

clare many quite different functions. 

In module 2, PROBLEM DATA, the values of the variables appearing in 

~(~,~(~)) which are susceptible of variations during a parametrical 

study and the initial conditions of the problem (AI) are assigned. 

The module 3, CORRECTION of DATA, allows corrections of some problem 

data, as modification of the values, deletion and addition of some data. 

This module is useful for parametrical studies of the problem. 

In module 4, NUMERICAL PROCEDURES, the choice of the method is perfor- 

med either automatically or by the user and the parameters of the method, 

as step-size, order, error bound, time-constants, etc., are assigned. 

In module 5, INTEGRATION, the integration process is carried out. 

If there is an interruption in the integration process, some diagnostic 

messages are displayed; otherwise the user must assign the mesh-points, 

belonging to ~0, t~] , in which the solution ~(~) has to be represen- 

ted. 

In module 6, GRAPHICAL DISPLAY and ZOOM, the graphic displays of the 

solution ~(&) and, optionally, of the "estimate of the solution" ~(~) 

are performed. 

In module 7, EVALUATION of RESULTS, the objective function is evalua- 

ted in correspondence of the current values of the problem data. In this 

module, it is possible to assign the values of an "estimate of the solu- 

tion" ~ (~) and to plot the values of the objective function in corre- 

spondence of different values of a same problem data. 

The module 8, TUTORIAL DISPLAYS, contains many tutorial informations 

which may help the user to interact more profitably with the system. 

With the module BRANCH-STEP it is possible to perform a set of diffe- 

rent activities to allow initiation of a new problem or a new attack on 

the problem at hand. This module is reached in two ways: either in the 
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natural order of steps after Module 6 or by means the command BRANCH-0UT, 

which is available in all modules 1-8. 

The module TERMINATION stops the process of solving different initial 

value problems, i.e. the job. 

2.2 Numerical Procedures 

The interactive system includes a rather great number of numerical 

procedures for solving initial value problems associated with ordinary 

differential equations. 

These algorithms are based on well known methods which have been se- 

lected after a comparative experimental analysis characterized by the 

following main criteria: 

- stability properties; 

- cost of function evaluations; 

- local truncation error expressions and possibility of obtaining good 

and not expensive global error estimates; 

- reasonable criteria for choosing a proper step-size and order. 

The results of this analysis have suggested to take into considera- 

tion the following algorithms. 

i) An explicit Runge-Kutta method with a global error estimation based 

on the Stetter theorem [6] For perturbed linear problems, including 

stiff ones, the Lawson formula [7] has been included. This method has 

been chosen in alternative to the explicit Runge-Kutta method with mini- 

mum truncation error bounds [8] and the explicit Runge-Kutta described 

in [9] ~ 2.8 - 2.10. We have alsQ considered a variant of the formulas 

in ~ 2.10 suggested by Lawson for the error estimation and control. 

2) A semi-implicit Runge Kutta method based on the A-stable Radau-type 

formula. An a-posteriori error estimate technique by Dahlquist [I0] has 

been incorporated. 

3) A multistep Adams-Bashforth-Moulton predictor-corrector method. 

4) A method based on backward differentiation formulas developed by Gear. 

5) The polynomial and rational extrapolation method by Bulirsch and 

Stoer. 

6) The exponential fitted A-stable formulas by Liniger and Willoughby. 

The implementation of the methods 3) and 4) is a modified version of 

the well known programs developed by Gear [II]. The implementation of 
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the methods 5) and 6) is a modified version of the programs included in 

[4]. The methods 2), 4) and 6), which are convenient for stiff problems, 

have been compared with the Jain's method [12] . While Jain's method is 

an A-stable of higher accuracy, it is costly to use. The method 5) is 

convenient for non stiff problems when function evaluations are not very 

expensive [13] • 

2.3 Implementation of the System 

The interactive system has been designed for the minicomputer PDPll/40 

with a Tektronix 4010 display with portability in mind. For this, it has 

been written in Fortran with the graphics package MINING [3] (+); so the 

programming of the system was very easy, reaching a highly portable so- 

ftware. The machine dependent subroutines on which MINING is based are 

written in Fortran by using a Basic Graphics Package, which has been de- 

fined with some form of standardization by a CNR working group. The sub- 

set of subroutines of this package constructed for a display device with 

only Keyboard input (in the lowest common denominator approach [14]) is 

composed by: 

- the "initialization and termination subroutines" INIT to establish 

communication between the user's program and the graphic display (±) 

and FINIT to terminate the use of the display device; 

- the "image generation subroutines" WIND to define the screen window, 

TPLOT to plot a dark or bright vector, CHOUT to display a character, 

EXTCHR to extract characters from a character string and ANSTR to 

display a character string; 

- the "attention-related subroutines" CHIN to introduce by Keyboard 

a character and TINSTR to introduce by Keyboard a character string. 

The subroutine CHOUT is used also to define the operating mode (alpha- 

numeric mode, graphic input mode, graphic plot mode, etc.) by addressing 

the proper control character. 

(+) - Some few modifications to the original MINING package are carried 
out for its implementation on the minicomputer. 

(~) - In this subroutine some "device-dependent" and "machine-dependent" 
informations must be made available. 
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The subroutines CHOUT, EXTCHR and CHIN are written in machine langua- 

ge. The subroutines TPLOT and WIND may be used in two versions: real 

and virtual tracking modes. Real tracking is intended to be performed 

on a "real screen" (i.e. the display screen) with the absolute coordina- 

te system; virtual tracking is referred to a "virtual screen" (limited 

by the floating point precision of the computer) with an implicit carte- 

sian coordinate system. This basic package may be extended with subrouti- 

nes which take into account some special display features, as the cross- 

hair in the Tektronix 4010 display. 

The numerical procedures of the system have been structured in a stan- 

dard form~ which reflect the pattern of the well know, program DIFSUB by 

Gear [15] They perform one integration step and can be subdivided into 

four main sections. The first concerns the initialization operations, the 

second the calculations for one step, the third the estimate of the accu- 

racy of the result and the fourth the determination of the step-size and 

order for the successive step. 

The formal parameter part (or "calling sequence") of the numerical 

procedures is standardized in the form suggested by Hull in [16] . 
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3. SOME APPLICATIONS 

a) An important problem in hydrology is to identify the parameters 

C~ , o~ and c43 of the following non linear model describing the fluid 

flow in a river basin (~--~I~) ; ~_ ~(#)): 

~[~ ~, ~[~ +~ 

An est imate "~(*) of the so lu t ion  ~ ( , ~  is ~nown. 

If we put ~i= ~ ~ = ~ ~ : c<¢ ~-_ c<~ ~: c~3 , this problem 

ma~ be formulated: to ~ind a vector ~--.~(#)~(~ ~ ~ ~ ~ ) 

which extremizes the function F(~,~)=~i~I~(~ )_~I'~ along 

a trajectory of the equation set: 

- ~ ~ ~ - ~I~ ~ + ~- (A2) 

This problem may be solved with the interactive system described in 

~2. by using the following iterative process. 
• 0 0 

Given an initial guess for the parameters cX~ , ~ and ~3, we solve 

the problem (Am)@- (AS) Ind we calculate the objective function 

~)=Z I~)-- ~(~))~ . Now the Parameters O~; and ~; F(~[ 4 
are held fixed and we calculate for different values of ~i belonging 

0 0 o 0 

of t~ interval [~,- ~, ~ + ;4 ] , &, is given, the objective 
. a  o 0 

f~nction F(~,~ 0(~) , Let us plot F(O~ 0(#) as a function 

of C~ i alone. A minimum point on this curve, say at ~i =o~2 will 
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correspond to a value of ~ at which u r / ~  i = 0 ; thus the value 

~ minimizes F with respect to ~ Now the parameters oY~ i and 
o 

6 3 are held fixed and we calculate for different values of ~Z 

belonging to the interval [~;- [~ ~ + ~[ ] , ~ is given,the 

objective function F(~ ~;) Let us plot ~(~ ~ ~:) as a 

function of ~ alone. A minimum point of this curve, say at ~=~2, 

minimizes F with respect to ~ Now the parameters ~i and ~2 are 

held fixed and we calculate for different values of °(3 belonging to the 

interval [~;-[~; ~;+ [~; ] , ~[ is given, the objective function 

F [ ~  ~) Let us plot F(~ ~ ~) as a function of 

~3 alone. From this graph we can choose O/1 : ~ such that minimi- 

zes F with respect to ~3 • All these actions form the first step and 
{ 

at the poin  the objective function F( j  has  been 
4 

reduced but probably not yet minimized. With the new guess ~, ~ 
i 

and ~3 for the parameters, we repeat the above step to obtain the point 

(~ ~ ~ ) and so on until the relative changes in the parameters 

are small enough to claim convergence. Some useful convergence properties 

of this Gauss Sidel interactive minimizer are given by Elkin [17] Some- 

times the convergence of this process is slow: however it gives always 

a global view of the behaviour of the objective function with respect 

to the parameters. 

b) The difficulty in ecosystem modeling is that the systems are so complex 

depending on so many parameters, that to treat them as a whole is a very 

awkward problem. The techniques of the multicompartimental analysis are 

very useful because they allow to construct a prototype model as a sequen- 

ce of ecological models of increasing cnmplexity. Generally, each of 

these models is described by a set of ordinary differential equations. 

By observing the difference between the compartimental evolution in the 

model and that in the system as determined by experiments, it is possi- 

ble to identify the more significative parameters of the model. These 

models are utilized for "reducing" the experimental observations into 

a few parameters in order to simulate the behaviour of the system even 

in conditions not already experimented. 

The interactive system described has been used to formulate some ma- 

thematical models for mass transfer in aquatic ecosystems as those deve- 
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loped in [18] The transfer of a specific radionuclide in microecosy- 

stems in which biotic and abiotic complexity may be varied, has been 

analyzed. In this case a sequence of models may be formulated increasing 

the complexity of the system by increasing the number of system elements, 

the number of connections between them and the complexity of transfer 

functions (continuous linear, non linear, discrete). 

c) An other use of the above interactive system was related to elabora- 

te different variations of the Lotka-Volterra model which describes the 

dynamical behaviour of predator-prey populations in a closed ecosystem. 

Many improvements on this model have been suggested for the purpose of 

increasing its realism to reproduce population trends by fitting in the 

best way the measured values of the population-sizes available in a fi- 

xed period. The rationale for the construction of such a model is to 

propose initially between the predator species and the prey species the 

interaction mechanism of Lotka-Volterra. If this model reproduces well 

the available experimental observations, it may be considered a satisfa- 

ctory description of the population trends; otherwise some deficiences 

of this model must be corrected. A deficiency is the non existence of 

a saturation level of the prey species in the absence of the predator 

species: a population in a limited space cannot exceed some saturation 

level. An other deficiency is the non existence of a saturation effect 

due tO the limited appetite of the predator species. An other deficiency 

is the non existence of a time-lag between a prey kill and a predator 

birth and a seasonal variation of the populations. An other deficiency 

is the non existence of an age-specificity. This age-specificity is par- 

ticularly important because of the different vulnerability of the various 
(+) 

age groups of prey (very young, adults, etc.) to predation. 

Each elaboration to the initial Lotka-Ve!terra model requires to 

identify the parameters which characterize the new model: this problem 

is solved by the interactive system with the Gauss Sidel minimizing 

process described in a). 

(+) - When we correct this deficiency in the original model, we have 
to change not only the structure of the differential equations 
(as for the other corrections) but also the number of these. 
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