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Abstract. In this paper, the problem of classifying HTML documents is 
investigated in the context of a client-server application, named WebClass, 
developed to support the search activity of a geographically distributed group of 
people with common interests. The two main issues studied in the paper are the 
selection of some features to represent HTML documents and the construction 
of the classifiers. A new feature selection technique is presented and its 
interaction with different classifiers is experimentally studied. Results show that 
performance improves even with simple classifiers and the proposed feature 
selection technique compares favorably with respect to other well-known 
approaches. 
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1. Introduction 

There is an increasing interest among researchers in the possibility of sharing 
information among distributed work groups in organizations (virtual groups) – 
providing some form of shared or common information “space”.  However, this is 
only possible if it is based on a shared understanding of concepts and there is a shared 
language of discourse. An ontology can be used as such a basis for knowledge sharing 
since it formally represents the vocabulary and conceptual structure of the domain. 
Formal ontologies were originally developed by the knowledge engineering 
community to model domain knowledge and have recently been put to a variety of 
different uses, e.g. in the development of large distributed electronic trading groups, 
or in the classification of some Web pages such as those in Yahoo.  

Ontologies enable knowledge sharing and re-use, but suffer from an imbalance 
between efforts and benefits from the individual’s point of view. The ontological 
annotation of documents to be shared with other users facilitates information retrieval 
and integration, but this is an effective approach only when information providers 
have a thorough comprehension of the underlying shared ontology. End users find it 
difficult to understand ontologies codified in formal languages, especially abstract, 
top-level definitions of concepts, relations and properties. An experimental study on 
manual indexing for Boolean information retrieval systems has shown that the degree 
of overlap in the keywords selected by two similarly trained people to represent the 



  

same document is not higher than 30% on average [4]. This is an important limitation 
on the development of cost effective and highly scalable co-operative information 
repositories.  

Data mining techniques give workspace users the power of automated 
classification of documents according to a given ontology. Since members of a virtual 
group are usually able to provide sets of pre-classified documents, but no operational 
definition of how a document should be categorized, the classification of documents 
can be delegated to an intermediary that is properly trained on the set of given 
documents (see Figure 1).  

Data mining techniques are usually designed to work on relational databases, that 
is, on structured data. Therefore, the application of data mining techniques to 
unstructured or semi-structured data poses additional research problems. In particular, 
the application of data mining techniques to the discovery of useful information from 
the Web contents is referred to as Web content mining. Web content data mostly 
consist of semi-structured data such as HTML documents. Although multimedia 
components of HTML documents, such as pictures, videos, animations and audios, 
take 80% of a typical Web site, most of the work in Web content mining has been 
focused on free or semi-structured text.  

In this paper, we present WebClass, a client-server application that performs the 
automated classification of Web pages on the basis of their textual content. This 
application has been designed to support the search activity of a geographically 
distributed group of people with common interests. Two categories of remote users 
are allowed in WebClass: Administrators and final users. The former are allowed to 
train the system by providing a set of pre-classified Web pages in HTML format, 
where classes correspond to topics of interests for a final user. Training is performed 
by means of a graphical user interface that supports browsing functions together with 
functions typical of a learning system, such as parameter setup, feature extraction and 
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Fig. 1. An intermediary-based architecture for computer-supported collaborative work. 



  

selection, definition of training and test set, classifier generation and testing. Learned 
classifiers are subsequently used by final users while browsing the Web. Final users 
can either decide to store the document in a document base or discard it. In the former 
case, the document is automatically classified by WebClass according to the pre-
defined set of classes. 

The automated classification of Web pages requires the solution of two problems:   
1. The definition of a representation language for HTML pages, and  
2. The construction of a classifier that is able to categorize new Web pages on the 

basis of their representation.  
As to the first problem, WebClass adopts a feature vector representation of Web 

documents, where each single feature corresponds to a distinct term extracted from 
the training documents. Features are determined by means of a complex pre-
processing phase, which includes both a term extraction and a term selection process. 

For the second problem, Webclass has four alternative ways of assigning a Web 
page to a class:  
1. By sequentially testing feature values according to a decision tree.  
2. By computing the distance from the centroids of the different classes. 
3. By computing a posterior probability by means of a naive Bayes classifier. 
4. By computing the distance from all training documents (k-nearest-neighbor). 

In the first three ways, a training phase is necessary to build either the decision tree 
or the centroids or the prior probabilities. In the fourth way, specific instances rather 
than previously built classifiers are used during the prediction task. 

In this paper, some issues in the construction of WebClass classifiers are presented. 
After a brief introduction to both WebClass client-server architecture and the logical 
design of the underlying database, a novel technique for the selection of relevant 
words in the preprocessing phase is introduced in Section 3, while the different 
approaches adopted for the automated categorization are described in Section 4. 
Empirical results on different training sets are reported and discussed in Section 5.  

2 The WebClass system 

The architecture of WebClass is based on the classical three-tier model (see Figure 2). 
The first tier is a Java-enabled Web browser, through which it is possible to run a java 
applet. The applet supports several user activities, namely browsing the Web, 
classification and storage of interesting documents, query and retrieval of stored 
documents, appropriate presentation of retrieved documents on the medium, 
construction of classifiers (training phase), as well as typical management functions 
(create/modify/delete system users). The second tier is a servlet middleware, namely a 
Web server running Java servlets. The Java servlet is able to access the database and 
return dynamically generated HTML pages. The third tier is the back-end database 
server. The Java servlet can access information stored by means of the JDBC-ODBC 
driver integrated in the development environment JDK 1.3.  

Users can query the database either by writing a sentence in English or by 
browsing documents in a class. In the former case, the system returns a list of 
document identifiers (ID) and titles, ranked according to a relevance measure. By 



  

clicking on a row, the document class (category) and the original URL of the Web 
document are displayed  (see Figure 3),  and by clicking on “View This Document” it  

 

Fig. 2. WebClass three-tier architecture. In the client-side, the user interacts with the system by 
means of an applet. The applet can send parameterized requests to the appropriate Java servlet 
running on the Web server, namely jsdk2.1 (step 1). The Java servlet interprets the request, 
processes it and constructs an SQL statement, which is passed to the database server using the 
Java Database Connection (JDBC) (step 2). The database server executes the SQL statement 
and returns a result set to the Java servlet (step 3). The Java servlet processes the result set and 
communicates the results to the applet.  

   Web Client Browser        Web Server with servlet engine           Database Server  
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Fig. 3. An example of textual query (above) and the set of retrieved documents (below). 



  

is possible to view the stored document. Textual queries can be saved in the user 
workspace for future use.  

The second mode of database querying requires the specification of a class of 
documents to be browsed (see Figure 4). WebClass works as an intemediary when 
users browse the Web through the system and categorize documents by means of one 
of the classification techniques available (see Figure 5). The extraction of features to 
be used for document representation and classification and the possible construction 
of classifiers is another functionality made available to remote users with 
administration rights. In this case it is necessary to select training documents and 
possibly test documents either from the database or from the Web (see Figure 6). 
Once the training and test sets have been fully defined, it is possible to activate the 

Fig. 4. : Browsing documents by categories. 

Fig. 5.Browsing documents in the Web and tools for automated classification (see buttons 
below). The class is reported in the bottom right-hand corner. 



  

feature extraction process and, possibly, the construction of some classifiers. This 
activity also requires the specification of some parameters by means of the interface. 
The required parameters and their meanings will be explained in the next sections. 

3 The Learning Issues 

Many issues are related to the goal of building a Web page classifier. Firstly, it is 
necessary to determine which kind of information in a Web page is relevant. In this 
work, it is assumed that the relevance of a page for the group of users depends 
exclusively on both the textual content and the HTML layout structure of the Web 
page. Hence, the following factors are not considered in this study:  
�� External factors, such as the novelty or the reliability of the information in the 

document.  
�� Multimedia components of a page, such as pictures, videos, animations and audios.  
�� Contextual information reported in a link to an HTML document [2].  
�� Possible dependencies among classes of Web documents. This means that classes 

considered in this study are not hierarchically related in the user ontology.  
Thus, the learning problem can be formulated as follows: 
Given 
�� a set C of classes of documents C1, C2, �, Cr, 
�� a finite Web space W structured as a directed graph over Web documents, 
�� a set of Web documents D �W described in a language LD, 
Find 
a model or hypothesis H which maps Web documents to a class and maximizes 
predictive accuracy on possibly unseen documents in the Web space W. 

          Fig. 6. Browsing documents by categories. 



  

The second issue concerns the representation language LD adopted for Web 
documents. Typically, documents are represented as feature vectors, where features 
correspond to specific words or groups of words. This representation, also known as 
bag-of-words, is that adopted by WebClass, although two variants have been tested: 
Plain frequency vector representation and emphasized representation. The latter takes 
into account the information related to all the HTML tags enclosing occurrences of 
words. 

The selection of features is the third issue. Thousands of features can be generated, 
even from a small set of pages. Generally, only a subset of features is relevant, and 
their selection has been proven beneficial for the computational complexity and the 
accuracy of the page classifiers [8]. In the next section, a feature selection process that 
extracts orthogonal sets of features for each document class is described and a novel 
scoring measure, appropriate for feature selection in multi-class text categorization 
problems, is presented.  

The last issue concerns the construction of classifiers. Once again, several 
solutions have been proposed in the literature: Bayesian classifiers [14], decision trees 
[1], some adaptations of Rocchio’s algorithm to text categorization [7], and k-nearest 
neighbor [11]. In this study four classifiers are considered. They are based on three 
different views of classes: k-nearest neighbor (extensional view), decision trees and 
Bayesian classifiers (classical intensional view), and centroids (exemplar intensional 
view).   

3.1 The preprocessing phase  

Initially, all training documents are tokenized, and the set of tokens (words) is filtered 
in order to remove HTML tags, punctuation marks, numbers and tokens of less than 
three characters. The basic idea is to select relevant tokens to be used in the bag-of-
words representation. These tokens will be called features. As already observed in 
Luhn’s seminal work [10], when distinct words in a textual document are arranged in 
decreasing order of their frequency of occurrence, the distribution satisfies Zipf’s Law 
[20], that is, the product rank*frequency is constant. Luhn conjectured that the 
relevant words extracted from a document text would peak in the middle range, and 
further proposed to use words with medium frequency, because high- and low-
frequency words are not good content identifiers. These considerations lead to a 
standard procedure in text pre-processing, which is implemented in WebClass: 
1. Removal of words with high frequency, or stopwords, such as articles, 

prepositions, and conjunctions.  
2. Removal of suffixes, such as those used in plurals (e.g., -s, -es and -ies), gerund  

(-ing), simple past (-ed), and so on.  
3. Determination of equivalent stems (stemming), such as analy in the words 

analysis, analyses, analyze, analyzing and analyzer.   
For the first step, stopwords used by WebClass have been taken from Glimpse 

(glimpse.cs.arizona.edu), a tool used to index files by means of words, while for the last 
two steps, the algorithm proposed by Porter [15] has been implemented. 

Many approaches have been proposed in the literature on information retrieval for 
the identification of relevant words to be used as index terms of documents [16]. Most 



  

of them simply score words according to some measure and select the best firsts. 
However, techniques proposed for information retrieval purposes are not always 
appropriate for the task of document classification, also known as text categorization. 
Indeed, we are not interested in words characterizing each single document, but we 
look for words that distinguish a class of documents from other classes. Generally 
speaking, the set of words required for classification purposes is much smaller than 
the set of words required for indexing purposes. 

For two-class problems, Mladenic [12] compared scoring measures based on the 
Odds ratio1 and those based on information gain,2 leading her to favor the former. 
For multi-class problems, as in the case of WebClass, an extension of the well-known 
TF-IDF measure to text categorization, originally proposed for information retrieval 
purposes [17], has been suggested [6]. However, this measure is not intended for 
feature-selection purposes, but for the definition of a probabilistic classifier of 
documents. 

The feature selection algorithm implemented in WebClass is based on a variant of 
TF-IDF. Given the training document d of the i-th class, for each token t the 
frequency TF(i,d,t) of the token in the document is computed. Then, for each class i 
and token t, the following statistics are computed: 
�� MaxTF(i,t), the maximum value of TF(i,d,t) on all training documents d of class i; 
�� PF(i,t), the page frequency, that is, the percentage of documents of class i in which 

the token t occurs.  
The union of sets of tokens extracted from Web pages in one class defines an 

“empirical” class dictionary used by documents on the topic specified by the class. 
By sorting the dictionary with respect to maxTF(i,t), words occurring frequently only 
in one long HTML page might be favored. Indeed, Web page authors usually “hide” a 
number of occurrences of “key” words in the HTML code, in order to force search 
engines to rank that page in the first positions of the returned lists of Web references. 
By sorting each class dictionary according to the product maxTF(i,t)*PF(i,t)2, briefly 
denoted as MaxTF-PF2 (Max Term Frequency - Square Page Frequency) measure, the 
effect of this phenomenon is kept under control.3 Moreover, common words used in 
documents of a given class will appear in the first entries of the corresponding class 
dictionary. Some of these words are actually specific to that class, while others are 
simply common English words (e.g., “information”, “unique”, “suggestion”, “time” 
and “people”) and should be considered as quasi-stopwords. In order to move quasi-
stopwords down in the sorted dictionary, the MaxTF-PF2 of each term is multiplied 
by a factor ICF=1/CF(t), where CF(t) (category frequency) is the number of class 
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are handled as in [18]. 
2 For a given token t, Information-Gain(t) = H(C) – H(C|t), where H(C) (H(C|t)) is the entropy 

in the document set before (after) the usage of the token t for splitting the document set into 
subsets. 

3 The plain PF(i,t) factor was also used, but was found to reduce performance slightly. For the 
small sets of training documents we considered in our experiments, the term PF(i,t) might 
not be small enough to reduce the effect of very frequent words in single documents. 



  

dictionaries in which the word t occurs. In this way, the sorted dictionary will have 
the most representative words of each class in the first entries, so that it will be 
sufficient to choose the first N words per dictionary, in order to define the set of 
attributes. Once the class dictionaries are determined, a unique set of features is 
selected to represent documents of all classes. Currently, the administrator defines the 
number of features.  

Once the set of features has been determined, training documents can be 
represented as feature vectors. WebClass can adopt two different representations: 
Plain and emphasized. In the latter representation, the frequency of a word is 
multiplied by an emphasis factor, which is computed in two different ways:  
1. Additive emphasis: The emphasis factor of a word is computed by summing 

weights associated to the HTML layout structures where the word occurs; 
2. Multiplicative emphasis: The product of weights is considered.  

The effect of the emphasis on the classification of Web pages is reported in [6]. 
Experimental results do not lead to a clear conclusion that any classification technique 
generally benefits from the HTML structural information. In other words, the partial 
structure existing in HTML pages does not seem to convey information useful for the 
classification. Similar results have bee reported in [5], where Hidden Markov Models 
have been applied to capture information possibly conveyed by the HTML tags. For 
this reason, only the plain representation will be considered in the section on 
experimental results. The importance of the HTML structure in document 
understanding, that is the interpretation of the content of some parts of an HTML 
page, is still an open problem. Some results obtained with systems developed to 
convert HTML pages into XML documents [3] seem to indicate a certain relevance of 
fonts, colors, and table structure.       

3.2 The classification methods   

WebClass has four alternative ways of assigning a Web page to a class:  
1. By sequentially testing feature values according to a decision tree.  
2. By computing the distance from the centroids of the different classes. 
3. By computing the Bayesian posterior probability. 
4. By computing the distance from all training documents (k-nearest-neighbor). 

In the first three ways, a training phase is necessary to build either the decision tree 
or the centroids or to estimate probability distributions. In the fourth way, training 
instances are used only when the system is asked to classify a new page.  

WebClass generates a univariate decision tree, by means of the system OC1 [13], 
for each class Ci, by considering training documents of class Ci as positive examples 
and all remaining documents as negative examples.4 Therefore, the result of the 
classification process can be: 1) no classification (the document is not stored);           

                                                           
4  It is worthwhile observing that the construction of the classifiers may be cast as a set of two 

class problems, even though the feature selection process is based on a multi-class approach. 
Indeed, thanks to the common set of features for all classes, it is possible to perform a 
centroid-based classification and to compare it with more sophisticated techniques, such as 
decision trees.    



  

2) single classification (the document is stored as an instance of the corresponding 
class); 3) multiple classification (the document is stored as an instance of more than 
one class).  

According to the Bayesian theory, the optimal classification of a document d 
assigns d to the class Ci � C maximizing the posterior probability P(Ci|d). Under the 
assumption that each word in d occurs independently of other words, as well as 
independently of the text length, it is possible to estimate the posterior probability as 
follows [7]: 
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where F is the set of features selected in the pre-processing phase, and TF(d,t) is the 
frequency of the word t in d.  The prior probability P(Ci) is estimated as the 
percentage of documents in Ci, while the likelihood P(t | Ci) is estimated according to 
Laplace’s Law of succession: 
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with TF(i,t) denoting the frequency of word t in all documents of class Ci. During the 
training phase, all probabilities P(Ci) and P(t | Ci) are estimated on the training set, so 
that they can be readily used when a new document d has to be classified.  

The computation of centroids is based on a simple formula. Let v1, v2,…, vni be the 
feature vectors corresponding to the ni training pages of class Ci. Let vj(k) denote the 
k-th component of vj, k=1, 2, …, N. Then the centroid is an N-dimensional feature 
vector, whose components are computed by averaging on the corresponding 
components of the training documents. In order to classify a document, the centroid 
most similar to the document description has to be found. The similarity measure 
considered is the cosine correlation [9], which computes the angle spanned by two 
vectors (the document and the centroid). The mathematical formulations of both the 
centroid and the similarity measure are the following: 
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The cosine correlation returns a particularly meaningful value when vectors are 
highly dimensional and features define orthogonal directions. In WebClass both 
conditions are satisfied, though orthogonality refers to the group of features extracted 
from each class dictionary rather than to the individual features. The cosine 
correlation is also used in the fourth classification approach, namely the k-nearest-
neighbor.  

All the above classifiers assign a document d to one of the “meaningful” classes Ci 
� C. Nevertheless, in some application domains some documents cannot or should 
not be meaningfully assigned to any class. Although the problem can be operatively 



  

dealt with by adding a “reject” class to C, where all such documents might be 
collected, from the point of view of document classification this is not always correct. 
This reject class represents “the rest of the world” and the computation of a posterior 
probability, as well as the computation of a centroid, would make little sense. By 
assuming that documents in the reject class have a low posterior probability, 
compared with other classes, or are very distant from the centroids/examples of other 
classes, the problem can be reformulated in a different way, namely how to define 
some thresholds for both posterior probabilities and distances. WebClass uses 
documents of the reject class in the training set to compute the optimal thresholds. 
Optimality is evaluated with respect to F-score,5 a measure that synthesizes two 
important parameters used in information retrieval, namely recall and precision. 

5  Design of the experiments and results 

A set of experiments was designed to test the performance of WebClass. Documents 
used in the test are a subset of the collection known as “Reuters-21,578, Distribution 
0.1” (http://www.research.att.com/~lewis/reuters21578.html)  This is a set of 
21,578 news items provided by the German agency Reuters, manually catalogued by 
personnel from Reuters Ltd. and Carnegie Group Inc. There are 135 distinct classes, 
mainly on economical topics, but in our experiments we considered only ten of them, 
namely acq, coffee, crude, earn, interest, money-fx, money-supply, ship, sugar and 
trade. They are the most represented classes associated to the first 4,000 documents of 
the collection. All other classes are grouped in a generic reject class. From the first 
4,000 news items in the collection about 3,500 documents are selected for the test set, 
by discarding empty documents as well as documents with multiple classifications. 
From the subsequent 10,000 documents three training sets of different size (about 
2,000, 3,000 and 4,000, respectively) are extracted according to the same criterion 
applied for the test set (see Table 1). It is noteworthy that examples are unevenly 
distributed among classes. The first 14,000 news items in the Reuters corpus actually 
contain examples of many other classes, which are dropped because they are too 
poorly represented to lead to meaningful conclusions on system performance.  

Fifty features are extracted for each class, totaling up to five hundred features for 
each experiment. Since there are about 22,500 unique terms in the Reuters collection 
(after performing stemming, stopword removal and conversion to lower case), the 
reduction is about 97,8%. This choice is coherent with the best result observed by 
Yang and Pedersen [19] for information gain based feature selection. Twenty-four 
experiments were performed by varying the feature selection measure (MaxTF-PF2-
ICF vs. average mutual information (AMI)6 vs Odds-ratio), the training set size 

                                                           
5 F-Score=2*Precision*Recall/(Precision+Recall) 
6 Let Wi be a random variable denoting the presence/absence of the word (token) wi  in a 

document. It can take two values vi, where vi � {wi, 
wi}. Let C be a random variable with 
values in the set of user classes. The average mutual information is defined as follows [19]:  



  

(2,000, 3,000, 4,000) and the method used to classify documents (centroids, nearest 
neighbor, k-nearest neighbor, Bayesian classifier). In this experimentation decision 
trees could not be tested because of the OC1 limit on processing examples described 
by no more than one hundred features. 

The experimental results are shown in Figure 7, where the level of results is 
measured on the basis of an F-score. It is noteworthy that quite a simple classification 
method, based on the computation of a distance from class centroids, performs quite 
well when features are extracted by means of MaxTF-PF2-ICF. This empirically 
confirms that the set of selected features for each class has a good discriminant power. 
The combination information gain and Bayesian classifier outperform all methods 
only in the experiment on 2,000 training pages. Our results are at divergence with 
those reported in the work by Mladenic [12], according to which information gain 
performs worse than random feature selection. A closer look at words sorted by 
information gain shows that almost all best words are characteristic of a negative class 
value. These negative results prevented Mladenic from considering other measures 
similar to information gain, such as mutual information. Nevertheless, from our 
results we observe that average mutual information performs better than Odds ratio in 
some experiments. The difference might be due to the fact that, in our approach, 
features are extracted and selected by processing documents class by class, while 
Mladenic merged together words of both positive and negative examples. 

Table 1. Distribution of selected Reuters news in training and test sets 

Class Training 2000 Training 3000 Training 4000    Test 
acq 260 390 520 458 
coffee 10 15 21 19 
crude 44 66 88 77 
earn 450 675 900 794 
interest 20 30 39 33 
money-fx 8 12 16 16 
money-supply 20 30 40 35 
ship 16 24 32 27 
sugar 10 15 20 18 
trade 18 27 37 32 

Subtotal 856 1284 1713 1506 
reject 1132 1690 2260 2017 

Total 1988 2974 3973 3526 
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Fig. 7. Experimental results on the Reuters data. 

 Test 2000 (50 feature x category) 
 AMI MaxTF-PF^2-ICF Odds Ratio 

Centroids 46.55 50.54 37.84 

NN 44.17 43.84 34.30 
7-NN 49.98 50.25 37.66 

Naive-Bayes 52.83 47.32 35.57 
 Test 3000 (50 feature x category) 
 AMI MaxTF-PF^2-ICF Odds Ratio 

Centroids 47.80 53.69 42.59 
NN 43.52 43.19 32.79 

7-NN 49.23 48.77 37.70 
Naive-Bayes 52.52 47.55 35.86 
 Test 4000 (50 feature x category) 
 AMI MaxTF-PF^2-ICF Odds Ratio 

Centroids 48.14 51.79 40.55 

NN 44.96 43.17 28.20 
7-NN 49.07 48.45 37.09 

Naive-Bayes 50.16 47.88 36.28 



  

Finally, we performed a further test according to the standard experimental design 
proposed by Lewis also known as “Modified Apté” (www.research.att.com/~lewis/). In 
this case, 5,754 cases were used for the training set, 2,861 for the test set and 722 for 
the reject set. The number of selected features was kept the same. Table 2 shows that 
the proposed feature selection based on MaxTF-PF2-ICF outperforms the information 
gain in almost all experiments, with the exception of 7-NN. 

Table 2. Experimental results on the Reuters data – “Modified Apté” test. 

 IG MaxTF-PF2-ICF Odds Ratio 

Centroids 60.09 61.44 45.99 

NN 66.12 66.48 44.10 

7-NN 67.88 67.62 44.36 

N. Bayes 62.76 67.58 11.64 

6 Conclusions  

In this paper, the problem of automatically classifying HTML documents, according 
to a set of pre-defined classes, has been investigated in the context of a client-server 
application developed to support Web document sharing in a group of users with 
common interests. The two main issues studied in the paper are the selection of some 
features to represent HTML documents and the construction of the classifiers.  For the 
first issue, a novel technique for the selection of relevant features from training pages 
has been presented, while for the second issue several classifiers have been 
considered and a thresholding algorithm has been proposed in the case of a reject 
class. The interaction of the feature selection technique with different classifiers has 
been experimentally studied. Results show that performance improves even with 
simple classifiers and the proposed feature selection technique compares favorably 
with respect to other well-known approaches.  

We are currently investigating some research issues related to the classification of 
HTML documents in a set of hierarchically related classes. An experimental study of 
a general method defined for the construction of a hierarchical classifier is planned for 
the near future, together with an experimental study on the document retrieval 
technique implemented in WebClass and not described in this paper.  
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