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Abstract. In DSP processors, minimizing the amount of address cal-
culations is critical for reducing code size and improving performance
since studies of programs have shown that instructions that manipulate
address registers constitute a significant portion of the overall instruc-
tion count (up to 55%). This work presents a compiler-based optimiza-
tion strategy to reduce the code size in embedded systems. Our strategy
maximizes the use of indirect addressing modes with post-increment and
post-decrement capabilities available in DSP processors. These modes
can be exploited by ensuring that successive references to variables ac-
cess consecutive memory locations. To achieve this spatial locality, our
approach uses both access pattern modification (program code restruc-
turing) and memory storage reordering (data layout restructuring).

1 Introduction

Address calculations play a key role in determining code quality in DSP proces-
sors since instructions that manipulate address registers constitute a significant
portion of overall instruction count. For example, it was found that for a set of
codes from MediaBench suite (a popular benchmark suite for embedded systems)
running on Motorola’s DSP56000 processor, nearly 55% of the instructions are
used to manipulate address registers through explicit loads and stores [T5]. Con-
sequently, optimizing address code generation by eliminating as many explicit
address register loads as possible can result in significant improvements in code
size and performance. Note that code size improvements are very important not
only because code size directly determines the capacity of the customized in-
struction memory (hence, its cost) in an embedded system, but also because a
smaller instruction memory means lower power consumption.

Address calculations in modern DSPs such as NEC 7701, Motorola
DSP56000, Analog Devices ADSP21xx, and Texas Instruments TMS320C5x
are done in address generation units (AGUs). An AGU contains a number of
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address registers, the contents of which can be incremented or decremented
in parallel with the ongoing activity in the main datapath. The instruction
format for such processors allows one to encode a CPU activity and a post-
increment /decrement of an address register in a single instruction. Thus, using
post-increment /decrement operations instead of explicit address register loads
enhances on-chip parallelism (performance) and reduces code size (as no separate
instruction is necessary to update the address register). Cintra and Araujo [3]
report that although some of the register increment/decrement operations can
be accommodated in VLIW instruction slots, modern VLIW DSP architectures
also have auto-increment and auto-decrement modes; this is because exploiting
these modes effectively saves one instruction slot which might be used for some
other operation.

An optimizing compiler can exploit these post-increment/decrement oper-
ations by performing computation and data transformations as well as by as-
signing variables to address registers optimally. Consider the following scenario
where three scalar variables c, a, and b are to be accessed in the order c,a,b in
a given DSP code. Also assume that the AGU in question has a single address
register that can be post-incremented/decremented by 1 and that these three
variables are stored in memory in the order a, b, c. The code for implementing
this sequence of accesses uses three steps. The first step loads the address regis-
ter with the address of ¢ (the first variable in the access sequence). To access the
variable a next, the second step loads the address of a into the address register.
In accessing the variable a, a post-increment operation can be used to modify
the content of the address register so that it points to b which will be accessed
next. In the final step, the variable b is accessed. Overall, we need to perform two
explicit address register loads. In addition to being a waste of machine cycles,
this increases code size and thereby the instruction memory size, which is at a
premium in many embedded designs.

We can reduce this overhead of explicitly updating the address register by
using a better choice of the order in which the variables are stored in data mem-
ory. Instead of the storage order a, b, c in the previous scenario, we can eliminate
one of the two address register loads if we use the storage order c, a, b. In this
case, first, we load the address register with the address of ¢ and post-increment
the address register to make sure that, after the execution of the statement that
accesses c, it will point to the next location (which contains a). Next, we access
the variable a, and use again post-increment to make the address register point
to the variable b. Finally, we access the variable b. This problem of determin-
ing the most suitable storage order of variables is called the offset assignment
problem and has been partially addressed by Bartley [1], Liao et al. [TO/TT], and
others (e.g., [915]). Basically, these solutions first determine a suitable storage
order for variables and then assign address registers to these variables to mini-
mize the number of address register loads. In essence, since we are determining
the contents of the address register(s) before each variable access, this problem
can also be defined as the address register assignment problem.
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A major limitation of the techniques proposed so far for the address register
assignment problem is that they either focus only on modifying the storage
order of variables (e.g., [LO[11]) or only on modifying the intra-statement access
pattern using commutativity and associativity transformations (e.g., [13]). In
this work, we present a framework that considers both computation-based (intra-
statement and inter-statement) transformations and storage-based optimizations
in a unified setting for “reducing the code size of a given application;” that is,
our main objective is to save the code space. More specifically, this work makes
the following contributions.

(1) It presents an algorithm based on access pattern modification that makes
efficient use of post-increment/decrement addressing modes in DSPs. This al-
gorithm assumes a fixed storage order for variables and restructures the code
to exploit these addressing modes. This algorithm is more general than the one
proposed in [13] as it considers both intra-statement and inter-statement trans-
formations.

(2) Tt gives an algorithm that modifies an access pattern (access sequences),
given a partially-fixed storage order. A partially-fixed storage order is a storage
order in which the memory locations of only a subset of the variables are fixed.

(3) It combines these two algorithms with the storage order-based optimiza-
tion strategy (i.e., offset assignment) developed by Liao et al. [I1], and presents
a unified approach (which is demonstrated to be superior) to handle the offset
assignment problem for a given control flow graph.

2 Review of Offset Assignment

The offset assignment problem [I0] is one of assigning a frame-relative offset
(i.e., storage location) to each variable in the code in order to minimize the
number of address arithmetic instructions (that is, the instructions that load a
new value to the address register) required to execute the code. The cost of an
offset assignment is defined as the number of such instructions.

Given a code sequence, we can define a unique access sequence for it. In an
operation a = b op ¢, where ‘op’ is some binary operator, the access sequence
is given by b, c, a. The access sequence for an ordered set of operations is
simply the concatenated access sequences for each operation taken in order. For
example, for the code fragment

a=c+d
d=d+c+b+c+a

the access sequence is ¢, d, a, d, ¢, b, ¢, a, d, assuming that addition
is left-associative. Let us assume that the variables in this code fragment are
stored in memory in the following order: a, b, c, d. The cost of a given storage
sequence (offset assignment) is the number of consecutive accesses (in the access
sequence) for which the accessed variables are not assigned to adjacent locations
in memory. Therefore, the cost of the offset assignment given above is four as
there are four transitions in the access sequence between non-adjacent variables.
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The objective of the offset assignment problem is to determine a storage order
for variables such that the cost will be minimum. Liao [L0] showed that the
offset assignment problem is equivalent to the Maximum Weighted Path Cover
(MWPC) problem and proved that it is NP-complete. His heuristic solution
was later improved by Leupers and Marwedel [9] who presented a tie-breaking
strategy for achieving better storage assignments.

3 Computation Restructuring for a Fully Fixed Storage
Sequence

Code size reduction using address register assignment is achieved by making the
access sequence (i.e., the order in which the variables are accessed) and the stor-
age sequence (i.e., the storage order of the variables in memory) compatible. In
practice, it is possible to do either of the following: modify the access sequence
for a fixed storage sequence, or modify the storage sequence for a given fixed
access sequence. In this section, we discuss a strategy that adopts the former
approach as opposed to Liao’s scheme [10] which takes the latter approach. In
this work, we apply code transformations to a high-level intermediate represen-
tation (IR) of the code where optimizations such as conventional (e.g., graph
coloring-based) register allocation and common subexpression elimination have
already been performed. This IR has statements very similar to high-level source
statements. In the remainder of this presentation, when we mention statement,
we actually refer to this IR-level statement. However, to make the presenta-
tion clear, we use source-level (C-like) statements. Consider, a statement of the
following form

a=b+c

Let us assume that the machine has a single address register and that the storage
sequence is ¢, b, a. The access sequence in this example is b, ¢, a, which is
different from the storage sequence. As a result of this, going from variable
¢ to variable a incurs an explicit address register load (since ¢ and a are not
consecutive in the storage sequence, so we cannot use post-increment /decrement
mode). Liao’s approach [10] fixes this problem by modifying the storage sequence
from ¢, b, a to b, ¢, a. Changing the storage sequence is a viable option
provided that the variables have not yet been assigned to storage locations,
or (if they have already been assigned to locations) the cost of transforming
the storage sequence from one form to another (which may require copying
resulting in additional memory requirements) does not outweigh its benefits. An
access pattern-oriented approach, on the other hand, can optimize this code by
transforming this statement into

a=c+b

The new access sequence is ¢, b, a which is the same as the storage se-
quence. Note that, for this example, just applying commutativity transformation
(an intra-statement transformation) was sufficient to obtain the desired result.

Let us consider the following code fragment with two statements.
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a=c+e
b=c+ f

We assume a single address register and a storage sequence of a, b, c, d, e,
f. It should be noted that each variable access in this code fragment (under the
assumed storage sequence) will require a load to the address register. A storage
layout-oriented scheme would change the storage sequence of the variables, but
this may be too costly if the variables have already been assigned to storage
locations (for example, during the optimization of a different set of statements
that manipulate the same variables.) On the other hand, a commutativity trans-
formation would lead to

a=c+e
b=f +c

Note that this code fragment (which is obtained from the previous one by ap-
plying commutativity transformation to the right-hand side of the second as-
signment statement) eliminates one of the explicit loads to the address register.
That is, in going from ¢ to b in the second assignment statement, we can make
use of the post-decrement mode (as these two variables are consecutive in mem-
ory). An inter-statement transformation, on the other hand, can generate the
following program fragment

b=f +c
a=c+e

Note that this code fragment is obtained from the original one by interchanging
the order of two statements and by applying commutativity transformation to
one of the statements. In this case, two variable accesses (i.e., going from c to
b in the first statement, and going from b in the first statement to ¢ in the
second statement) can be satisfied using post-increment /decrement modes. This
is a simple example that illustrates the benefit of inter-statement optimization.
However, there are some cases where it is not possible to interchange the order
of statements due to data dependency constraints. For example, in the code
fragment

a=a+c
c=c+1

interchanging two statements would give a wrong result as the value used for
c in a = a + ¢ would be different than the one in the original case. Here, a
storage-oriented approach (e.g., [I0]), on the other hand, could store a and c
in consecutive locations in memory, thereby leading to the effective use of post-
increment and decrement addressing modes.

The preceding examples show that neither storage based techniques nor ac-
cess sequence (computation) based techniques (intra and inter statement trans-
formations) dominate the other, and a unified framework that uses both the tech-
niques may be needed for better results. In the rest of this section, we formulate
the computation oriented transformations using a graph-based representation.
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3.1 Terminology

We represent a program using a control flow graph (CFG) which is a directed
graph in which each node denotes a basic block and an edge between two basic
blocks indicates that there is a possibility that the flow of control (during exe-
cution) may be transfered from one of these basic blocks to the other. A basic
block can be defined informally as a straight-line sequence of statements that
can be entered only at the beginning and exited only at the end [16].

Consider a graph G = (V, E) where V is the set of nodes (vertices) and E is
the set of edges. A path cover (or cover) C of a given graph G(V, E) is a set of
paths such that every node in V is incident at some edge belonging to the chosen
set of paths. In other words, we can think of a cover C(V’, E’) as a subgraph of
G(V, E) where V! =V and E’ C E. The length of a path is the number of edges
in the path, and the length of a cover is the sum of the number of edges of each
constituent path. A path that has the maximum length (among all paths in the
cover) is referred to as the longest path.

3.2 Layout Transition Graph

Given a basic block, we use a layout transition graph (LTG) to show the con-
nections between elements that are stored consecutively in memory. The layout
transition graph of a basic block is a directed graph LTG(V, E), where each
node v; represents a variable that occurs in the basic block; and a directed edge
e = (v;,v;) from a node v; to a node v; indicates that the variable represented
by v; is stored (in memory) next to the variable represented by v;. Whether v;
comes before v; in the storage order or after v; is not important for the purposes
of this work (as long as they are consecutive in memory). An LTG also contains
an edge from v; to v; if these two nodes represent the occurrences of the same
variable. Note that the variable access pattern of a program touches all the nodes
of the corresponding LTG.

For ease of exposition, we divide a given LTG into layers, each layer cor-
responding to a statement in the basic block. If the basic block contains K
statements, each variable v; in the jth statement from top (denoted s; where
1 < j < K) is assumed to belong to the variable set of s;; we express this as
v; € s5. We will use s; to denote both the statement and its variable set, where
there is no confusion.

A given variable set s; can also be divided into two logical subsets: one that
contains the variable on the left hand side (LHS), and one that contains the
variables on the right hand side (RHS). For a variable set s;, the first subset is
denoted by s;;, and the second subset is denoted by s;g.

To illustrate these concepts, consider the LTG shown in Figure [Ii) for the
statement a = b + c, assuming that the storage sequence is ¢, b, a. There
is a bi-directional edge between ¢ and b (i.e., we have a directed edge from c
to b and one from b to c), and another bi-directional edge between b and a.
Labeling this statement by s;, we have s;;, = {a} and s1g = {b, c}. Note
that the access sequence for this statement is b, ¢, a as shown in Figure [[Iiii)



Address Register Assignment for Reducing Code Size 279

using dashed arrows. It should also be noted that a new access sequence can
be obtained by traversing the edges in the LTG in a different manner. If we
start from the variable c, we can first traverse the edge (c,b) and then the edge
(b,a), as depicted in Figure[I(iv). Note that this new traversal corresponds to
transforming the statement froma = b + ctoa = ¢ + b (i.e.,, a commutativity
transformation).

We need to emphasize that it may not always be possible to transform a state-
ment based on its LTG. Further, not every traversal of the edges in the LTG is
legal. For example, going from a to b using the edge (a,b) is not acceptable (see
Figuredl(v)) as all the right-hand side references should be accessed before the
left hand side reference. We can prevent some of the transitions such as this by
eliminating edges from the LTG that would lead to unacceptable or infeasible
transformations. For example, in order to prevent a transformation from a to b,
we eliminate the directed edge from a to b as shown in Figure [[ii). Obviously,
given the two legal traversals in Figures [I{iii) and (iv), we prefer the one in
Figure[(iv) as all transitions between variables in this figure are between con-
secutive memory locations, meaning that we can use post-increment/decrement
mode for these transitions. Another way of expressing this is that both the
edges visited during the traversal in Figure [[[iv) belong to the LTG given in
Figure[II(ii). On the other hand, one of the transitions taken during the traversal
in Figure [[{iii) (the transition from c to a) does not have any corresponding
edge in the LTG. Therefore, the objective of a traversal must be minimizing the
number of transitions that do not correspond to an edge in the LTG. We will
formalize this concept later.

Now, let us consider the LTG given in Figure[I[(vi) for the following program
fragment.

a=c¢c+e
b=c+ £

It is assumed here that the storage sequenceisa, b, c, d, e, f.As before,
a traversal of the nodes of this LTG corresponds to a specific access sequence.
The default access sequence is c, e, a, c, £, b as shown in Figure [[{viii).
Note that a different traversal of the nodes corresponds to a transformation
of the code sequence. Here, an important point should be noted. In traversing
the nodes (or edges), we have a restriction in the sense that once we are in a
statement we need to finish all the nodes in the statement before moving to a
node in another statement. That is, we are not allowed to go from a node in siygr
to a node in sp g if k # k’, assuming that each statement has a left hand side
variable.

The preceding discussion indicates that we need some restrictions on the
traversal order of the nodes in the LTG. For this purpose, we use a modified form
of the LTG called constrained layout transition graph (CLTG), and perform our
traversal on this graph. Simply, in those cases where the compiler can detect that
variable v; in statement s; cannot be accessed immediately after the variable v;
in statement s/ (s and sg/ are not necessarily distinct here), the corresponding
edge (if any) from v; to v; in the LTG should be removed when constructing
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the CLTG (Instead of deleting edges from the LTG to construct the CLTG,
it is possible to directly construct the CLTG using the necessary edges, albeit
using somewhat more complicated rules. The correctness of the algorithms is not
affected by the choice of either method to construct the CLTG).

A constrained layout transition graph, written CLTG(V', E'), is a subgraph
of the LTG(V, E) such that V' = V and E’ contains all the edges in E ex-
cept those that can lead to an incorrect or infeasible code transformation. The
construction of the CLTG subsumes both the intra-statement constraints (i.e.,
evaluation rules that need to be obeyed when processing an RHS expression)
and the inter-statement constraints (i.e., dependence and other constraints be-
tween statements). For example, a CLTG cannot contain an edge between the
variable occurrences of the right hand sides of two different assignment state-
ments. In mathematical terms, an edge e = (v;,v;) € E does not belong to
E' if v; € spr and v; € sp/r, where k # k'. Figure [(vii) depicts the CLTG
for the LTG in Figure d(vi). Note that the default traversal (access sequence)
given in Figure [T|(viii) does not use any of the edges in the underlying CLTG.
Consequently, an explicit address register load is necessary prior to each variable
access. Now consider the traversal given in Figure [ix). In this case, the new
access sequence corresponds to a transformation in which the right hand side
of the second statement is transformed using commutativity. Note that one of
the transitions in this traversal (i.e., the one from c to b) has a corresponding
edge in the CLTG given in Figure [[[vii). Finally, let us focus on the traversal
given in Figure [[{x). The transformation corresponding to this traversal is one of
interchanging the order of the two statements and applying the commutativity
transformation to one of the statements. In this traversal, two transitions, one
going from ¢ to b and the other going from b to ¢ have corresponding edges in
the CLTG. These two examples in Figure [[l show that the preferred traversal
must maximize the number of transitions that have corresponding edges in the
underlying CLTG. In other words, it should minimize the number of transitions
that do not have corresponding edges in the CLTG.

It should be noted, however, that although a given CLTG shows possible
legal transitions between nodes, it is still possible to generate an illegal traversal
(access sequence) on the CLTG. For example, by itself, accessing two nodes v;
and v; consecutively may not break any dependence; however, after this modified
access sequence, it may not be possible to generate legal code due to a new
restriction (in the access order) resulting from the said transition between v;
and v;.

3.3 Traversing the CLTG

We formulate the problem of modifying a given basic block code for effective
use of the address register(s) as one of determining a path cover and a traversal
order in the CLTG. We assume for now that the AGU has only a single address
register.
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Fig.1. (i-v) LTG, CLTG, and different traversals for an assignment statement under
the storage sequence c, b, a.(vi-x) LTG, CLTG, and different traversals for a program
fragment under the storage sequence a, b, c, d, e, f.

Legality. In order to generate correct code (that is, to preserve the original
semantics of the basic block), we impose the following conditions on the traversal
order:

(1) Each node in the LTG (i.e., a variable occurrence in the basic block)
should be visited.

(2) For a given layer in the LTG corresponding to the statement s, all nodes
in sgr should be visited before any node in sgy,.

(3) Once the traversal reaches the layer corresponding to the statement s, it
should finish all the variables in that layer (i.e., the set sx, Usgg) before moving
to another layer.

(4) All the data dependences and other restrictions such as latency con-
straints or expression evaluation constraints should be observed.

Condition (1) indicates that each variable should be touched (by any legal exe-
cution of the code). We enforce Condition (4) by ensuring that we do not make
a transition from a v; € 53 to a v; € spr (even if v; and v; are consecutive in
memory) when there is a data dependence from sy to si. To enforce Condition
(2), we do not allow a transition from the node v; € sgr, to a node v; € sgyr. To
enforce Condition (3), we disallow transitions between node v; € syr and any
node vj € sy for k # k’. A transition from a node v; € sz, to a node v; € sp/p,
(where k # k') is allowed only if s; has no variables on the right hand side (i.e.,
spr = 0). Also, there cannot be a transition from a node v; € sgr to a node
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vj € spr, (Where & # &') unless si has no variable on the right hand side (e,
spr =0) and s; has no LHS variable, which cannot occur in our framework.

(iv) athpath (V)
]

1st path

Qe OO0 _
@ @@ @ 0@ AR D cpan
oo @ erh :
@L“@@ @" B0 N T P

*

/9\"
2nd path

Fig. 2. (i) LTG and (ii) CLTG for a given basic block. (iii) Defanlt access sequence.
(iv) Optimized access sequence. (v) [Example paths in the CLTC.

Profitability. The objective of the traversal of the nodes in the CLTG is to
minimize the cost of the traversal, which is defined as the number of transitions
from a node v; to a node v; such that »; and v; are not consecutive in the storage
sequence (i.e., there is no edge (v;,v5) in the CLTG) for all 7 and 4. Tt should be
noted that a storage sequence imposes constraints on the CITG. If a transition
from v; to v; does not use an edge in the CI.TG, this means that a post-increment
or a post-decrement cannot be used for this transition; thus, new value should
be loaded in the address register (using an explicit load instruction), thereby
increasing the code size. As a resull, the cost of a traversal can be viewed as
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the number of transitions in the access sequence that do not use an edge in the
CLTG. Thus, the address register assignment problem can be re-expressed as

determining a traversal of the nodes in the CLTG—subject to the four
legality conditions listed above—that minimizes the number of transitions
that do not correspond to an edge in the CLTG.

It can be shown that this problem is NP-complete; but, we omit the proof due
to lack of space.

Let us now concentrate on the larger basic block given below assuming a
storage sequence of a, b, ¢, d, e, f.

c=a+bhb
f=d4d-e-2
a=a+ 3d
c=2f +4
d=d+f+a

Figures (i) and (ii) show the LTG and CLTG, respectively, for this code
fragment under the assumed storage sequence. Note that, in going from the
LTG to the CLTG, many edges are dropped as they are not possible for any
legal traversal. Figure[J(iii) shows the default access sequence (i.e., without any
optimization). This access sequence has a cost of eight, and the transitions that
contribute to this cost are marked using the symbol “*’. Our approach, on the
other hand, results in the access sequence (traversal) given in Figure 2(iv). We see
that the cost of this access sequence is four (again, the transitions that contribute
to the cost are marked using the symbol ‘*’). In other words, we are able to
eliminate four address register loads in the code. This traversal corresponds to
the following transformed program:

c=a+b
f=d-e-2
c=2f +4
a=23d+ a
d=a+f+d

Note that this optimized code is obtained from the original one through one
statement reordering (inter-statement transformation) and a number of intra-
statement transformations.

The Algorithm and Transformations. We now present an algorithm that
takes as input a CLTG and generates as output a traversal (an access sequence)
and all the necessary (inter-statement and intra-statement) transformations to
obtain this access sequence. Given a CLTG, the algorithm first detects the
longest directed path (i.e., the path that contains the maximum number of edges
in the same direction) J It then transforms the portion of the CLTG (which con-
tains a subset of the statements in the original basic block) in accordance with

! Note that the longest path detection problem is a hard problem in general. Here, we
are employing a heuristic.
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this longest path. Finding the longest path in a given directed graph is straight-
forward, and takes O(N?) time, where N is the number of nodes in the graph
[5]. Transforming the program code in accordance with the longest path is more
challenging. Consider the abstract CLTG in Figure[3land the longest path shown.
Note that each layer in the CLTG is labeled with a different statement id. The
desired access sequence hereisa, c, h, d, £, g, b, e.To achieve this access
sequence, the following transformations need to be performed:

(1) The variable a should be made the last variable accessed on the RHS of
the statement sq;

(2) In statement so: (i) the variable h should be made the first variable
accessed on the RHS; (ii) the variable h should be made to immediately precede
the variable d;

(3) Statement s4 should be made to immediately follow the statement ss;
and

(4) In Statement sy4: (i) the access of variable b should be made to immedi-
ately follow the variable g; (ii) the variable e should be made to immediately
follow the variable b.

In addition to these transformations, the transformed program should not modify
the following properties of the input code (CLTG):

(1’) Statement so immediately follows statement s;.

(2’) d is the last variable accessed on the RHS of Statement ss.

(3’) g is the first variable accessed on the RHS in Statement s4.

If the compiler can find a series of transformations to satisfy all these con-
straints, we achieve the best possible access sequence (for this path). In many
cases, however, this may not be possible due to inconsistencies between the re-
quirements given above, or due to a situation that does not involve the variables
on the longest path. An example of the former is the inconsistency between con-
ditions (2.i), (2’), and (2.ii) above. That is, if we make the variable h the first
variable on the RHS of the statement s, and insist on keeping the variable d as
the last variable on the RHS, it is not possible to access h and d successively as
there are two more variables on the RHS. We assume that these other variables
are different from those labeled in the figure. An example of the second type
of difficulty is the possibility that it may not be legal to access the statement
s4 immediately after the statement sp (as required by the condition(3)). This
may occur for example if the statement s3 writes a variable x (assumed to be a
different variable from the ones shown in the figure) that is subsequently read
by the statement s4. Although it may not always be possible to achieve all of
the desired transformations, our approach attempts to achieve as many of the
desired transformations as possible. Note that this strategy helps to use as many
edges in the CLTG as possible.

After the longest path has been determined and the portion of the CLTG
that contains the longest path (that is, a subset of the statements in the origi-
nal basic block) has been transformed, our approach continues by selecting the
second longest path and transforming the relevant parts of the CLTG. A special
attention is paid to ensure that we do not modify any parts of the basic block
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Fig. 3. An abstract CLTG and the longest path.

that have already been transformed in accordance with a longer path considered
earlier. In this way, our approach selects the next longest path in each step and
transforms the relevant portions of the basic block. The process stops when it
is not possible to transform the basic block any further (without distorting the
previous transformations). In case we have two paths of the same length, the
current implementation favors the one that leads to minimal modification to the
original code.

In the example in Figure 2 following the construction of the CLTG shown in
Figure[2(ii), our approach determines the longest path marked as the 15 path in
Figure 2(v). Based on this path, it builds an access sub-sequence a, b, c, d, e, f,
f. This sub-sequence completely specifies the transformations required for three
of the five statements in the code (i.e., the first, second, and fourth statements
in the original code). Note also that the transformations performed along this
path include an inter-statement transformation. Next, it finds the path a, a, a
(marked as the 2"? path). Note that this path fixes the access sequence for the
third statement in the original code completely as d, a, a. It also specifies that
the variable a should be the first variable accessed in fifth statement. After that,
the approach selects the path c, d, d. The (c,d) part of this path says that the
fifth statement should follow the fourth statement in the transformed program,
but this is not possible as the fourth statement has already been transformed,
and it now (in the transformed code) comes before the third statement (in the
original program). The (d,d) part of the path, on the other hand, is feasible, and
indicates that d should be the last variable accessed in the fifth statement. The
next path is c, d; but, the transformation implied by this is not possible. The
last path is the one between ¢ and d (marked as the 5" path in the figure).
It implies that d should be the first variable accessed in the third statement,
and the third and fourth statement should be interchanged. At this point, the
algorithm has traversed all the paths. It next visits each statement, and fixes
the access order for the variable whose order has not been fixed yet. It visits the
fifth statement (in the original code) and makes £ the second variable accessed
on the RHS. The final access sequence is shown in Figure B{iv).
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4 Computation Restructuring: Partially Fixed Storage
Sequence Case

So far, we have assumed that the storage sequence (storage pattern) of variables
is fixed completely. That is, a storage location is assigned to each program vari-
able. In this section, we describe how to optimize an access sequence when only
a subset of the variables have fixed memory locations. This is called the partially
fixed storage. Specifically, given a partially fixed storage pattern of a basic block,
we address two subproblems:

(1) Determining the best access sequence for all variables in the basic block,
and

(2) Determining the storage sequence for the variables in the basic block
whose memory locations are yet to be determined.
This problem is important because the compiler employs it during procedure-
wide optimization (as will be discussed in the next section). Our approach to
the problem involves the following three steps:

(1) Determine the best access (possibly partial) pattern for the partial storage
order given,

(2) Determine the storage sequence for the variables whose memory locations
are yet to be determined, and

(3) If there is further flexibility, then determine the best access pattern for
the portions of the basic block that involves the variables whose storage sequence
was determined in Step (2).

Consider the following program fragment assuming a single address register
and a partially fixed storage sequence of e, b, d.

e=e+d
a=d+c
f=3c+b
a=(ax*xc)+ (a*g)

Figure [4{i) shows the CLTG for this basic block, under the given partial storage
sequence. Clearly, there is just one path in this case. Transforming the code in
accordance with this path gives us:

e=d+ e
f =b+ 3¢
a=d+c
a=(axc)+ (axg)

Note that this transformation (which corresponds to Step (1) above) involves
one statement interchange and one commutativity transformation. In the next
step (which is Step (2) above), the compiler attempts to determine a storage
sequence for the variables whose storage locations are yet to be determined. We
achieve this using a modified version of Liao’s heuristic [10]. Liao summarizes the
access sequence using a graph called the access graph. In this graph, each variable
is represented by a node and a weighted edge between two variables corresponds
to the number of transitions between them. Liao then runs an algorithm on this
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graph to select a path cover, with no node having more than two selected edges
incident on it.

The variables represented by the nodes connected by a selected edge are
assigned to consecutive memory locations. The objective is to maximize the
total weight of the edges selected (which corresponds to capturing the most
frequent transitions). We modify this heuristic as follows. Let £ = {v;} be the
set of all variables v; that have already been assigned to consecutive storage
locations. Let us assume for now that there is only a single such set. We use b,
to denote the first (start) node of £, and ¢, to denote the last (terminal) node.
Each node in the modified access graph corresponds to either a single node v;
such that v; ¢ £ or a block node v, that represents L. There exists an edge
between v; (¢ £) and v, if and only if there is an edge between v; and bz or an
edge between v; and t.. We also keep track of whether the edge between v; and
vz is due to (incident on) by or t..

Figure H(ii) shows this modified access graph for our example. Note that this
access graph is constructed by taking into account the transformations (both
inter-statement and intra-statement) done in the previous step. Next, we run
Liao’s heuristic [I0] on this access graph. Figure H[iii) show the maximum weight
cover detected by the heuristic. Afterwards, we determine the complete storage
order (sequence) for the variables. In our example, this sequence is e, b, d, f,
c, a, g.Although it does not occur in this example, in some cases, the compiler
may have additional scope, and may apply Step (3) above to further modify
the access pattern to accommodate the needs of the variables whose storage
locations have been determined in Step (2). Note that although we explain this
strategy assuming that there is a single block node (£), it is straightforward to
extend the approach to multiple block nodes. Note also that since our approach
is essentially basic block oriented, we can expect its effectiveness to increase
when it is used in conjunction with techniques that increase basic block sizes
(e.g., superblocks/hyperblocks).

®
@ ©® @
@\@® ©
® © "®
@ @ © @

Fig.4. (i) An example CLTG. (ii) An access graph for partially fixed storage sequence.
(iii) Selected maximum weight cover.

5 Intra-procedural Optimization Strategy

We now present a unified strategy that employs both access sequence and storage
sequence transformations to make effective use of address registers. The approach
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works on a representation called weighted control flow graph (WCFG), which is a
CFG with weighted nodes (basic blocks). A node weight specifies the number of
times the corresponding basic block is entered (dynamic execution frequency).
This is typically calculated by considering the execution frequencies of edges and
branch probabilities.

Our approach to this global (procedure-wide) optimization problem is as
follows. After determining the execution frequencies of basic blocks and labeling
them, we visit basic blocks one-by-one, and optimize a basic block completely
before moving to the next one. The optimization order is determined by the
weights (i.e., basic block labels).

The first (most frequently executed) basic block is optimized using Liao’s
heuristic (explained in Section[2)). After optimizing this basic block, we determine
a storage sequence for all the variables accessed by this basic block. Note that this
step determines only a partial storage sequence (called the storage subsequence)
as the variables accessed by this block form, in general, a subset of all the
variables declared in the program. Then, we move to the next most frequently
executed basic block, and optimize it using the approach explained in Section Bl
or Section ] depending on whether all the variables manipulated by this basic
block has already fixed memory (storage) locations or not. After optimizing this
basic block, new storage subsequences (for the variables accessed by this second
most frequently executed basic block, but not accessed by the most frequently
executed basic block) are determined. Afterwards, we move to the third most
frequently executed basic block and, in optimizing it (using the techniques given
in Section Bl and Section Hl), we take into account all the storage sequences
determined so far. In this way, our approach handles the basic blocks one-by-
one, and in optimizing each of them, it considers the storage sequences found so
far. If at a given point, the storage location for each variable in the code is fixed
(i.e., a complete storage sequence is determined), the remaining basic blocks are
optimized using the technique discussed in Section[3. At the end of the process,
if the storage sequences found do not form a single connected component, they
are made so using a post-processing pass.

6 Summary

In this work, we have presented a compilation framework that employs both
program restructuring and storage order optimizations to reduce the size of the
generated code for embedded processors by eliminating as many explicit address
register loads as possible. Reducing code size is extremely important as in many
embedded systems a reduction in code size means a reduction in memory size.
Work in progress includes the investigation of different ways of combining stor-
age layout and code restructuring transformations, incorporating partitioning
of variables among different address registers, and studying the impact of SSA
transformation on code size. We also plan to make experiments with different
architectures as different instruction set architectures (ISA) can lead to different
code sizes [6].
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